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ABSTRACT

We focus on a wireless sensor network powered with an energy beacon, where sensors send their measurements to the sink using the harvested energy. The aim of the system is to estimate an unknown signal over the area of interest as accurately as possible. We investigate optimal energy beamforming at the energy beacon and optimal transmit power allocation at the sensors under non-linear energy harvesting models. We use a deep reinforcement learning (RL) based approach where multi-layer neural networks are utilized. We illustrate how RL can approach the optimum performance without explicitly forming a system model, but suffers from slow convergence. We also quantify the importance of the number of antennas at the energy beamformer and the number of sensors.

Index Terms— Wireless communications, energy harvesting, resource allocation, reinforcement learning, neural networks.

1. INTRODUCTION

Wireless sensor networks (WSNs) is an integral part of a wide range of applications, including environmental and industrial monitoring scenarios. Autonomous optimization of WSNs is of particular interest as a part of self-organizing data acquisition systems. Motivated by the recent success of machine learning based approaches, we investigate a reinforcement learning (RL) framework for optimized resource allocation for such a sensor network. In the RL framework, only past data and feedback on the performance is used to optimize the system performance instead of the traditional approach of explicitly forming an accurate model of the system.

System Model and Methodology: We focus on a sensor network powered by wireless power transfer (WPT) from an energy beacon, as illustrated in Fig. 1. Sensors send their measurements to the sink using the energy they have harvested. The aim of the sensing system is to estimate the unknown field (i.e., unknown signal) over the area of interest as accurately as possible using these sensor measurements. We consider joint optimization of the energy beacon’s beamforming strategies and sensors’ data transmission power strategies over multiple time slots.

We adopt a deep RL approach, i.e. we combine reinforcement learning with deep learning [1]. In contrast to the approaches where the knowledge about the state and actions, such as the value function, is stored through look-up tables, these values are represented using multi-layer neural networks in deep RL [1]. The deep RL approach allows us to optimize energy and data transmission strategies without discretizing the state/action space. For instance, we do not discretize the action space for the possible sensor transmission powers, hence we are not restricted to a finite number of possible power values. In particular, we use a policy-based deep RL approach [2, 3], where multi-layer neural network representing the policy is optimized using feedback on battery level and the signal reconstruction error.

Related Work: Optimization of energy harvesting (EH) systems has recently gained increasing attention and has been studied under a wide range of scenarios, typically from a communications perspective but also from a sensing perspective [4]. Here, we emphasize the sensing aspects and focus on the field reconstruction error as the main performance metric.

Incorporating practical EH models is significant for accurate evaluation of wireless power transfer systems, as illustrated in terms of suitable waveform design [6–8] and non-linearity in harvesting efficiency [9–11]. Hence, we consider multiple practical non-linear EH efficiency models. Flexibility of our RL approach allows us to propose solutions even under non-linear EH models, which otherwise typically yield to challenging non-convex optimization problems.

Optimization of WPT for powering sensors in order to estimate an unknown signal of interest [12–15] or to optimize the sensing rate of the sensors [16] has been the focus of a number of recent works, under linear EH models [12, 13, 16] and non-linear EH models [14, 15]. In contrast to [12–14], here we focus on a reinforcement learning based approach. In contrast to [16], we consider the estimation error as the performance criterion and use a RL approach. In contrast to [15], we consider a setting with a multi-antenna energy beacon with energy beamforming; and also varying number of sensors where sensors cannot be placed at all points of interest in space; hence the number of sensors is possibly smaller than the number of unknowns (i.e., locations at which we would like to know the signal values).

Contributions: We provide a deep RL based solution for energy beamforming for powering sensor networks with wireless power transfer. Our proposed approach can handle both linear and non-
linear EH efficiency models. We compare the performance of the RL approach with the performance of an off-line optimization approach which requires the knowledge of the system model. We illustrate that the RL approach can attain a performance close to the direct optimization approach after convergence. Our numerical results quantify the performance degradation until convergence due to lack of system information for the RL approach. We also investigate the effect of the number of antennas and the number of sensors; and quantify the performance gain due to an increasing number of antennas and sensors.

2. SYSTEM MODEL

Overview: We now present an overview of the system. Each time slot \( t \) is divided into two blocks. At the beginning of each time slot, the energy beacon transfers power to the sensors for the fixed duration of time \( \tau_E \) while the sensors collect data. After the power transfer, the amount of accumulated in the battery of each sensor is the sum of the energy it harvested in the current time slot and the energy left on its battery from the previous time slot. (Energy consumption is dominated by the communications unit in a typical sensor network with passive sensors [17], hence the energy spent for sensing is ignored here.) In the second part of the time slot, during a fixed duration of time \( \tau_I \), the sensors transmit their data to the sink using a part of the energy accumulated in their batteries. The sink reconstructs the unknown spatial field (i.e. signal) using the data it received and the linear minimum mean-square error estimator. We would like to minimize the average field reconstruction error at the sink over a time frame of \( n_t \) time slots under power budget constraints at the energy beacon.

Wireless Power Transfer: During the energy transmission phase, each sensor node i broadcasts complex proper energy signal \( z_i \in \mathbb{C}^{m_x \times 1} \), where

\[
\mathbb{E}[z_i z_i^\dagger] = \mathbf{K}_{s_i} = \sum_{j=1}^{n_b} \gamma_{t,j} e_j e_j^\dagger
\]

and \{\( e_1, \ldots, e_{n_b} \)\} with \( e_j \in \mathbb{C}^{m_x \times 1}, ||e_j||^2 = 1 \) denotes the dictionary of \( n_b \) beam vectors that the energy beacon can adopt and \( \gamma_{t,j} \) denotes complex conjugate transpose. Here, \( \gamma_{t,j} \) is the power allocated to the beam \( j \) during time slot \( t \). Each sensor has a single antenna. The channel for power transfer to sensor \( i \) during time slot \( t \) is denoted by \( \mathbf{h}_i \in \mathbb{C}^{1 \times m_x} \). Hence, sensor \( i \) receives \( \mathbf{h}_i^\dagger z_i \) for energy harvesting and the input power to sensor \( i \) at time slot \( t \) is given by

\[
P_{i,t} = \mathbb{E}[||\mathbf{h}_i^\dagger z_i||^2] = \text{tr} [\mathbf{h}_i^\dagger \mathbf{K}_{s_i} (\mathbf{h}_i)]^\dagger
\]

Let the power that can be extracted by the sensor node \( i \) be denoted by \( P^i_{b,t} \). The conversion process between the received power \( P^i_{r,t} \) and the harvested power \( P^i_{b,t} \) can be expressed as

\[
P^i_{b,t} = \phi(P^i_{r,t}),
\]

where \( \phi(.) \) is a possibly non-linear function that denotes the power conversion efficiency. Hence, the harvested energy based on node \( i \) during time slot \( t \) can be written as

\[
E^i_t = \tau_E P^i_{b,t} = \tau_E \phi(P^i_{r,t}),
\]

where \( \tau_E \) is the fixed time that is allocated for energy harvesting.

We consider the standard linear model as well as recent non-linear models for \( \phi(.) \). The standard linear model is given by

\[
\phi_L(P^i_{r,t}) = \alpha_L P^i_{r,t}, \text{ where } 0 \leq \alpha_L \leq 1 \text{ is the conversion efficiency.}
\]

The quadratic model can be expressed as \( \phi_Q(P^i_{r,t}) = \alpha_1 (P^i_{r,t})^2 + \alpha_2 P^i_{r,t} + \alpha_3 \), where \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R} \) are the parameters of the model [11]. The logistic/sigmoid function model is given by

\[
\phi_S(P^i_{r,t}) = \frac{\tilde{P}}{1 + e^{-\beta (P^i_{r,t} - \tilde{P})}}, \text{ where } \tilde{P} = \frac{\tilde{P}}{1 + e^{-\beta (P^i_{r,t} - \tilde{P})}}.
\]

where \( \tilde{P}, \beta \) are the parameters of the model [10].

Sensing and Communications: The aim of the sensing system is to estimate the unknown zero-mean complex proper spatial field \( s(x,t) \in \mathbb{C} \) at spatial locations \( x \in S_x = \{x_1, \ldots, x_n\} \), \( |S_x| = n \) over the time slots \( t = 1, \ldots, n_t \). Let \( s_t = \{s(x_1,t); \ldots; s(x_n,t)\} \in \mathbb{C}^{n \times 1} \) denote the unknown field values at time \( t \). Here, \( s_t \) has the covariance matrix \( \mathbf{E}[s_t s_t^\dagger]\in \mathbb{C}^{n \times n} \), where \( \mathbf{E}[s_t] = 0 \) and \( \mathbf{E}[s_t s_t^\dagger] \leq \infty \). We consider signals that are possibly spatially correlated in space, hence \( \mathbf{K}_{s_t} \) is not necessarily diagonal. There are \( n_s \) sensors where sensor \( i \) is located at position \( \zeta_i \). The set of sensor locations is given by \( S_m = \{\zeta_1, \ldots, \zeta_{n_s}\} \). We have \( S_m \subseteq S_x \). Hence, we cannot put a sensor at all locations we are interested in estimating values of the unknown field.

At time slot \( t \), sensor \( i \) has realizations of \( s(\zeta_i, t) \). Sensors send their observations to the sink using an orthogonal multiple-access scheme, e.g. OFDMA [18]. The signal that is received by the sink from sensor \( i \) at time slot \( t \) is [19]

\[
y^i_t = y^i_t \sqrt{\frac{p^i_t}{\sigma^2_s}} s^i_t + w^i_t,
\]

where \( s^i_t = s(\zeta_i, t) \) denotes the field value at the location of the sensor, \( p^i_t \in \mathbb{R} \) is the power amplification factor adopted by sensor \( i \) at time slot \( t \). \( y^i_t \in \mathbb{C} \) is the channel gain, \( y^i_t \in \mathbb{C} \) is the received observation, \( w^i_t \in \mathbb{C} \) denotes the zero-mean proper white channel noise with variance \( \sigma^2_w \). Here, \( s(x,t) \) and \( w^i_t \) are uncorrelated \( \forall t, \forall i, \forall j, \forall \nu_i \). The channel gain \( y^i_t \) is fixed during the time slot. Note that \( \sigma^2_s \) is the variance of the variable \( s^i_t \) and provides normalization so that the power amplification factor \( p^i_t \) directly corresponds to the power consumption. In particular, the power consumption for communications based on (5) is given by \( p^i_t = \mathbb{E}[(\sqrt{p^i_t/\sigma^2_s})^2 s^i_t]^2 \) where

\[
\mathbb{E}[(\sqrt{p^i_t/\sigma^2_s})^2 s^i_t]^2 \mathcal{N}(\sigma^2_s) = p^i_t \cdot \mathcal{N}(\sigma^2_s) [19].
\]

Energy Constraints at the Sensors: At each time slot \( t \), the sensors first harvest energy for a duration of \( \tau_E \), then communicate for a duration of \( \tau_I \), where \( \tau_I \) is the fixed time used for information transmission at each time slot. The total energy spent by the sensor at time slot \( t \) is given by \( \tau_I p^i_t \) [12–14]. The energy used by the sensor at any time slot could not exceed the available energy, i.e.

\[
\sum_{k=1}^{n_t} \tau_I p^i_k \leq \sum_{k=1}^{n_t} \tau_E \phi(P^i_{r,k}), \forall t
\]

where the initial energy in the battery is zero and the battery capacity is large enough so that all the energy delivered to the device can be stored [5].

Signal Reconstruction at the Sink: Using \( y^i_t = [y^i_{1,t}; \ldots; y^i_{n_t,t}] \in \mathbb{C}^{n_t \times 1} \), the sink computes the linear minimum mean-square error (LMMSE) estimates of the unknown values \( s_t \). Let \( \hat{s}_t(p_t) \) denote

1. We denote a column vector \( a \) by \( a = [a_1; \ldots; a_n] \in \mathbb{C}^{n \times 1} \) where semi-colon is used to separate the rows.
the LMMSE estimate of \( s_t \), as a function of the power amplification factors \( p_t \) = \([p_{t1}, \ldots, p_{tn}]^T \) ∈ \( \mathbb{R}^{n_t \times 1} \) and let \( \varepsilon_t (p_t) = \mathbb{E}[\|s_t - \hat{s}_t(p_t)\|^2] \) denote the associated mean-square error. Hence, \( \varepsilon_t (p_t) \) is the mean-square error associated with estimating \( s_t \) (signal values we are interested in) using \( y_t \) (sensor measurements received by the sink), written as a function of \( p_t \) (information transmission powers used by the sensors). Then, \( \varepsilon_t (p_t) \) can be written as [20, Ch2]

\[
\varepsilon_t (p_t) = |\text{tr}[K_{s_t} - K_{s_t}p_t^{-1}K_{s_t}^\dagger]|, \tag{7}
\]

where \( K_{s_t} = \mathbb{E}[y_t y_t^\dagger], \mathbb{E}[s_t y_t], \mathbb{E}[y_t]. \) The received signal \( y_t \) can be written as

\[
y_t = P_t^{1/2}G_t^{1/2}s_t + w_t, \tag{8}
\]

where \( w_t = [w_{t11}; \ldots; w_{t1n_t}] \) ∈ \( \mathbb{C}^{n_t \times 1} \) is the noise vector and \( s_t = [s_{t1}; \ldots; s_{t1n_t}] = [s(\zeta_t), t]; \ldots; s(\zeta_{n_t}, t)] \in \mathbb{C}^{n_t \times 1} \) denotes the sensor measurements, \( P_t = \text{diag}(p_t) \in \mathbb{R}^{n_t \times n_t}, G_t = \text{diag}(g_t) \in \mathbb{R}^{n_t \times n_t} \), \( g_t = [g_{t1}^\dagger; \ldots; g_{t1n_t}^\dagger] \in \mathbb{C}^{n_t \times 1} \). Here, \( s_t \) can be expressed as \( s_t = FS_t \) where \( F \in \mathbb{C}^{n_t \times n_t} \) is an all zeros except the \( t \)th row, \( j \)th column element of \( F \), which is \( 1 \) if \( \zeta_t = x_j, i.e., \) if we make a measurement at location \( x_j \) with the sensor \( i \). Using the Sherman-Morrison-Woodbury identity [21], \( \varepsilon_t (p_t) \) can be expressed as [22, Eqn. 5]

\[
\varepsilon_t (p_t) = |\text{tr}
\left(
\left[
\frac{1}{\sigma^2} - U_t^\dagger P_t G_t P_t F U_t
\right]
\right)|, \tag{9}
\]

where \( K_{s_t} = U_t \Lambda_{s_t} U_t^\dagger \) denotes the reduced eigenvalue decomposition of \( K_{s_t} \) and \( \Lambda_{s_t} \in \mathbb{R}^{n_t \times n_t} \) is the diagonal matrix of \( l_t \) non-zero eigenvalues and \( U_t \in \mathbb{C}^{n_t \times n_t} \) is the matrix of eigenvectors.

3. PROBLEM STATEMENT

The amount of energy each sensor harvests depends on the energy beamforming strategy, which is determined by the energy beam power allocations \( \gamma_{tj} \). The field reconstruction quality depends on the information power transmission values \( p_t \). We would like to optimally change the energy received by the sensors using \( \gamma_{t} = [\gamma_{t1}, \ldots, \gamma_{tn_t}] \) and how this energy is spent using \( p_t \) so that the field reconstruction error is minimized.

Hence, we jointly design the energy beam power allocations \( \gamma_{tj} \) for the energy beacon and the optimal power amplification factors \( p_t \) at the sensors in order to minimize the mean-square error over the whole time period of \( 1 \leq t \leq n_t \) as follows

\[
\begin{align*}
\min_{p_t, \gamma_{t}} & \sum_{t=1}^{n_t} \varepsilon_t (p_t) \tag{10a} \\
\text{s.t.} & \sum_{k=1}^{t} \varepsilon_t (p_t) \leq \varepsilon_t (p_t) \leq \varepsilon_t (p_t) \tag{10b} \\
& \text{tr}[K_{s_t}] \leq P_B, \forall t, \forall i \tag{10c}
\end{align*}
\]

where \( p_t \geq 0, \gamma_{tj} \geq 0, K_{s_t} = \sum_{j=1}^{n_t} \gamma_{tj} e_j e_j^\dagger \) and \( P_B \) is the total power budget of the energy beacon at each time slot. Hence, \( P_B \) gives how much power the energy beacon is allowed to use at each time slot.

4. METHODOLOGY

We consider (10) under two different frameworks: i) off-line optimization and ii) reinforcement learning. In the off-line optimization framework, system information (including \( K_{s_t} \) and channel state information) is known. We use this off-line optimization approach as a benchmark. For the reinforcement learning approach, neither this information nor the form of the objective function is known.

**Off-line Optimization Approach:** The objective function of (10) is a convex function of \( p_t \), since \( \text{tr}(X^{-1}) \) is convex over \( X \succeq 0 \). In (10c), a linear function of \( \gamma_{tj} \) is bounded. Hence, convexity of the optimization problem in (10) is determined by the energy constraint (10b). In particular, \( \text{tr}[h_k^\dagger K_{s_t} h_k] \)\] is the optimal value function, hence we can rewrite (10b) as

\[
\sum_{k=1}^{t} \tau_k p_k - \sum_{k=1}^{t} \tau_k \phi(\sum_{j=1}^{n_t} \gamma_{tj} e_j e_j^\dagger) \leq 0. \tag{11}
\]

If \( \phi(.) \) is a concave function of \( \gamma_{tj} \), the constraint on (10b) becomes an upper bound on a convex function, and the problem becomes convex. Here \( \phi(.) \) is a linear, hence also concave function of \( \gamma_{tj} \) and \( \phi(.) \) is a concave function of \( \gamma_{tj} \) for \( \alpha \leq 0 \), which is the case for EH efficiency [11]. Hence, (10) is a convex optimization problem under \( \phi(.) \) and \( \phi(.) \). Optimal solutions can be determined using numerical optimization methods with convergence guarantees, for instance interior point algorithms. The sigmoid function \( \phi(.) \) is neither convex nor concave, hence the problem, in general, is not convex under this EH efficiency model.

In Section 5, we use off-line optimization as a benchmark for the RL approach whenever applicable. We first solve (10) under the models \( \phi(.) \) and \( \phi(.) \) using convex optimization tools. In these cases, we study how close the RL approach can perform to these optimal solutions and how fast it can adapt to the environment. Then, instead of \( \phi(.) \) and \( \phi(.) \), we investigate the problem under the model \( \phi(.) \) using the RL approach. Hence, the flexibility of RL approach allows us to provide solutions under the model \( \phi(.) \), where traditional convex optimization tools are not directly applicable.

**Deep Reinforcement Learning Approach:** In the RL setting, there is a learning agent, i.e., decision maker, which aims to find optimum actions in an environment to maximize a long term reward function. The agent observes the state of the system at each time slot and decides on its actions based on the state and its policy. We use the following notation: At time slot \( t \), the RL agent observes the state \( c_t \), takes an action \( a_t \) according to its policy \( \pi \) and receives a reward \( r_t \). The environment moves to the next state \( c_{t+1} \) which depends on the action \( a_t \). The policy is defined as stochastic and gives the probability of taking an action \( a_t \) at a state \( c_t \), i.e., \( \pi(a_t | c_t) \). The return \( R_t = \sum_{k=0}^{\infty} \delta^k r_{t+k} \) is the sum of discounted future rewards where \( \delta \) is the discount factor between 0 and 1. The state-value function defines the expected return starting from state \( c \) under policy \( \pi \), i.e., \( V^\pi (c) = \mathbb{E}[R_t | c_t = c] \). The aim of the agent is to find the optimum policy, \( \pi^* \) which maximizes the expected sum of returns from each state, i.e., \( \pi^* = \arg \max_c V^\pi(c) \) for each \( c \).

We adopt a policy-based RL method [2, 3]. In such methods, the policy \( \pi \) is characterized by a function with parameters \( \theta \), i.e., \( \pi(a_t | c_t; \theta) \). In our deep RL framework, this policy is represented by a multi-layer neural network with parameters \( \theta \). The aim of the policy-based RL methods is to search for the optimum parameters \( \theta \) which corresponds to the optimal value function \( V^\pi(c) = V^\pi(c; \theta) \). This is typically accomplished by a gradient descent over \( \mathbb{E}[R_t] \). Here, the most fundamental question is to control the change in the step size, since too small step sizes cause slow convergence and too large sizes cause fluctuating policies. Naive policy-based methods updates \( \theta \) with \( \nabla_\theta \log \pi(a_{t+1} | c_{t+1}; \theta) R_{t+1} \) resulting in slow convergence. In contrast, we utilize a proximal policy opti-
mization (PPO) method which improves convergence by penalizing the amount of change in the policy at each update [2, 3].

As in the off-line optimization framework, actions of the RL agent are the energy beam power allocations \((\gamma_{t,i})\) for the energy beacon and the optimal power amplification factors at the sensors \((p_i^t)\). The agent’s aim is to minimize the mean-square error over multiple time-slots where the reward is defined as \(r_t = -\varepsilon_t\). Note that \(\varepsilon_t\) is bounded, i.e. \(0 \leq \varepsilon_t \leq \text{tr}[K_{s_i}]\); hence the reward is bounded. The RL agent gets feedback on the battery levels of the sensors and on the mean-square error \(\varepsilon_t\) after each step, for instance as a centralized decision maker located at the energy beacon. However, it has no information on the statistics of the field to be estimated; i.e., \(K_{s_i}\), or channel state information. Hence, the observation space of the system is defined as the aggregation of the energy stored in the batteries of the nodes (before charging and transmission at that time step) along with the reward returned in the previous step, \(r_{t-1}\). We include the last reward information \(r_{t-1}\) in state description to capture the current state of the environment. Hence, there are \(n_s+1\) observation variables for the RL agent for an \(n_s\)-node system.

Direct inclusion of constraints on functions of optimization variables (such as constraints imposed on \(\gamma_{t,i}\) by the total power constraint in (10c)) is not straightforward in a typical RL framework. Hence, we adopt the following approach to guarantee these constraints are satisfied by the actions found by the RL framework: Instead of \(\gamma_{t,i}\), we define corresponding auxiliary variables \(\tilde{\gamma}_{t,i}\) which are optimized by the RL approach. Then, to guarantee that the total energy allocated to all beams equals to the power budget of the energy beacon, the power allocated to a beam is found using an exponential softmax operation \(\gamma_{t,i} = P_B \frac{\exp(\tilde{\gamma}_{t,i})}{\sum_j \exp(\tilde{\gamma}_{t,j})}\) which results in \(\sum_{i=1}^{n_s} \gamma_{t,i} e_i = P_B\), as desired. From the RL agent’s point of view, this operation is a part of the unknown environment, hence the RL agent learns to adapt to this additional processing similar to the other environment conditions.

Another constraint we need to impose is the power constraint at the sensors. Here, \(p_i^t\)’s are limited by the energy stored in the battery of node \(i\) at time \(t\), \(b_i^t = b_{i-1} + \tau \varepsilon_t(P_{V,i}^t)\) with

\[
\tilde{b}_{i-1} = \alpha \sum_{l=1}^{t-1} \tau \varepsilon_t \phi(P_{V,l}^t) - \tau \sum_{l=1}^{t-1} p_l^t
\]  

as implicitly defined by (10b). The agent only knows \(\tilde{b}_{i-1}\). We define another auxiliary variable, \(0 \leq \tilde{p}_i^t \leq 1\), which indicates the ratio of \(p_i^t\) to \(\tilde{b}_i^t\). The RL agent optimizes the variable \(\tilde{p}_i^t\) where the constraint \(0 \leq \tilde{p}_i^t \leq 1\) is a direct constraint on the optimization variable and can be imposed in a straightforward manner. Then, the transmission power \(p_i^t\) of a node is given by \(p_i^t = \tilde{b}_i^t \times \tilde{p}_i^t\).

5. NUMERICAL RESULTS

To model the unknown signal \(s(x,t)\), we consider the Gaussian-Schell model (GSM), a random optical field model of central importance in optics [23]. This model allows us to vary the spatial correlation between signal values in a systematic manner. Spatial correlation of a zero-mean GSM source is characterized by the covariance function

\[
K_{s_i}(\tilde{x}_1, \tilde{x}_2) = \mathbb{E}[s(\tilde{x}_1, t) s(\tilde{x}_2, t)]
\]

\[
= A \exp\left(\frac{-\tilde{x}_1^2 + \tilde{x}_2^2}{4\sigma_{t,x}^2}\right) \exp\left(-\frac{(\tilde{x}_1 - \tilde{x}_2)^2}{2\sigma_{r,x,t}^2}\right)
\]

which gives the covariance between the signal value at location \(\tilde{x}_1\) and the signal value at location \(\tilde{x}_2\) at time slot \(t\). Here, \(A > 0\), \(\sigma_{t,x} > 0\), \(\sigma_{r,x} > 0\) are the parameters of the field, where \(\sigma_{t,x}\) and \(\sigma_{r,x}\) determine the width of the intensity profile (consider \(K_{s_i}(\tilde{x}_1, \tilde{x}_2)\) with \(\tilde{x}_1 = \tilde{x}_2\)) and the width of the degree of spatial correlation (consider how the correlation coefficient, i.e., normalized, \(K_{s_i}(\tilde{x}_1, \tilde{x}_2)\), varies with fixed \(\tilde{x}_1\) and varying \(\tilde{x}_2\), respectively [23]. For a GSM source, \(\beta_t = \sigma_{r,x}/\sigma_{t,x}\) is interpreted as a measure of degree of global coherence (i.e., correlationless) of the field [23]. As \(\beta_t\) increases/decreases, the field becomes more correlated/uncorrelated [23]. We set \(\sigma_{t,x} = 1\), \(A = 1\) and vary \(\beta_t\) in time.

We are interested in estimating \(s(x,t)\) at \(n = 33\) positions in space uniformly distributed over \([-5\sigma_{t,x}, 5\sigma_{t,x}]\) on a line at \(y = 0\) in the 2-D plane. The \(n_s\) sensor nodes are uniformly distributed over this grid with \(n = 33\) elements, where we vary \(n_s\) across experiments. We consider \(n_s \in \{2, 4, 8, 16, 33\}\), for which sensors can be exactly placed on (a subset of) these grid points. Here \(\beta_t\) varies periodically in time with the period 4 over the values \(\beta = [1, 1/2, 1/4, 1/16]\); hence the spatial correlation of the field varies periodically in time. This type of varying correlation model allows us to study to which extent RL can track changes in the system model. We report the normalized error with \(\varepsilon \in [0, 1]\), where \(\varepsilon = \varepsilon/P_s, \varepsilon = \sum_{t=1}^n \varepsilon_t(p_t)\), \(P_s = \sum_{t=1}^n \text{tr}[K_{s_i}]\) and \(n_t = 16\).
We have \( h_{t,j}^i = (A_A Z_{t,j}^i)^{1/2} Z_{t,j}^i \), where \( h_{t,j}^i \) is the \( j \)-th element of \( h_t^i \in \mathbb{C}^{1 \times m_s} \), \( \lambda \) is the wavelength, \( d^i_t \) is the distance between the energy beacon and sensor \( i \), \( A_S \) and \( A_E \) are the total apertures of the sensor and energy beacon antennas, respectively [18]. Let \( \eta_T = 2, f = v_t / \lambda = 2.45 \text{GHz}, v_t = 3 \times 10^8 \text{m/s}, A_E = 0.8 m^2, A_S = 0.005 m^2, \tau_t = \tau_E = 1 \). \( Z_{t,j}^i \)'s are generated i.i.d. with \( \mathcal{N}(0, 0.05) \) and \( e_i \)'s are randomly chosen from the columns of uniformly distributed unitary matrices [24] with \( m_b = 50 \), where both are kept fixed throughout the experiments for a given \( m_e \). We have \( g_t^i = (A_A Z_{t,j}^i)^{1/2}, \eta_t = 2.5, A_I = 0.2 m^2, \sigma_w = 0.1 \mu W \). The \( d^i_t \) and \( e_i \) values are set according to the following scenario in the 2-D plane: Energy beacon at \((0, -1)\), sink at \((0, 4)\), sensors are on the line \( y = 0 \) where the unit is meters. Design of [25] is used for EH parameters where it is assumed that \( \phi_Q(\cdot) \) saturates for inputs larger than \( 2.8 mW \).

We consider a policy optimization RL algorithm [2, 3]. Both the value and policy functions are approximated by 3-layer neural networks with tanh(\( \cdot \)) activations. Further increasing the number of layers were observed to provide negligible performance gain. The widths of the hidden layers are adapted to the size of the sensor network. For \( n_s = 33 \), widths of the hidden layers are \{340, 41.5\} and \{340, 534, 840\} for the value function and the policy, respectively. The Adam optimization method [26] is used for both networks.

The mean-square error (MSE) versus power budget \( P_B \) curves are provided in Fig. 2 for \( n_s = 33, m_b = 4 \). Here “S-M” refers to the scenario with the solution approach \( S \in \{OPT, RL\} \) and the EH model \( M \in \{L, Q, S\} \). We also present OPT-L-Q where the problem is solved assuming the idealistic linear model whereas performance evaluation is done under the practical quadratic model. RL approach uses feedback from the system instead of assumptions on the EH models, hence there are no cases with model mismatch under RL. The RL and OPT curves are on top of each other for both linear and quadratic models when there is no model mismatch. Hence, the RL approach successfully learns to minimize the MSE without a priori knowledge of system parameters or dependence of the error on these parameters. Consistent with the fact that both \( \phi_S \) and \( \phi_Q \) provide a good fit to the measurement data [11], the performance gap between RLQ and RL-S is small. Comparison of OPT-L-Q and OPT-L reveals the gap between the performance that would have been expected under the idealistic model and the performance that will be obtained under practical scenarios.

Fig. 4: The MSE vs. power budget with varying number of energy beacon antennas \((m_e), n_s = 33\)

Fig. 5: Convergence behaviour of RL: The MSE vs. iterations with \( n_s = 33, P_B = 3W \)

Fig. 3 illustrates that the MSE depends significantly on the number of sensors \( n_s \). This is consistent with the fact that spatial field becomes periodically uncorrelated, hence more measurements should be acquired at these time instants. Again, RL and OPT curves are on top of each other. The effect of the number of antennas at the energy beacon is investigated in Fig. 4 for \( n_s = 33 \). To avoid clutter, we have only presented performance of the OPT approach since RL curves are again on top of the OPT curves. Under the linear EH model, a high performance gain is obtained due to the increasing number of antennas at the energy beacon. On the other hand, performance saturates quickly with the number of antennas under the quadratic model. This is consistent with the fact that under the nonlinear models the energy that can be harvested by the devices saturate. Hence, gains due to sharper beamforming with higher number of antennas is limited.

Convergence behaviour of RL is illustrated in Fig. 5. The initial performance gap can be interpreted as the cost of lack of system information in the RL approach and decreases as the RL agent has more interactions with the system. With four 3.5 GHz cores and a Quadro K620 GPU, direct optimization and RL \((10^5\) iterations, utilizing GPU) takes 15 and 62 minutes, respectively. Although the performance gap between the direct optimization and RL approach can be further decreased with increasing number of iterations, these results are not shown here due to slow convergence of RL approach.

6. DISCUSSIONS

The training cost, i.e. the large number of iterations the RL approach typically requires before convergence, can be seen as a hindrance for straightforward application of RL methods in low-power sensor network settings. On the other hand, offline optimization approaches have also hidden training costs since they are based on known system models; and forming accurate system models also requires multiple interactions with the system. Hence, the best trade-off between treating modelling and optimization separately (as in offline optimization) and direct optimization (as in typical RL methods) is not a priori clear. Moreover, the RL approach does not have to interact with the sensor network directly. Instead, it can interact with a comprehensive system simulation, similar to the case of self-driving cars where accurate simulators are used for initial training due to the challenges with the real-world road training. We consider investigation of the above perspectives for sensor networks as promising future directions.
7. CONCLUSIONS

We have presented a RL based approach for energy beamforming in order to minimize the signal reconstruction error in a sensor network. Our results illustrated that the deep RL method can approach the optimum performance without the explicit knowledge of the system model, but suffers from slow convergence. We have quantified the performance gap between direct optimization and the deep RL approaches after convergence as well as the importance of the number of antennas at the energy beamformer and the number of sensors. We have illustrated how the performance gains due to sharper beamforming is limited under realistic non-linear sigmoid and quadratic EH efficiency models. Our results also quantified the significant performance gains that can be obtained with increasing number of sensors. Extensions of our work to decentralized decision scenarios where the data processing and the design of resource allocation strategies are done in a distributed manner are considered as a future work.
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