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Two-dimensional (2D) materials have been paid enormous attention since the first realization
of graphene in 2004, in connection to high-speed flexible electronics, 2D magnetism,
optoelectronics, and so on. Apart from graphene, many new 2D materials with special properties
have been predicted and synthesized. For the understanding of several interesting phenomena
and prediction of new 2D materials, materials-specific density functional theory (DFT) plays
a very important role.

In this thesis, based on first-principles calculations, structural, magnetic, electronic,
mechanical, and thermal transport properties of two kinds of 2D systems are investigated.

The first kind of 2D materials is based on the synthesized material or the predicted structure
with ultralow energy. These materials were functionalized by adsorbing transition metal atoms
or oxygen atoms, which makes a significant difference in the properties. A part of the thesis
covers the study of the self-assembly process of 3d transition metal hexamers on graphene with
different defects. Interestingly, it is found that the easy axis of magnetization can be tuned
between in-plane and out-of-plane directions in the presence of an external electric field. The
second subsection is the oxygen functionalized form of 2D honeycomb and zigzag dumbbell
silicene. Interestingly, both the structures are Dirac semimetal.

The other kind of 2D materials discussed in this thesis are new materials which were never
reported before. Starting from a global structure search, we predicted several structures with
ultrahigh stability and novel properties. One work is about a new allotrope of graphene, namely
PAI-graphene. It is a new structural motif, which is energetically very close to graphene with
interesting properties. PAI-graphene is a semimetal with distorted Dirac cones. By applying
tensile strain, three different topological phases can be achieved. The second subsection is the
work about new 2D structural forms of A2B (A=Cu, Ag, Au, and B=S, Se). Our obtained square-
A2B (s-A2B) structures are energetically more favored than all the reported 2D structures for
A2B. s-A2B structures are direct bandgap semiconductors with high carrier mobilities. All the s-
A2B structures have unusually low lattice thermal conductivities. Moreover, s-A2B monolayers
have ultra-low Young’s moduli and in-plane negative Poisson’s ratios. The third work is about
the phase transition in s-A2B monolayers. We proposed two new s-A2B structure, s(I)- and s(II)-
Au2Te. S(I)-Au2Te is an auxetic direct-gap semiconductor, while s(II)-Au2Te is a topological
insulator. By applying strain or using thermal means, we can achieve a structural phase transition
between the two phases.
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Part I:
Introduction & The Theoretical Background





1. Introduction

In recent years, with the remarkable development of magnetic storage and
semiconductor technology, the integration of electronic components and mag-
netic devices has improved rapidly, which not onlymakes the computers smaller
and faster but also makes the size effect and thermal problem more and more
significant, which is hindering us from continuing to reduce the size. Because
of this challenge, extensive attention from fundamental science and technol-
ogy has been paid to investigate substitute materials to achieve high integration
with lower energy loss. Two-dimensional (2D) materials are believed to be a
promising solution of these issues.
Whether 2D materials should exist is a question that has plagued the sci-

entific community for many years. It has been discussed in many theoretical
works [1, 2]. In the last century, the theoreticians overestimated the influence
of the thermal fluctuations on the lattice sheet of 2D materials and predicted
that it could not be stable at a finite temperature [3, 2]. This prediction is also
intimated by the fact that in many solid materials, the melting point rapidly
decreases with the reduction of the thickness of samples [4, 5]. Thus it was the
common opinion at that time. This question was finally solved in 2004 when
K. S. Novoselov et al. realized graphene by mechanical exfoliation of graphite
[6].
The synthesis of graphene is a significant achievement. That work proved

that freestanding 2D materials can be thermally stable and showed that 2D
materials as a new form of materials having many unusual properties. Fur-
ther theoretical and experimental studies noted that graphene has high stability
and novel electronic properties, such as the linear dispersion and ultrahigh car-
rier mobility [7, 8, 9, 10, 11]. These properties are entirely different from its
three-dimensional counterpart graphite, and some features such as mobility
and thermal properties are promising for a revolutionary improvement of the
semiconductor technology.
For application in different fields, some properties of graphene are of practi-

cal importance, but some others are obstructive. For instance, pristine graphene
is a gap-less semimetal and also without magnetic features, while for a higher
𝐼𝑜𝑛/𝐼𝑜𝑓𝑓 ratio of graphene-based field-effect transistors and application in
spintronic devices, bandgap and magnetism are needed respectively. An enor-
mous amount of studies have been conducted to manipulate the properties
of graphene, and many functionalization methods have been come up with,
such as cutting graphene into nanoribbons, placing graphene on different sur-
faces, physisorbing/chemisorbing atoms and molecules, and inserting defects
[12, 13, 14, 15, 16, 17].
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The enormous achievement in graphene science has inspired people to pay
more attention to 2D materials in general. Beyond graphene, the monolayers
of other group IV elements, i.e., post-graphene materials, are another most at-
tractive subtopic in 2D materials studies. Post-graphene materials containing
silicene, germanene, stanene, and plumbene, were first synthesized in 2012,
2014, 2015, and 2018, respectively [10, 18, 19, 11, 20]. Different from graphene,
they are constructed with not only 𝑠𝑝2 hybridization but also 𝑠𝑝3. This hy-
bridization feature makes their structures not as flat as graphene, containing
two atomic layers. When stacking the layers, we can not get a Van der Waals
crystal (like graphite), since the interlayer interactions arise from covalent
bonds, which also implies that mechanical exfoliation is not possible for get-
ting them. Synthesis by molecular-beam epitaxy on some substrate is the most
widely used method. Among the post-graphene materials, with good connec-
tion to silicon-based microelectronics technology, the studies of silicene is the
most appealing[21, 22, 23, 24, 25, 26, 27, 28, 29].
Silicon is the second lightest element in the carbon group, andmany features

resemble carbon. For example, they usually have𝑠𝑝2 or𝑠𝑝3 hybridization, and
the bulk structure of silicon is also a diamond-like structure. As for the mono-
layer case, silicene also has a hexagonal honeycomb-like configuration, but
the silicon atoms are not in the same plane (low buckled) since 𝑠𝑝2 bonds fail
to stabilize the structure [30]. Due to the 𝑠𝑝2-𝑠𝑝3 hybridization, there are dan-
gling bonds in top sites of low-buckled (LB) silicene, which can be easily func-
tionalized by chemical adsorption [31, 32, 33, 34, 35, 36, 37, 38, 39, 40]. For
example, hydrogenation is a widely used method to functionalize silicene. It
can introduce different properties such as bandgap and magnetism [33, 34, 35].
Notably, the adsorption of silicon atoms on LB silicene can form dumbbell-like
units and stabilize the structure. The theory about the dumbbell reconstruction
in silicene has nicely explained the formation mechanisms of silicene on Ag
[41, 42]. Moreover, many stable silicene structures with dumbbell-like units
have been predicted in those works, which may be synthesized on different
substrates.
Due to the highly diverse hybridization forms, i.e., sp, 𝑠𝑝2 and 𝑠𝑝3, car-

bon atoms can be glued together to form different carbon allotropes in zero-
dimensional (0D), one-dimensional (1D), 2D, and three-dimensional (3D) forms,
such as C60, carbon nanotube, graphene, and diamond [43, 44, 45, 46] re-
spectively. The diversity is significant in 2D carbon allotropes. For exam-
ple, a series of 2D carbon allotropes beyond graphene based on 𝑠𝑝-𝑠𝑝2 hy-
bridized carbon atoms, i.e., graphyne, has also been synthesized recently [47,
48, 44]. For 2D carbon-based materials, 𝑠𝑝 hybridization is not energetically
favored. Many 𝑠𝑝2 and 𝑠𝑝3 hybridization dominated graphene allotropes con-
structed with non-hexagonal rings are lower in energy than graphyne. Re-
cently, there have been predictions of this kind of structures [49, 50, 51, 52,
53, 54, 55]. They have excellent stability and interesting electronic proper-
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ties and are promising candidate materials for the applications in 2D materials
based devices [56, 57, 58, 59, 60].
The investigation in the 2D chemical elements and compounds beyond car-

bon group materials have also achieved great success, such as the 2D forms
of group-IV [10, 11, 19], group-V [61, 62, 63], and group-III-V [64, 65, 66],
and transition metal dichalcogenides and halides (TMD and TMH) [67, 68, 69,
70, 71, 72, 73]. The 2D forms of transition metal compounds are particularly
interesting since transition metal atoms also have highly diverse hybridization
forms, which implies diverse structures and properties. For example, there
are many different phases in 2D MoS2, such as 1H, 1T, 1T′, and 1T′′ phases.
1H-MoS2 is a semiconductor with high carrier mobility and a direct bandgap,
while 1T-MoS2 is metallic. The 1T phase is not stable, and it usually transfers
to T-prime phase, which is the distorted structure of the 1T phase, and can be
seen as charge density wave states [74].
Theoretical studies are of significant importance in the investigation of 2D

materials. By using first-principles calculations, we can compute the prop-
erties of 2D materials, such as energetics, electronic, magnetic, and optical
properties, only if we know the crystal structure. However, the crystal struc-
tural information obtained by modern experimental techniques, e.g., transmis-
sion electron microscopy (TEM) and scanning tunneling microscopy (STM)
[75, 76], is not sufficient to deduce the atomic coordinates in a unit cell, which
are the most crucial input in computational materials discovery. A signifi-
cant amount of research has been conducted to predict the possible structures,
such as the DB silicene works mentioned in the above paragraph. The criti-
cal parameter to measure whether a structure has a high possibility to exist is
its total potential energy. The lowest energy structures usually have the high-
est possibility to exist. However, in most cases, we can not prove a structure
to be the lowest energy structure, and we can only compare it to as many as
other structures. Here comes a problem: If we place atoms in random po-
sitions in a unit cell, there are infinite possibilities. By pixelating the unit
cell, we can reduce the possibilities to be finite, but the number of possibil-
ities is still huge. Actually, we do not need to map all the possibilities. We
only need to get the low energy structures, which is a typical machine learn-
ing problem. Many methods were established, in which simulated anneal-
ing, metadynamics, genetic algorithms and data mining were used extensively
[77, 78, 79, 80, 81, 82, 83, 84, 85, 86]. The evolutionary algorithm is one of
the most efficient methods in this field. By using this method, the theoretical
works of 2D materials have reduced the dependence of structural information
from the experiment, and the theoretical results have become more reliable
[87, 88, 89, 90, 91, 92, 93].
Two-dimensional topological insulator (2DTI), also known as quantum spin

Hall (QSH) insulator, is a new state of matter with time-reversal symmetry
protected edge states [94, 95, 96, 97]. In a 2DTI, the low-energy scattering
of the edge state is accompanied by the time-reversal symmetry, resulting in
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a non-dissipative edge transmission channel, which is expected to be applied
in spintronics and quantum computing. The Quantum spin Hall (QSH) effect
was first theoretically predicted in graphene by Charles Kane and Gene Mele
[96]. However, since the spin-orbit coupling (SOC) effect is quite weak for
the p𝑧 orbital of carbon atoms, the small nontrivial bandgap (≈ 10−3 meV)
is not observable in the experiment. Many materials have been predicted as
TIs, but only HgTe/CdTe [98] and InAs/GaSb [99] quantum wells, and very
recently reportedmonolayerWTe2 [100] are proved to be 2DTI experimentally
at ultra-low temperature. The structure search for 2DTIs with large nontrivial
bandgaps provides a possibility of increasing the working temperature.
Based on the same chemical formula, there could be many different stable

crystalline structures. If these structures have distinct properties and manu-
ally controllable transition, it can be classified as phase transition materials
(PTMs). They are attracting increasing research interest due to their promising
applications in phase transition devices and sensors [101, 102, 103, 104, 105].
There are many examples in 3D PTMs, such as VO2 and TaS2: as two metal-
insulator PTMs, they have been used as the channel in phase transition de-
vices [106, 107]. Another important class of PTMs involves the transitions
between different topological states. However, as a new group of matter,
TI based PTMs are rarely reported. Zhou et al. have theoretically reported
SnSe, with Pnma and Fm3m phases is a normal-to-topological insulator PTM
[108]. Transition metal dichalcogenide (TMD) monolayers are another group
of promising normal-to-topological insulator PTMs. In 2H-1T′ MoTe2, phase
transition (insulator-metal phase transition) has been achieved in experiment
by thermal means [109, 110], electrostatic doping[101], electrostatic gating
[111, 105, 112]. However, the TI based PTMs have not been achieved in the
experiment yet.
After the synthesis of graphene, theoretical researchers became curious about

whether pentagon units can form stable 2D materials. A 2D carbon allotrope
fabricated purely by pentagons, namely penta-graphene, was predicted by Zhang
et al. [50]. The most special property is its mechanical property: it is an aux-
etic material. Auxetic materials are a class of matter with negative Poisson’s
ratio (NPR): with a tensile/compressive strain in one direction, the materials
will expand/shrink in the vertical direction. Thus, they are also known as NPR
materials. NPRmaterials are attracting much attention due to their novel prop-
erties such as superior toughness, robust shear resistance, and enhanced sound
adsorption [113, 114, 115]. 3D auxetic materials have been studied exten-
sively, but 2D auxetic materials are still rare. Most of the predicted in-plane
NPR materials only have very small NPR, limiting their applications in NPR
devices [116, 117, 118, 119].
Beyond those, there are still many other novel properties to be realized in

2D materials, such as low lattice thermal conductivity for thermoelectric ap-
plications, spin-obit torque materials, and spin-transfer torque materials for
applications in spintronic devices, photocatalysis, and low-dimensional solar
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cell. I believe that the functionalization of existing materials and searching
for more stable new materials are two reliable ways to achieve those fantastic
properties in two-dimensional materials.

Outline of the thesis
In this thesis, based on first-principles density functional theory, we studied
various 2D materials and explored their novel properties, including structural,
mechanical, electronic, magnetic, topological and thermal transport properties.
The thesis contains three parts: Part I, II, and III. In Part I, the computational
methods based on density functional theory (DFT) are discussed. Part II con-
tains the results and discussion, containing two chapters, i.e., Chapter 3 and
Chapter 4. In Chapter 3, I discussed the functionalization of 2D materials and
have shown the modification of their properties. In Chapter 4, I have presented
the prediction of three groups of new 2D materials based on global structural
search and investigated their nontrivial properties and possible applications. In
Chapter 5, I introduced the works in Paper VI and VII and discussed the inter-
action effect of 2Dmaterials with a magnetic substrate to explain the spin-orbit
torque related phenomena observed in experiments. Part III contains the final
remarks of this thesis, containing the conclusions and outlooks in English and
Swedish. Finally, readers can see the details of my works in the original re-
search papers attached to this thesis.
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2. The theory background and computational
methods

In this chapter, the density functional theory (DFT) background and the main
computational methods used in the works of the thesis are introduced. In the
first section, the many-body problem and its three important approximations
are introduced. Then density functional theory is introduced to solve themany-
body problem.

2.1 Many-body problem
For an arbitrary system with atomic nuclei and electrons, the dynamics can be
described by the Schrödinger equation:

𝐻𝜓 = 𝑖ℏ𝜕𝜓
𝜕𝑡 . (2.1)

where the Hamiltonian can be expressed as:

𝐻 = − ℏ2

2𝑚𝑖
∑

𝑖
∇2

𝑖 − ∑
𝐼

ℏ2

2𝑚𝐼
∇2

𝐼 − ∑
𝑖,𝐼

𝑍𝐼𝑒2

|r𝑖 − R𝐼 |

+1
2 ∑

𝑖≠𝑗

𝑒2

|r𝑖 − r𝑗|
+ 1

2 ∑
𝐼≠𝐽

𝑍𝐼𝑍𝐽𝑒2

|R𝐼 − R𝐽 | . (2.2)

where 𝑚𝑖, r𝑖 and 𝑚𝐼 , R𝐼 denote the mass and position of the 𝑖𝑡ℎ electron and
the 𝐼𝑡ℎ nucleus. Since no time-dependent term is involved in the Hamiltonian,
we can present the wavefunction as 𝜓({𝑟𝑖}, 𝑡) = 𝜙𝐸({r𝑖}, 𝑡)𝑒−𝑖𝐸𝑡. And the
Schrödinger equation becomes:

𝐻𝜓 = 𝐸𝜓, (2.3)

where E denotes the total energy of system. Furthermore, since the nucleus
is much massive than electron, the kinetic energy of the nuclei term can be
ignored. If we use this approximation (Born-Oppenheimer’s approximation
[120]), the Hamiltonian can be simplified to describe the nucleus-frozen sys-
tem, as:

𝐻 = − ℏ2

2𝑚𝑖
∑

𝑖
∇2

𝑖 − ∑
𝑖,𝐼

𝑍𝐼𝑒2

|r𝑖 − R𝐼 |

+1
2 ∑

𝑖≠𝑗

𝑒2

|r𝑖 − r𝑗|
+ 1

2 ∑
𝐼≠𝐽

𝑍𝐼𝑍𝐽𝑒2

|R𝐼 − R𝐽 | , (2.4)
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in which the last term is fixed as a constant for a given structure with the po-
sition and charge of nucleus known. Thus we can get an electron-only Hamil-
tonian, writen as

�̂� = − ℏ2

2𝑚𝑖
∑

𝑖
∇2

𝑖
⏟⏟⏟⏟⏟⏟⏟

̂𝑇𝑒

− ∑
𝑖,𝐼

𝑍𝐼𝑒2

|r𝑖 − R𝐼 |⏟⏟⏟⏟⏟
̂𝑉𝑒𝑥𝑡

+ 1
2 ∑

𝑖≠𝑗

𝑒2

∣r𝑖 − r𝑗∣⏟⏟⏟⏟⏟⏟⏟
̂𝑉𝑒𝑒

(2.5)

In this Hamiltonian, there are three terms. The first term ̂𝑇𝑒 represents the
kinetic energy. An important challenge is that when electrons move in high
and different velocities, the masses are actually not a constant 𝑚𝑒 due to the
relativistic effect. But to simplify the problem, this effect is just not taken into
account. The second term ̂𝑉𝑒𝑥𝑡 is the external potential energy functional of
the electrons due to the frozen nucleus. The third term ̂𝑉𝑒𝑒 is the Coulomb
repulsion induced potential energy functional. Since electrons are not frozen,
to obtain this term, a proper treatment needs a many-body wavefunction con-
taining 3N variables, which is not possible to be exactly calculated in systems
with more than two electrons.
The first method to solve this problem is proposed by Hartree, where the in-

teraction between electrons can be averaged, and every electron can be treated
as in the effective potential of other N-1 electrons. Thus every electron is only
characterized by the electron density distribution of the N-1 electrons and not
relevant to the specific position of the N-1 electrons. All electrons are moving
independently, and thus the many-body electron wavefunction can be simpli-
fied as a product of single-electron wavefunctions. Then we can get the single
electron Hamiltonian equations by using the variational principle. The prob-
lem in this approximation is that since the electrons are Fermions, the Pauli
exclusion principle should be considered.
To consider this principle, Hartree-Fock formalism has been proposed. In

this theorem, the many-body wavefunction is constructed in a Slater deter-
minantal form. This is a big improvement that, in the derived Hamiltonian
equation, an extra potential (exchange potential) is introduced. Moreover, in
many small systems, this method can nicely describe the system. However, in
the Hartree-Fock formalism, the electron correlation effect is not considered,
making the method still not accurate.
Both Hartree and Hartree-Fock are based on the wave functions, and there-

fore for large systems, this method needs a large number of computational
resources. For an N-electron system, 4N variables are needed to construct the
wave function. Thus the complexity increases sharply with the increase in the
number of electrons. In view of that, a density functional-based approach has
been well developed and widely used in computational studies of condensed
matter physics and chemistry. In contrast to the wave function-based meth-
ods, in an N-electron system, the degree of freedom of electron density is only
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four (three spatial and a spin variable), which is much more achievable in large
systems.

2.2 Density functional theory
2.2.1 Hohenberg-Kohn theorems
The density functional theory (DFT) is based on the fact that any property
of a system can uniquely be determined by the ground state density 𝑛0(𝑟),
[121, 122] which established a vital milestone in 1964 by Hohenberg and Kohn
[123], and unraveled an exact theory of interacting many-body systems, based
on the two statements:
Firstly, for a system only containing equivalent Fermi particles without con-

sidering spins, the ground state energy is the unique function of the particle
density distribution function 𝜌(𝑟). So we can fully determine a system without
knowing the wavefunctions (without considering the spin densities).
The second one is that the energy function E[𝜌] attains its minimum when 𝜌

corresponds to the ground state, and𝐸[𝜌]𝑚𝑖𝑛 becomes the ground state energy.
This theorem is a variational principle of density functional theory, which pro-
vides a method for applying variational methods to solve specific problems.
Hohenberg-Kohn formalism reveals that the particle density function 𝜌 is

the essential variable of the properties of a many-body system’s ground state.
The variation of the energy functional E[𝜌] is a route to determine the ground
state of a system.
In summary, according to Hohenberg and Kohn theorem, the ground state

energy and particle density function can be determined by the minimum of:

𝐸[𝜌] ≡ ∫ 𝑑r𝑣𝑒𝑥𝑡(r)𝜌(r)+ < 𝜓|𝑇 + 𝑈|𝜓 >, (2.6)

in which 𝑣𝑒𝑥𝑡(r) is the external potential energy of point r, T is the kinetic
energy of electrons, U is the interaction energy among electrons.
The < 𝜓|𝑇 + 𝑈|𝜓 > term in Equation 2.6 can be written as:

< 𝜓|𝑇 + 𝑈|𝜓 >= 𝑇 [𝜌] + 1
2 ∫ 𝑑r𝑑r′ 𝜌(r)𝜌(r′)

|r − r′|⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐽𝐻𝑎𝑟𝑡𝑟𝑒𝑒

+𝐸𝑛𝑐𝑙[𝜌], (2.7)

inwhich the first and second terms are the kinetic energy functional andCoulomb
interactions among electrons (Hartree term), respectively. The third term𝐸𝑛𝑐𝑙[𝜌]
is the non-classical term, including the self-interaction, exchange, and corre-
lation effects. By minimizing the energy functional 𝐸[𝜌(r)], one can obtain
the ground state density distribution and the corresponding total energy. How-
ever, only the external potential term in Equation 2.6 and the Hartree term in
Equation 2.7 are known, while the explicit form of other terms are still needed
to be determined.
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2.2.2 Kohn-Sham formalism
To get a proper solution to the unknown terms in the Hohenberg-Kohn equa-
tion, a practical approach was presented byW. Kohn and L. J. Sham [124]. The
Kohn-Sham formalism is to replace the kinetic energy (𝑇 ) and non-classical
term (𝐸𝑛𝑐𝑙) of the many-body system by a summation of the exact kinetic en-
ergy of a non-interacting system (𝑇𝑠) with the same charge density distribution
and a 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒 − 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 term (𝐸𝑋𝐶). Then we get

𝑇 [𝜌(r)] + 𝐽𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(r)]+𝐸𝑛𝑐𝑙[𝜌(r)]
= 𝑇𝑠[𝜌(r)] + 𝐽𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(r)] + 𝐸𝑥𝑐[𝜌(r)], (2.8)

in which the Hartree term is already defined in Equation 2.7, and the 𝑇𝑠[𝜌r]
term is described by a functional of the single-electron Kohn-Sham orbitals
(𝜙𝑖(r)), as

𝑇𝑠[𝜌(r)] = − ℏ2

2𝑚𝑒

𝑜𝑐𝑐
∑
𝑖=1

⟨𝜓𝑖 ∣∇2
𝑖 ∣ 𝜓𝑖⟩ . (2.9)

Thus the energy functional of the system can be written as

𝐸𝐾𝑆[𝜌(r)] = 𝑇𝑠[𝜌(r)] + 𝐽𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(r)] + 𝑉𝑒𝑥𝑡[𝜌(r)] + 𝐸𝑥𝑐[𝜌(r)]. (2.10)

In this formalism, the 𝑇𝑠 and 𝐽𝐻𝑎𝑟𝑡𝑟𝑒𝑒 term just about the distribution of elec-
trons and are universal for any system. Different structures have different ex-
ternal potentials (𝑉𝑒𝑥𝑡), which make them show different electronic properties.
The exchange-correlation term is not exactly described yet (it will be discussed
in the next section), but we can obtain the ground state energy form by employ-
ing the Hohenberg-Kohn theorem.
The ground state can be obtained by minimizing the energy functional. The

minimum of the energy functional with respect to the electron distribution 𝜌(r)
can be described by the Schrödinger-like Kohn-Sham equation, as

𝐻𝐾𝑆(r)𝜓𝑖(r) = [−1
2∇2 + 𝑉𝐾𝑆(r)] 𝜓𝑖(r) = 𝜀𝑖𝜓𝑖(r), (2.11)

In which
𝑉𝐾𝑆(r) = 𝑉𝑒𝑥𝑡(r) + 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(r) + 𝑉𝑥𝑐(r), (2.12)

in which 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒 is the Hartree potential, written as

𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒 = ∫ 𝜌 (r2)
|r − r2|𝑑r2. (2.13)

The term𝑉𝑥𝑐 is the exchange-correlation potential, which is the partial deriva-
tive of the exchange-correlation energy 𝐸𝑋𝐶 , written as

𝑉𝑥𝑐 = 𝛿𝐸𝑥𝑐[𝜌(r)]
𝛿𝜌(r) . (2.14)
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Then the electron density distribution of the ground state can be computed
by:

𝜌(r) =
𝑜𝑐𝑐
∑
𝑖=1

|𝜓𝑖(r)|2. (2.15)

Then, we can calculate the total energy by the sum of the occupied eigenstate
energy values.
Now, the only thing left in the equation is the exchange-correlation term

𝐸𝑋𝐶[𝜌(r)], for which several efficient approximations have been proposed.

2.3 Exchange-correlation functionals
2.3.1 Local density approximation
Based on the Hohenberg-Kohn-Sham equation, the many-body system can be
calculated by a single particle model. However, finding a good 𝐸𝑥𝑐 is very
important in the calculation.
Many approximations have been suggested to find a good𝐸𝑥𝑐, amongwhich

the local density approximation (LDA) proposed by W. Kohn and L. J. Sham
is widely used.[124] This method is basically approximating the exchange-
correlation functional of electrons using that of the uniform electron gas, 𝜀𝑥𝑐[𝜌(r)].

𝐸𝑥𝑐(𝜌) = ∫ 𝑑r𝜌(𝑟)𝜀𝑥𝑐[𝜌(r)] (2.16)

The exchange-correlation potential is approximated as:

𝑉𝑥𝑐[𝜌(r)] = 𝛿𝐸𝑥𝑐[𝜌]
𝛿𝜌 = 𝑑

𝑑𝜌(𝑟)(𝜌(𝑟)𝜀𝑥𝑐[𝜌(r)]) (2.17)

It is feasible to get 𝜀𝑥𝑐 in uniform electron gas with different 𝜌, and then get
𝜌(r) using interpolation. The exchange-correlation term 𝜀𝑥𝑐 can be divided
into exchange term 𝜀𝑥 and correlation term 𝜀𝑐. The exchange term 𝜀𝑥 is present
by Dirac as:

𝜀𝑥(𝜌) = −3
4[3𝜌

𝜋 ]1/3. (2.18)

While for the correlation part, an analytical solution is not available. In gen-
eral, it can be parameterized from the results obtained from Quantum Monte
Carlo simulations.
Comparing the LDA results with experimental results, it is found that LDA

usually has some systematic problems, such as overestimation of the binding
energy and underestimation of the bond length and bandgap. Moreover, for
the systems in which electron density is extremely uneven, for example, tran-
sition metal oxide systems, LDA does not perform well. Since the electron
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distribution is not uniform, the exchange-correlation energy in each position
is quite dependent on the electron density of other positions. Thus the LDA is
not good enough to give a reliable result.

2.3.2 Generalized-gradient approximation
A commonly used improvement over LDA is to let the exchange-correlation
energy density in a small space not only be related to the local electron density
in the space but also to the near neighbor space.[123] Thus, the first-order cor-
rection of exchange-correlation energy density is made taking electron density
gradient into account,

𝐸𝑥𝑐[𝜌] = ∫ 𝑑r𝜀𝑥𝑐[𝜌(r), |∇𝜌(r)|]. (2.19)

ManyGeneralized-gradient approximation (GGA) basedmethods have been
proposed, such as Perdew-Wang (PW91)[125], Perdew-Burke-Ernzerhof (PBE)[126,
127], etc.

2.3.3 Hybrid functional
Since the exchange-correlation term is not exactly described in LDA andGGA,
some properties such as the bond lengths, energy band gaps are quite different
from experimental results. To improve the results, hybrid functional meth-
ods are proposed by A. Beck.[128] This method uses the hybrid exchange-
correlation energy functional, which is usually a linear combination of Hartree-
Fock exchange 𝐸𝐻𝐹

𝑥 and LDA or GGA exchange-correlation energy func-
tional.
Many hybrid functionalmethods are proposed, such as B3LYP, PBE0, etc.[129,

130] In this thesis, a Heyd-Scuseria-Ernzerhof (HSE) exchange-correlation
functional[131] is used to correct the band structures.

2.4 Solving the KS equation in periodic crystals
2.4.1 Periodic boundary conditions and the basis sets
The equations above can only be solved for systems with finite electrons such
as molecules and atoms, but crystal systems always have infinite electrons.
In a solid crystal system, the periodicity can provide the equations a periodic
boundary condition, which can be used to simplify and solve the KS equations.
In a periodic crystal with lattice translational vectorR, the effective potential

𝑉𝐾𝑆 satisfies:
𝑉𝐾𝑆(r + R) = 𝑉𝐾𝑆(r). (2.20)
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The KS wave function satisfies the boundary condition:

𝜓𝑙,k(r + R) = 𝑒𝑖k⋅R𝜓𝑙,k(r), (2.21)

𝜓(𝑙, r) = 𝑒𝑖k⋅r𝑤𝑙,k(r), (2.22)
and

𝑤𝑙,k(r) = 𝑤𝑙,k(r + R) (2.23)
in which k is the Bloch wave vector, l is the band index, 𝜓𝑙,k(r) is the Bloch
wave function, and 𝑤𝑙,k(r) is the periodic function.
The accurate description of the wave function needs a good complete basis

set. The basis set should include all the regions in the crystal. There are sev-
eral basis sets with different approximations, such as the linearized augmented
plane waves (LAPW), the linear combination of atomic orbitals (LCAO), and
plane waves (PW). In this section, we just introduce the PW approximation.
We can write the periodic wave function as a Fourier series, i.e.,

𝑤𝑙,k = ∑
G

𝑐𝑙,G𝑒𝑖G⋅r, (2.24)

in which G is the reciprocal lattice vector satisfying G ⋅ r = 2𝜋𝑚, where 𝑚
is an interger. 𝑐𝑙,G is the PW expansion coefficient. The we can write the KS
orbitals as a linear combination of the complete PW basis set 𝑒𝑖(k+G)⋅r, i.e.,

𝜓𝑙,k(r) = ∑
G

𝑐𝑙,k (G) × 1√
Ω

𝑒𝑖(k+G)⋅r, (2.25)

in which 𝑐𝑙,k is the expansion coefficient of the basis set, and 1
Ω is the normal-

ization factor (Ω is the volume). The KS equation is written as

(− ℏ2

2𝑚𝑒
∇2 + 𝑉𝐾𝑆(r)) 𝜓𝑙,k = 𝜀𝑙,k𝜓𝑙,k(r), (2.26)

By multiplying from the left by 𝑒−𝑖(k+G′)⋅r and integrating over r, we get

∑
G′

( ℏ2

2𝑚𝑒
|k + G|2 𝛿G′G + 𝑉𝐾𝑆(G − G′)) 𝑐𝑙,k(G) = 𝜀𝑙,k𝑐𝑙,k(G). (2.27)

In the equation, the effective potential energy 𝑉𝐾𝑆 is in terms of Fourier trans-
forms and the kinetic energy is diagonal. Thus we can diagonalize the Hamil-
tonian matrix 𝐻k+G,k+G′ and solve the equation.
The calculation size is determined by the choice of cutoff energy

𝐸𝑐𝑢𝑡𝑜𝑓𝑓 = ℏ2

2𝑚𝑒
|k + Gmax|

2 . (2.28)

To get a meaningful solution, the valence and core electrons should be consid-
ered, but it is very expensive. The problem is simplified by pseudopotential
approximations in the following chapter.
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2.4.2 Pseudopotentials
In a crystal, the core electrons are tightly bound to the nuclei. The interaction
between the wave function of the core electrons and the crystalline environ-
ment is very weak, and thus we can combine the core electron potential and
the nuclear Coulomb potential to reduce the number of electrons to be com-
puted. The combined potential is the pseudopotential, and themethod is named
as Frozen-Core-Approximation.
As shown in Fig. 2.1, in the core region (the green part) the pseudopotential

𝑉 𝑝𝑠 replaces the steep ionic potential 𝑉 𝑎𝑒 = −𝑍
𝑟 with a much weaker effec-

tive potential. The corresponding wavefunctions Ψ𝑎𝑒 are replaced with pseu-
dowavefunctions Ψ𝑝𝑠. Beyond the core region, the pseudopotential 𝑉 𝑝𝑠 and
the all-electron potential are identical, and thus corresponding pseudowave-
functions and all-electron wavefunctions are also identical. Unlike the all-
electron wavefunctions, the pseudowavefunctions do not have nodal struc-
tures, making it possible to describe the pseudowavefunctions with a small
number of PWs.

Figure 2.1. The mechanism of constructing pseudopotential. The solid blue lines
show the all-electron wavefunction Ψ𝑎𝑒 and the ionic potential 𝑉 𝑎𝑒. The dashed lines
show the pseudowavefunction Ψ𝑝𝑠 and pseudopotential 𝑉 𝑝𝑠. r is the distance from
nuclear. When r > rc, the pseudowavefunction and pseudopotential coincide with the
all-electron wavefunction and ionic potential.

The construction of the pseudopotential is based on orthogonalised-plane-
wave approach. For an atom with core and valence stats |𝜓𝑐⟩ and |𝜓⟩, with
Hamiltonian �̂� , the Schrödinger equation becomes

�̂�|𝜓𝑐⟩ = 𝐸𝑐|𝜓𝑐⟩, 𝑎𝑛𝑑 �̂�|𝜓𝑣⟩ = 𝐸𝑣|𝜓𝑣⟩, (2.29)
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in which 𝐸𝑐 and 𝐸𝑣 are the energy eigenvalues of core electrons and valence
electrons, respectively. We can write the wavefunction of the valence electrons
as a linear combination of the core states and the pseudowavefunctions, as

|𝜓𝑣⟩ = ∑
𝑐

|𝜓𝑐⟩𝑎𝑐𝑣 + |𝜓𝑝𝑠⟩, (2.30)

In which the coefficient 𝑎𝑐𝑣 is for the oscialting region. Limited by the orthog-
onality condition,

⟨𝜓𝑐|𝜓𝑣⟩ = 0. (2.31)

Thus, multiplying Equation 2.30 by ⟨𝜓𝑐| from the left, we can get

0 = ⟨𝜓𝑐|𝜓𝑝𝑠⟩ + 𝑎𝑐𝑣. (2.32)

And thus
|𝜓𝑣⟩ = |𝜓𝑝𝑠⟩ − ∑

𝑐
|𝜓𝑐⟩⟨𝜓𝑐|𝜓𝑝𝑠⟩. (2.33)

Thus the left side of the Schrödinger equation Equation 2.29 become

�̂�|𝜓𝑣⟩ = �̂�|𝜓𝑝𝑠⟩ − �̂� ∑
𝑐

|𝜓𝑐⟩⟨𝜓𝑐|𝜓𝑝𝑠⟩ = �̂�|𝜓𝑝𝑠⟩ − ∑
𝑐

𝐸𝑐|𝜓𝑐⟩⟨𝜓𝑐|𝜓𝑝𝑠⟩.
(2.34)

The right side is

𝐸𝑣|𝜓𝑣⟩ = 𝐸𝑣 (1 − ∑
𝑐

|𝜓𝑐⟩⟨𝜓𝑐|) |𝜓𝑝𝑠⟩ (2.35)

The Schrödinger equation become

�̂� |𝜓𝑝𝑠⟩ + ∑
𝑐

(𝐸𝑣 − 𝐸𝑐) |𝜓𝑐⟩ ⟨𝜓𝑐 ∣ 𝜓𝑝𝑠⟩ = 𝐸𝑣 |𝜓𝑝𝑠⟩ . (2.36)

Thus for the pseudowavefunction,

(�̂� + ̂𝑉𝑛𝑙) |𝜓𝑝𝑠⟩ = 𝐸𝑣 |𝜓𝑝𝑠⟩ , (2.37)

in which
̂𝑉𝑛𝑙 = ∑

𝑐
(𝐸𝑣 − 𝐸𝑐) |𝜓𝑐⟩ ⟨𝜓𝑐| . (2.38)

We can combine ̂𝑉𝑛𝑙 with the effective potential term ̂𝑉𝑒𝑓𝑓 in the Hamiltonian,
and then we get the pseudopotential as

̂𝑉 𝑝𝑠 = ̂𝑉𝑒𝑓𝑓 + ̂𝑉𝑛𝑙. (2.39)

From these formulae, we see that ̂𝑉𝑝𝑠 is weaker than the real potential since
̂𝑉𝑛𝑙 localized in the core region is repulsive in nature and it cancels parts of the

Coulomb potential in ̂𝑉 𝑒𝑓𝑓 .
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2.4.3 Projector Augmented Wave method
In this thesis, most of the DFT calculations are performed on the base of the
projector augmented wave (PAW) [132, 133] based density functional code,
Vienna Ab initio Simulation Package (VASP)[134, 135].
The projector augmented wave (PAW) method is adapted from the pseu-

dopotential method and is first introduced by Blöch. PAW method is an all-
electron method. It divides the space into two regions: the augmented (core)
region and the rest region. The core region is the sphere around each nucleus,
which is less system-dependent and less interested. The result region is the
most important region for studying the properties of solids. The PAWmethod’s
strategy is to divide the wavefunction into two parts: the wavefunction in the
augmented area and thewavefunction in the other area. The twowavefunctions
are connected continuously at the interface of the two regions. For the real all-
electron wave function 𝜓(r), the number of the partial waves 𝜙(r) needed in
the core region is huge, thus we need an smooth auxiliary wavefunction ( ̃𝜓(r))
to describe it with less numbers of partial wavefunctions ̃𝜙(r). Since the core
region is usually not much influenced by the chemical environment, we can
just take the eigenfunctions of isolated atoms to describe the electrons in the
core region. Outside the core region, the auxiliary pseudo wavefunctions and
the all-electron wavefunctions should be identical. The relationship between
the real all-electron wavefunction and the auxiliary pseudo wavefunction can
be described by a linear transformation 𝒯, as

𝜙𝑖(r) = 𝒯 ̃𝜙𝑖(r) (outside the core region), (2.40)

in which
𝒯 = 1 + ∑

𝑅
𝒯𝑅, (2.41)

𝒯𝑅 is always zero outside the core region Ω𝑅, and 𝑖 is the index of angular
momentum lm.
For the core states, the partial wavefunctions are orthogonal. Thus the all-

electron wavefunction can be written as a linear combination of the partial
wave.

|𝜓(r)⟩ = ∑
𝑖

𝑝𝑖 |𝜙𝑖(r)⟩ (in the core region) , (2.42)

in which 𝑝𝑖 is the expansion coefficient of the plane wave 𝜙𝑖.
Outside the core region, the all-electron wavefunction and the pseudo wave-

functions should be identical. Thus we get

𝜙𝑖(r) = ̃𝜙𝑖(r) (outside the core region) (2.43)

The operator 𝒯𝑅 can be obtained by the relationship

𝒯𝑅| ̃𝜙𝑖⟩ = |𝜙𝑖⟩ − | ̃𝜙𝑖⟩. (2.44)
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Since 𝒯 is a linear operator, we can write the coefficients 𝑝𝑖 in the form

𝑝𝑖 = ⟨𝑞𝑖 ∣ ̃𝜓⟩ , (2.45)

in which |𝑞𝑖⟩ are a set of project functions. The functions satisfy the relation
of completeness and orthogonality, as

∑
𝑖

∣ ̃𝜙𝑖⟩ ⟨ ̃𝑞𝑖| = 1, (2.46)

and
⟨ ̃𝜙𝑖 ∣ ̃𝑞𝑗⟩ = 𝛿𝑖,𝑗. (2.47)

Thus we can write the pseudo wavefunction as

| ̃𝜓⟩ = ∑
𝑖

∣ ̃𝜙𝑖⟩ ⟨ ̃𝑞𝑖 ∣ ̃𝜓⟩ . (2.48)

Utilizing the linear operator 𝒯𝑅 in Equation 2.48, the all-electron wave-
function can be described by

|𝜓⟩ = | ̃𝜓⟩ + ∑
𝑖

(|𝜙𝑖⟩ − ∣ ̃𝜙𝑖⟩) ⟨ ̃𝑞𝑖 ∣ ̃𝜓⟩

= | ̃𝜓⟩ − ∑
𝑖

∣ ̃𝜙𝑖⟩ ⟨ ̃𝑞𝑖 ∣ ̃𝜓⟩
⏟⏟⏟⏟⏟⏟⏟

Pseudo onsite

+ ∑
𝑖

(|𝜙𝑖⟩ ⟨ ̃𝑞𝑖 ∣ ̃𝜓⟩
⏟⏟⏟⏟⏟⏟⏟

All electron onsite

, (2.49)

as indicated in Fig. 2.2.

Figure 2.2. The mechanism of constructing PAW all electron wave function.

Then we can get the exact form of the operator between the pseudo wave-
function and the real all-electron wavefunction, as

𝒯 = 1 + ∑
𝑖

(|𝜙𝑖⟩ − ∣ ̃𝜙𝑖⟩) ⟨ ̃𝑞𝑖| . (2.50)
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Using the transform operator, the Kohn-Sham equation can be written as

(�̃� − 𝜀�̃�)| ̃𝜓⟩ = 0, in which
�̃� = 𝒯⊤𝐻𝒯 and �̃� = 𝒯⊤𝒯.

(2.51)

2.5 Hellmann-Feynman force
In a DFT calculation, to optimize the structure to the local minimum in the en-
ergy surface, we can compute the first derivative of the energy surface (force).
At the local minimum, the first derivative of the energy surface should be ex-
actly zero.
The force on an atom can be computed by the first derivative of energy 𝐸,

as
𝐹𝑖 = − 𝜕𝐸

𝜕𝑅𝑖
, (2.52)

in which 𝑅𝑖 is the position of the atom 𝑖, and

𝐸 = ⟨𝜓|𝐻|𝜓⟩
⟨𝜓 ∣ 𝜓⟩ = ⟨𝜓|𝐻|𝜓⟩. (2.53)

By substituting 𝐸 in Equation 2.52, we get

𝐹𝑖 = − ⟨𝜓 ∣ 𝜕𝐻
𝜕𝑅𝑖

∣ 𝜓⟩ − ⟨ 𝜕𝜓
𝜕𝑅𝑖

|𝐻|𝜓⟩ − ⟨𝜓|𝐻| 𝜕𝜓
𝜕𝑅𝑖

⟩ . (2.54)

By substituting 𝐻|𝜓⟩ with 𝐸|𝜓⟩, we get

𝐹𝑖 = − ⟨𝜓 ∣ 𝜕𝐻
𝜕𝑅𝑖

∣ 𝜓⟩ − 𝐸 (𝜕⟨𝜓 ∣ 𝜓⟩
𝜕𝑅𝑖

) = − ⟨𝜓 ∣ 𝜕𝐻
𝜕𝑅𝑖

∣ 𝜓⟩ . (2.55)

Equation 2.55 is the representation of the Hellmann-Feynman force. In a ge-
ometry optimization calculation, the Hellmann-Feynman force on each atom
should be smaller than the convergence criteria.

2.6 Born-Oppenheimer molecular dynamics
In most works of this thesis, Born-Oppenheimer molecular dynamics (BOMD)
simulations have been performed using VASP to simulate the diffusion pro-
cess or evaluate the thermal stability of structures. BOMD is a type of ab
initio molecular dynamics (AIMD), which is widely used in many fields such
as simulating the chemical reaction process, simulating the phase transition
process, and checking dynamical stability.
BOMD is based on statisticalmechanics, Newtonian dynamics, density func-

tional theory, and Born-Oppenheimer approximation. The main idea is to treat
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electrons and nucleus separately since electrons’ velocity is much faster than
the nucleus. The electronic ground states are computed by the Kohn-Sham
equation. Then we can get the energy of the system. As mentioned before, the
force can be computed by using the Hellman-Feynman force theorem

F𝑖 = − ⟨𝜓 ∣ 𝜕H
𝜕R𝑖

∣ 𝜓⟩ , (2.56)

in which 𝜓 is the ground-state wavefunction, R𝑖 is the position of the atom 𝑖.
The temperature is added as a term of the Hamiltonian 𝐻 . Then we treat the
nucleus as classic particles, whose motion is following Newton’s second law,
as

𝑚𝑖R̈𝑖 = − 𝜕𝐸
𝜕R𝑖

= F𝑖. (2.57)

The process of the BOMD can be described as the following steps. First,
the structure is initialized with knowing the position of each atom and the cor-
responding initial momenta. Then the forces on each atom are computed by
using the Hellman-Feynman theorem, and the motion equations are obtained.
Then compute the atomic position andmomenta in the next timestep and repeat
the above two steps for a sufficient number of simulation time.

2.7 Relativistic effect and spin-orbit coupling
In our calculations of magnetic anisotropy energies and some of the electronic
band structure calculations, spin-orbit coupling (SOC) is considered.
Spin-orbit coupling generates from the relativistic character of electrons.

For electrons moving in the presence of an electromagnetic field, the 4-vector
Dirac equation can be written as:[136].

𝑖ℏ 𝜕
𝜕𝑡Ψ = (𝑐𝛼 ⋅ 𝜋 + 𝛽𝑚0𝑐2 + 𝑉 )Ψ (2.58)

inwhich𝛼 = (0 𝜎
𝜎 0) (𝜎 is the Pauli matrix of spin of electrons), 𝛽 = ( 𝐼2×2 0

0 −𝐼2×2
),

𝜋 = 𝑝 + 𝑒A, 𝑉 (𝑥) = −𝑒𝜑, I is the identity matrix. e is positive, denot-
ing a positive charge, A, 𝜑 denotes the vector potential and scalar potential.
Dirac wavefunction Ψ describes the positive/negative energy states. The term
𝛽 shows that the positive and negative energy states have a Dirac energy gap
of about 2𝑚0𝑐2. the term c𝛼 ⋅ 𝜋 can relate the two states and the strength of
the relation is proportional to the electron momentum 𝜋. Commonly, the cor-
relation of positive and negative energy states can be treated as a perturbation,
and the Dirac equation is changed into:

𝑖ℏ 𝜕
𝜕𝑡Ψ = [(𝜎 ⋅ 𝜋)2

2𝑚0
+ 𝑉 + ℏ

4𝑚2
0𝑐2 (∇𝑉 × 𝜋) ⋅ 𝜎 +

ℏ2

8𝑚2
0𝑐2 ∇2𝑉 − (𝜎 ⋅ 𝑝𝑖)4

8𝑚3
0𝑐2 ]Ψ (2.59)
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Spin-orbit coupling term reads as 𝐻𝑆𝑂 ≡ ℏ
4𝑚2

0𝑐2 (∇𝑉 ×𝜋) ⋅𝜎. The strength
is proportional to the momentum of electrons and the electric field strength
𝐸 ≡ (1/𝑒)∇𝑉 .
With SOC term, the Kohn-Sham Hamiltonian becomes:

𝐻 = 𝐻𝐾𝑆 + 𝐻𝑆𝑂𝐶, (2.60)
𝐻𝑆𝑂𝐶 = 𝜉S ⋅ L, (2.61)

𝜉 = − 𝑒
2𝑐2𝑚2

0𝑟
𝑑𝑉𝑒𝑓𝑓(r)

𝑑𝑟 . (2.62)

In the Hamiltonian, L = r × p denotes the orbital angular momentum, S =
1/2𝜎 is the spin of an electron. SOC parameter 𝜉 is relevant to the element
type and is more important in systems containing heavy atoms such as Au, Pb,
Bi, etc. By changing the parameter 𝜉, we can investigate the influence of the
SOC effect on systems and study relevant properties.

2.8 Evolutionary structure search
The crystal structure is the most crucial input in first-principles calculations.
However, limited by experimental techniques, in some cases, especially in 2D
systems, the crystal structures cannot be directly obtained. Deducing the crys-
tal structure from the indirect experimental observations is sometimes quite
hard. Many research interests have been conducted to predict the possible
structures, and one of the most famous examples is the prediction of the DNA
and RNA structure. The critical parameter to measure whether a structure has
a high possibility to be stable is its total energy. In most cases, we can not
prove a structure to be the lowest energy structure, but we can compare it to as
many structures available.
Many methods have been established for the structure prediction [84, 85,

86], among which the evolutionary algorithm is one of the most efficient meth-
ods. By using this method, the theoretical works of 2D materials have been re-
duced the dependence of structural information from the experiment, and the
theoretical results have become more reliable [91, 92, 93].
The procedures of a evolutionary structure search using USPEX code [89,

82, 137] are shown in Fig. 2.3:
(I) The essential inputs are the chemical composition, the size of the unit

cell, the thickness of the slab (for 2D materials only).
(II) For the first generation, the initial structures are generated under con-

straints such as inter-atomic distance, slab thickness, and the extent of the vac-
uum in the unit cell. In the process, space groups are randomly chosen to
construct the structures. Moreover, to speed the structure search, we can also
take some know structures with low energies as seed structures.
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(III) Then the initial structures will be optimized with DFT codes. After full
geometry optimization, we will get the local minimum energy structures and
the corresponding energies.
(IV) The low energy structures in step III will become the seed structures for

the next generation through heredity, permutation, and mutation. For getting
the global lowest energy structure, the structures with lower energies will have
a higher possibility of being used as parent structure. Moreover, there are also
some structures generated randomly as the new generation structures.
(V) Then repeat the loop from step III until the convergence criterion is

satisfied. The convergence criterion is that in several latest generations, the
lowest energy structures do not get modified anymore. The structure with the
absolute minimum energy is regarded as the global minimum structure in the
structure search.
The operators in step IV is of vital importance. The heredity operator is

to cut the unit cell into several parts and then gather the parts to form a new
structure. The permutation operator swaps the chemical composition between
different structure blocks. There are two types of mutation operators. One of
them is the coordinate mutation: it moves the center of structure blocks in a
random direction to build a new structure. The other is the rotational mutation:
it rotates randomly selected structure blocks with random angles. Usually, the
two mutation operators are used together, i.e., they move the structure blocks
and rotate with random angles. In this thesis, the evolutionary algorithm is
employed in predicting PAI-graphene, s-A2B (A=Cu, Ag, Au; B=S, Se), and
s-Au2Te in Chapter 4 for searching low energy 2D structures.

2.9 Nudged elastic band
The nudged elastic band (NEB) method[138] is efficient for finding the low-
est energy transition paths between two structures. In an NEB calculation, the
transition paths are a series of images that are initially guessed by interpolation
of initial and final structures. Then they will be optimized to find the lowest en-
ergy paths. In this period, the spacing between neighbor images is kept equally
by using spring forces on the direction of neighboring images. When the force
satisfies the convergence criteria, the transition path is the lowest energy path.
One of the most significant drawbacks of this method is that enormous im-

ages are needed to reach the saddle point, which is essential for getting the
energy barrier. An improved method, i.e., climbing image NEB (cNEB), was
proposed to solve the problem [139]. In a cNEB calculation, the spring force
for the highest energy image (climbing image) is removed. The images are op-
timized to maximize the energy curve maximum of the phase transition path
and minimize it in other directions. With this method, we can get the exact
saddle points with fewer images and computational time.
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Figure 2.3. The procedures of performing a DFT based evolutionary structure predic-
tion.
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2.10 Calculations for the properties of two-dimensional
materials

2.10.1 Theoretical calculations for lattice thermal conductivity
In a solid material, heat is conducted by both electrons and phonons (lattice
vibrations). In a semiconductor, the dominant heat transfer is via phonon ther-
mal conduction. The thermal current J driven by temperature gradient∇𝑇 can
be computed by

𝐽 = ∑
𝜈

∫ 𝑓𝜆ℏ𝜔𝜆𝑣𝜆
𝑑𝑞

(2𝜋)3 , (2.63)

in which 𝜆 is the phonon mode index, 𝜆 ≡ (𝜈, q), where the 𝜈 and q are the
phonon branch index and the wavevector, respectively. 𝜔𝜆 is the angular fre-
quency of mode 𝜆, and 𝑣𝜆 is the group velocity. 𝑓𝜆 is the distribution function
of mode 𝜆. Under thermal equilibrium condition, the distribution can be de-
scribed by the Bose-Einstein distribution function

𝑓𝜆 = 𝑓0 (𝜔𝜆) = [𝑒
ℏ𝜔𝜆
𝑘𝐵𝑇 − 1]

−1
. (2.64)

With a temperature gradient ∇𝑇 , the change of 𝑓𝜆 in time 𝑡 in steady-state
condition can be computed from the Boltzmann transport equation [140]

𝑑𝑓𝜆
𝑑𝑡 = 𝜕𝑓𝜆

𝜕𝑡 ∣
diffusion

+ 𝜕𝑓𝜆
𝜕𝑡 ∣

scattering
= 0, (2.65)

in which
𝜕𝑓𝜆
𝜕𝑡 ∣

diffusion
= −∇𝑇 ⋅ 𝑣𝜆

𝜕𝑓𝜆
𝜕𝑇 , (2.66)

and
𝜕𝑓𝜆
𝜕𝑡 ∣

scattering
= ∇𝑇 ⋅ v𝜆

𝜕𝑓𝜆
𝜕𝑇 . (2.67)

Normally, the temperature gradient ∇𝑇 is quite small. Thus the phonon
distribution function 𝑓𝜆 can be expanded till the first order of ∇𝑇 , as

𝑓𝜆 = 𝑓0 (𝜔𝜆) + 𝑔𝜆, (2.68)

in which
𝑔𝜆 = −𝜏𝜆v𝜆 ⋅ ∇𝑇 𝜕𝑓0

𝜕𝑇 , (2.69)

and
𝜏𝜆 = 𝜏0

𝜆 (1 + Δ𝜆) , (2.70)
where 𝜏0

𝜆 is the single-mode phonon relaxation time (phonon lifetime), which
can be obtained by employing the first-order perturbation theory with three-
phonon scattering process taken into account. It can be written as

1
𝜏0

𝜆
=

+
∑
𝜆′𝜆′′

Γ+
𝜆𝜆′𝜆′′ + 1

2 ∑
𝜆′𝜆′′

Γ−
𝜆𝜆′𝜆′′ + ∑

𝜆′
Γext

𝜆𝜆′ , (2.71)
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in which 𝜆, 𝜆′, and 𝜆′′ represent the phonon modes in the three-phonon scat-
tering process, i.e., the absorption processes, labeled by +, and the emission
process, labeled by −.
In the absorption process, two phonons with energies 𝜔𝜆 and 𝜔𝜆′ are com-

bined to form a resultant phonon with energy 𝜔𝜆′′ = 𝜔𝜆 +𝜔𝜆′ . In the emission
process, one single phonon with energy 𝜔𝜆 splits into two phonons with ener-
gies of 𝜔𝜆′ and 𝜔𝜆′′ , satisfying 𝜔𝜆 = 𝜔𝜆′ + 𝜔𝜆′′ .

Γ±
𝜆𝜆′𝜆′′ are the intrinsic scattering rates from the interaction between phonons.

Γext
𝜆𝜆′ are the extrinsic scattering rates due to the defects and boundaries.
The intrinsic scattering rates can be computed by

Γ±
𝜆𝜆′𝜆′′ = ℏ𝜋

4𝑁 { 𝑓0
𝜆′ − 𝑓0

𝜆′′

𝑓0
𝜆′ + 𝑓0

𝜆′′ + 1 } × ∣𝑉 ±
𝜆𝜆′𝜆′′ ∣

2

× 𝛿 (𝜔𝜆 ± 𝜔𝜆′ − 𝜔𝜆′′)
𝜔𝜆𝜔𝜆′𝜔𝜆′′

,
(2.72)

where the elements of the scattering matrix,

𝑉 ±
𝜆𝜆′𝜆′′ = ∑

𝑖∈𝑢.𝑐.
∑
𝑗,𝑗′

∑
𝑥𝑦𝑧

Φ𝑥𝑦𝑧
𝑖𝑗𝑘

𝑒𝑥
𝜆(𝑖)𝑒𝑦

𝑝′,±𝑞′(𝑗)𝑒𝑧
𝑝′′,−𝑞′′(𝑘)

√𝑀𝑖𝑀𝑗𝑀𝑗′
(2.73)

in which N is the total number of q points sampled in the Brillouin zone,
and Φ𝑥𝑦𝑧

𝑖𝑗𝑘 are the third-order interatomic force constants (IFCs) computed by

Φ𝑥𝑦𝑧
𝑖𝑗𝑘 = 𝜕3𝐸

𝜕𝑟𝛼
𝑖 𝜕𝑟𝛽

𝑗 𝜕𝑟𝛾
𝑘

. (2.74)

i, j, and 𝑗′ are the atomic indices. x, y, and z are the Cartesian directions. 𝑀𝑛
is the mass of the 𝑛𝑡ℎ atom. 𝑟𝑚

𝑛 is the displacement of the 𝑛𝑡ℎ atom in the 𝑚
direction from the equilibrium position. 𝑒𝑥

𝜆(𝑖) represents the eigenfunction x
component of the 𝑖𝑡ℎ atom of the phonon 𝜆.

Δ𝜆 is the change of the phonon lifetime due to the absence of equilibrium
condition, which can be computed by solving the BTE iteratively. It can be
written as

Δ𝜆 = ∑
𝜆′𝜆′′

Γ+
𝜆𝜆′𝜆′′ (𝜉𝜆𝜆′′𝜏𝜆′′ − 𝜉𝜆𝜆′𝜏𝜆′)

+
−

∑
𝜆′𝜆′′

1
2Γ−

𝜆𝜆′𝜆′′ (𝜉𝜆𝜆′′𝜏𝜆′′ + 𝜉𝜆𝜆′𝜏𝜆′)

+ ∑
𝜆′

Γext
𝜆𝜆′𝜉𝜆𝜆′𝜏𝜆′ ,

(2.75)

in which 𝜉𝜆𝜆′ ≡ 𝜔𝜆′𝜈𝑧
𝜆′/𝜔𝜆𝜈𝑧

𝜆.
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The lattice thermal conductivity is computed by integrating over the first
Brillouin zone, as

𝜅𝑥𝑦
𝑙 (𝐹max) = 1

𝑘𝐵𝑇 2Ω𝑁

𝐹𝜆<𝐹max

∑
𝜆

𝑓0 (𝑓0 + 1) (ℏ𝜔𝜆)2 𝑣𝑥
𝜆𝑣𝑦

𝜆𝜏𝜆, (2.76)

in which Ω is the volume of the unit-cell, the mean free path of the phonon
mode 𝜆 𝐹𝜆 = |𝑣𝜆| ⋅ 𝜏𝜆, and 𝐹𝑚𝑎𝑥 is the given maximum mean free path. In
the thesis, the lattice thermal conductivity is obtained by solving the phonon
BTEs using ShengBTE code [141, 142]. In the calculations, the volume of
unit-cell, Ω, is reduced to 𝑆𝐻 , where S is the surface area, and H is the sum of
the thickness of the 2D material and the van der Waals radii of surface atoms.

2.10.2 Mechanical properties
The mechanical properties of 2Dmaterials can be characterized by their elastic
modulus tensor 𝐶, which can be computed by fitting the energy-strain curved
surface [143, 144], i.e.,

𝑈 = 1
2𝐶11𝜏2

𝑥 + 1
2𝐶22𝜏2

𝑦 + 𝐶12𝜏𝑥𝜏𝑦 + 2𝐶66𝜏2
𝑥𝑦, (2.77)

in which the 𝜏𝑥, 𝜏𝑦, 𝜏𝑥𝑦 are the strain along the x-, y-, and xy-directions (shear
strain). 𝐶11, 𝐶22, 𝐶12, and 𝐶66 are the components of the elastic modulus
tensor.
With the elastic modulus tensor, we can compute the in-plane Young’s mod-

uli 𝐸2𝐷 and Poisson’s ratios 𝜗 in the different directions 𝜃. By using the for-
mulae [145, 146]

𝐸2𝐷(𝜃) = 𝐶11𝐶22 − 𝐶2
12

𝐶11 sin
4 𝜃 + 𝐶22 cos4 𝜃 + (𝐶11𝐶22−𝐶2

12
𝐶66

− 2𝐶12) cos2 𝜃 sin2 𝜃
,

(2.78)
and

𝜗(𝜃) = −
(𝐶11 + 𝐶22 − 𝐶11𝐶22−𝐶2

12
𝐶66

) cos2 𝜃 sin2 𝜃 − 𝐶12 (cos4 𝜃 + sin4 𝜃)

𝐶11 sin
4 𝜃 + 𝐶22 cos4 𝜃 + (𝐶11𝐶22−𝐶2

12
𝐶66

− 2𝐶12) cos2 𝜃 sin2 𝜃
.

(2.79)
It is notable that Young’s modulus obtained from the above method cannot

be directly compared with 3D structures since they do not have the same unit.
For comparison, the 3D Young’s modulus can be computed by 𝐸 = 𝐸2𝐷/𝐻 ,
in which 𝐻 the sum of the thickness of the 2D material and the van der Waals
radii of surface atoms.
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2.10.3 Carrier mobility
For 2D semiconductors, the carrier mobilities can be computed with the defor-
mation potential method [147]. The carrier mobility is approximately

𝜇 = 𝑒ℏ3𝐶2D

𝑘B T𝑚∗𝑚∗
d (𝐸𝑖

𝑑)2 , (2.80)

where 𝑘𝐵 is the Boltzmann constant, 𝑒 is the charge of an electron, ℏ is the re-
duced Plank constant, and T represents the temperature. 𝐶2𝐷 is the 2D elastic
which can be computed using Equation 2.77, or by the equation (𝐸 − 𝐸0) /𝑆0 =
𝐶2𝐷 (Δ𝑙/𝑙0)2 /2, in which 𝐸 − 𝐸0 is the energy change of the 2D structure
under strain. 𝑆0 is the surface area of the pristine 2D structure. 𝑙/𝑙0 is the
lattice constant deformation ratio in the transport direction. 𝑚∗

𝑑 is computed
by 𝑚∗

d = √𝑚∗𝑚∗
⟂, illustrating the mean effective mass, in which 𝑚∗ is the

effective mass of the hole or electron in the transport direction, and 𝑚∗
⟂ is the

effective mass in the perpendicular direction. 𝐸𝑖
𝑑 represents the deformation

potential constant of band 𝑖, which is computed by 𝐸𝑖
𝑑 = Δ𝑉 𝑖/ (Δ𝑙/𝑙0). In

the formula, Δ𝑉 𝑖 is the change of the edge of band 𝑖 under the strain of Δ𝑙.
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Part II:
Summary of the Results





3. Functionalization of two-dimensional
materials

In order to be applied in a specific field, two-dimensional materials need to
have many different properties at the same time, while it is not easy to find
materials satisfying all the requirements. A general way is to find a material
satisfying most of the requirements and functionalize it by using some method
such as by using chemical adsorption, oxidization, substrate, defect, and strain.

3.1 Adsorption of 3d transition metal clusters on
defected graphene

Graphene, as the first realized 2D material, has dramatically attracted the re-
search interests from both theory and experiments. There are quitemany unique
properties such as highmobility, quantumHall effect, Dirac cones, highYoung’s
modulus, and excellent stability [6, 8]. However, the absence of many vital
properties has hindered its applications in many basic nanodevices. As one
of the most significant exemplar, without magnetism, pristine graphene have
many obstacles in working in spintronic fields. To remove the limitations,
many functionalization methods have been studied, such as depositing it on
substrates, cutting it along different edges, inserting defects, and adsorbing
molecules or atoms [13, 12, 14, 15, 16, 17].
Chemically doping is a widely used method to manipulate the properties of

2D materials. For introducing magnetism, adsorbing transition metal atoms
or clusters is a standard way. However, on pristine graphene, without dan-
gling bonds, the transition metal atoms usually have high mobilities [148, 149,
150]. A recent work by Krasheninnikov et al. [151] and Gan et al. [152]
have reported that the transition metal atoms can be arrested by the defects
on graphene. Moreover, by continuing adsorbing more atoms, small clusters
appear. The studies of the magnetic proprieties of these transition metal clus-
ters functionalized graphene may help for graphene applications in spintronic
devices.

3.1.1 Self-assembly process
The self-assembly processes are studied by BOMD simulations at a constant
temperature of 𝑇 = 300𝐾. The initial substrate structures are built by tak-
ing one or two carbon atoms away from a large supercell of graphene. Then
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Figure 3.1. Self-assembly process of Cr hexamer formation on graphene with a MV
defect. The corresponding times and potential energies (P.E.) in Figure a-e are also
shown in the figure at the lower right corner. Reproduced with permission from Paper
I. Copyright ©2019 American Chemical Society.

six sites on graphene are randomly picked to put the isolated transition metal
atoms, as shown in Fig. 3.1(a).
In the simulations for all the X@MV/DV-Gr systems up to 15 ps, several

exciting observations are found. Firstly, the relaxation of the defect area of
graphene is very fast (takes less than 1.5 ps). For graphene substrates with a
MV defect, the defect area reconstructs into a 5-9 defect, while for graphene
with a DV defect, the defect area forms a 5-8-5 defect. In the process, the
adatoms are not bonded firmly with pristine graphene. Moreover, they can,
therefore, move very fast on the smooth surface. Once the atoms or clusters
get caught by the defects, they cannot run away. The BOMD images, along
with potential energies (P.E.) of Cr@MV-Gr, are given as an example. Other
X@MV/DV-Gr systems have a similar phenomenon, as shown in the supple-
mentary information of Paper I.
Among Cr, Mn, and Fe atoms, the Fe atoms move the slowest on the pristine

part of the graphene substrate, which implies that the interaction between Fe
atoms and pristine graphene is much stronger than Cr and Mn atoms. This is
confirmed by DFT calculations, in which we compared the adsorption energies
of the three types of atoms on pristine graphene. The adsorption energies of Cr
atom and Mn atom are -0.27 eV/Cr atom and -0.20 eV/Mn atom, respectively,
which aremuch smaller than that of Fe, -1.24 eV/Fe atom. The later calculation
also implies that isolated Fe atoms may be fixed on graphene.
In summary, the BOMD simulations show that the three transition metal

atoms on defected graphene prefer to accumulate at defect sites, resulting in
firmly bonded cluster-graphene systems.
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Figure 3.2. The C-C bond length in graphene with mono/divacancies and clusters. The
bond length 𝑟 is compared with that in pristine graphene 𝑟0, by the value of Δ𝑟 = 𝑟 −
𝑟0. Reproduced with permission from Paper I. Copyright ©2019 American Chemical
Society.

3.1.2 Ground and metastable states of X@MV/DV-Gr
To study the properties of the final structures in BOMD simulations, their
ground states are needed. These structures are optimized with setting different
initial magnetic configurations, and the energies are compared to determine
the ground states. The structures and magnetic configurations of the ground
states are discussed in two parts: the substrate and the adsorbate.
The graphene parts of the ground states are present in Fig. 3.2(b)-(d) and

(f)-(h). Since most substrate parts are not changing significantly, the bonds
with different C-C bond lengths are emphasized using different colors. In the
figures, the colors are determined by Δ𝑟𝑖,𝑗 = 𝑟𝑖,𝑗 − 𝑟0, in which 𝑟𝑖,𝑗 demon-
strates the bond length between two adjacent carbon atoms i and j in defected
graphene, and 𝑟0 demonstrates that in pristine graphene. Δ𝑟𝑖,𝑗 also indicates
the measure of tensile and compressive strains in the substrates.
As shown in Fig. 3.2(a) and (e) in pristine defected graphene, five-atom

rings induces strong tensile strain in the longest-bond direction. While in
X@DV/MV systems, with Cr, Mn, and Fe atoms trapped at vacancy sites,
no five-atom ring is formed. Therefore the strain is much more localized in
X@MV/DV-Gr systems.
The atomic magnetic moments of carbon atoms in all X@MV/DV-Gr sys-

tems are never larger than 1𝜇𝐵, and the distribution is shown in Fig. 3.3. In
all X@MV/DV-Gr systems, without unpaired electrons, all the carbon atoms
show very small magnetic moments. What is more, the tiny moments decline
rapidly as the distance increases from defect centers and converge to almost
zero at 8 Å.
Geometries and magnetic configurations of the adsorbate part are shown

in Fig. 3.4(a)-(f). Only the defect areas are plotted, with the transition metal
atoms labeled with numbers. Each transition metal atom is denoted as XN
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Figure 3.3. The magnetic moments of the carbon atoms in different distances from the
defect sites. Reproduced with permission from Paper I. Copyright ©2019 American
Chemical Society.

(X=Cr, Mn, Fe, and N=1-6). In the figures, the yellow and blue isosurfaces
show up- and down-spin densities.
As shown in Fig. 3.4, all the hexamers are bonded with a graphene substrate

with one trapped atom and show a pendulum-like structure. Interestingly, the
ground state of Cr hexamers all have two short bonds (about 1.7 Å), which
substantially decreased the total energy of Cr hexamers. The short bonds are
also found in many Chromium compounds, like [PhCrCrPh], as the result of
the 3𝑑54𝑠1 half-filled electronic configurations.[153, 154, 155, 156, 157]
The magnetic structures are shown in Fig. 3.4 as spin densities and in Table

3.1 as the atomic magnetic moments. All Fe hexamers are ferromagnetic [158]
while Cr andMn hexamers show ferrimagnetic structures, which agreewith the
recent experimental result in Ref. [159]. In detail, the Mn or Fe atoms trapped
at the defect sites own the tiniest magnetic moments, while the Cr atoms as the
endpoints of the short bond own the tiniest magnetic moments. In general, the
least bonded transition metal atoms have the largest magnetic moments.
By setting various initial magnetic moments, manymetastable structures are

found, among which the one who has the lowest energy is named as the first
metastable structure. The energy difference of the ground state and the first
metastable state can be used for measuring the stability of ground states. As
shown in Table 3.2, the formation energy is defined as:

𝐸𝑓𝑜𝑟𝑚 = 𝐸𝑋@𝐺𝑟 − (𝐸𝑋6
+ 𝐸𝐺𝑟). (3.1)

It is observed that most ground states have significant energy differences with
their corresponding first metastable structures. However, the energy difference
between the ground and the first metastable state of Cr@MV-Gr is quite small
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Figure 3.4. The spin density distribution of the transition metal clusters on graphene
with monovacancy (a, b, c) and divacancy (d, e, f). Isosurface level is set as 0.008.
Cr, Mn, and Fe atoms are in blue, brown, and red, respectively. Reproduced with
permission from Paper I. Copyright ©2019 American Chemical Society.

Table 3.1. The magnetic moment of each transition metal atom in the ground states (in
𝜇𝐵). Reproduced with permission from Paper I. Copyright ©2019 American Chemical
Society.

Graphene Monovacancy Divacancy

atom

Mag𝑠 Cluster
Cr6 Mn6 Fe6 Cr6 Mn6 Fe6

1 1.35 3.58 2.57 0.03 -3.59 2.89
2 1.48 3.83 0.82 2.84 3.49 2.91
3 4.06 3.48 2.94 1.81 3.47 2.62
4 -1.41 3.61 2.85 0.15 -3.88 2.14
5 -1.27 -1.87 2.98 -3.85 -0.51 2.80
6 -1.40 3.58 2.79 -2.03 3.25 2.51
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(less than 1 meV). The geometries and magnetic structures are shown in Fig.
3.5(a), the position of Cr4 has changed a lot, and the magnetic configuration
has changed from (+++—) to (++—-).

Table 3.2. The computed cohesive energies of the ground states and the first metastable
structures. Reproduced with permission from Paper I. Copyright ©2019 American
Chemical Society.

Graphene Monovacancy Divacancy
Cluster Cr6 Mn6 Fe6 Cr6 Mn6 Fe6
𝐸𝑔𝑟𝑜 -6.61 -6.17 -2.55 -6.57 -7.18 -1.90

𝐸𝑚𝑒𝑡𝑎 -6.61 -5.45 -2.17 -6.30 -6.55 -1.43
Δ 0.00 0.72 0.37 0.28 0.63 0.47

Figure 3.5. (a) The first metastable state of Cr@MV-Gr. (b) The energy difference
between the ground state and the first metastable state in different external electric
fields. Δ𝐸 = 𝐸𝑔𝑟𝑜𝑢𝑛𝑑 − 𝐸𝑚𝑒𝑡𝑎𝑠𝑡𝑎𝑏𝑙𝑒. Copyright ©2019 American Chemical Society.

With external electric field, the ground states and the first metastable state
can be tuned greatly. As shown in Fig. 3.5(b), they have equal energy at about
E= 0 V/Å or E = 0.4 V/Å. Interestingly, from E = 0 V/Å to E = 0.4 V/Å, the
structure in Fig. 3.5(a) shows lower energy instead.

3.1.3 Electric field manipulation of magnetic anisotropy
The magnetic anisotropy energies (MAEs) of these structures (ground states)
are measured, as shown in Table 3.3. Cr@DV-Gr and Fe@DV-Gr own tiny
energy difference between the out-of-plane and the in-plane axes, which is
implying a possibility of switching the magnetic axes by the electric field.
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Table 3.3. Orbital (𝜇𝑜𝑟𝑏), spin (𝜇𝑠𝑝), total (𝜇𝑡𝑜𝑡=𝜇𝑜𝑟𝑏+𝜇𝑠𝑝), and average (𝜇𝑡𝑜𝑡/6)
magnetic moments of the transition metal hexamers on defected graphene (in 𝜇𝐵).
Reproduced with permission from Paper I. Copyright ©2019 American Chemical So-
ciety.

Graphene Monovacancy Divacancy
Cluster Cr6 Mn6 Fe6 Cr6 Mn6 Fe6
𝜇𝑜𝑟𝑏 0.01 0.06 0.35 0.02 0.03 0.38
𝜇𝑠𝑝 3.60 18.27 15.68 1.79 2.26 16.65

𝜇𝑜𝑟𝑏/𝜇𝑠𝑝 0.003 0.003 0.022 0.011 0.013 0.023
𝜇𝑡𝑜𝑡 3.61 18.33 16.03 1.81 2.29 17.03
𝜇𝑎𝑣𝑒 0.60 3.05 2.67 0.30 0.38 2.84

By applying the electric field, the magnetic anisotropy energies of Cr@DV-
Gr and Fe@DV-Gr are tuned continuously, as shown in Fig. 3.6. The easy
magnetic axis of Fe@DV-Gr is switched from in-plane to out-of-plane in an
electric field of 0.1 V/Å, and the easy magnetic axis of Cr@DV-Gr is switched
from the z-direction to the x-direction with an electric field stronger than 1.0
V/Å.

Figure 3.6. (a) Energy difference between magnetic directions of Fe@DV-Gr as a
function of the electric field. (b) Energy difference between magnetic directions of
Cr@DV-Gr as a function of the electric field. Reproduced with permission from Paper
I. Copyright ©2019 American Chemical Society.

To investigate the mechanism of the electric field shifted MAE, the effect
of an electric field on the projected density of states (PDOS) is important since
the PDOS change is related to MAE through the second-order perturbation
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method:[160]

𝐸𝑥 − 𝐸𝑧 = 𝜉2 ∑
𝑢,𝛼,𝑜,𝛽

(2𝛿𝛼𝛽 − 1)[ | ⟨𝑢, 𝛼| 𝐿𝑧 |𝑜, 𝛽⟩ |2
𝜖𝑢,𝛼 − 𝜖𝑜,𝛽

− | ⟨𝑢, 𝛼| 𝐿𝑥 |𝑜, 𝛽⟩ |2
𝜖𝑢,𝛼 − 𝜖𝑜,𝛽

]

(3.2)
According to Equation 3.2, 𝑑𝑧2 and (b) 𝑑𝑦𝑧 projected DOS of the trapped

atoms affects MAE the most, and their changes in the electric field are shown
in Fig. 3.7. The change is coming from the charge transfer between graphene
substrate and hexamers in the electric field. Detailed discussions are presented
in Paper I.

Figure 3.7. (a) 𝑑𝑧2 and (b) 𝑑𝑦𝑧 projected DOS of the Fe atom and the Cr atom trapped
in graphene, in presence of an external electric field. Reproduced with permission
from Paper I. Copyright ©2019 American Chemical Society.

3.2 2D dumbbell-like silicene structures and their
functionalization

Different from graphene, free-standing silicene is low-buckled (LB) single
layer due to pseudo Jahn-Teller effect.[30] and can easily chemisorb atoms
or clusters.[31, 32, 33, 34, 35, 36, 37, 38, 39, 40] The adsorption of Si atoms
on silicene is studied [41, 42] and dumbbell-like (DB) units are found to be
energetically preferred. Recently based on DB units, a series of DB struc-
tures are predicted and investigated. It is found that the several most stable
DB structures own much lower energy than L.B. silicene due to fewer dan-
gling bonds.[161] The DB silicenes still have dangling bonds which can easily
chemisorb atoms or clusters. In this chapter, I briefly discussed the structure
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and stability of the oxide forms of two stable DB silicene and then investi-
gated their electronic properties. It is found that both of the oxidized DB sil-
icene structures are semi-metal, and the Dirac cones own high Fermi velocities.
More details can be read in Paper II.

3.2.1 DB-h silicene and DB-z silicene
The single-layer silicene with DB units is predicted to be more stable than
pristine L.B. silicene in freestanding condition. Recently, a theoretical study
has predicted and compared the energies of all the DB silicene structures and
have come up with several stable structures[161].

Figure 3.8. The top and side views of optimized structures of PDB-h and PDB-z are
shown in (a), (b), respectively. The blue, grey balls demonstrate Si(𝛼), Si(𝛽) atoms,
the dashed area is the primitive cell of PDB-h and PDB-z. Reproduced from Paper II.

The pristine dumbbell silicene structures (labeled as PDB) with dumbbell
units arranged in honeycomb pattern (labeled as PDB-h)[162] and in zigzag
pattern (labeled as PDB-z)[161] are shown in Fig. 3.8. For both DB-h and
DB-z silicene, there are two DB units containing 10 silicon atoms in one unit
cell. The thickness of the layer and the atomic density are both almost the
same.
The electronic band structures of PDB-h and PDB-z are shown in Fig. 3.9.

PDB-h and PDB-z are both indirect-gap semiconductors, with a band gap of
0.24 eV and 0.62 eV, respectively. The conduction band minimum (CBM) of
both cases are at Γ point, while the valence band maximum (VBM) of PDB-
h is at K point, and that of PDB-z is near S point. These results are in good
agreement with the recent study.[162, 42, 161]
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Figure 3.9. PBE band structures of (a) PDB-h, and (b) PDB-z. The energy is set to
zero at the Fermi level. Reproduced from Paper II.

3.2.2 Oxidized dumbbell silicene
The oxidization problem is essential in the application of silicon-basedmaterials[39].
In contrast to the hydrogenation forms of DB silicene, the study of oxidization
is still absent.
In this section, the oxidized forms of DB silicenes (labeled as ODB-h and

ODB-z) are investigated, and its stability is further proved from the energetic
aspect and dynamics aspect. Moreover, the electronic properties of these struc-
tures are calculated and analyzed. It is found that both ODB-h and ODB-z are
semi-metal with high Fermi velocity. The robustness of the Dirac cones against
tensile strain is also discussed.

Geometry structure and stability
As shown in Fig. 3.10, in both ODB-h and ODB-z, all the three-fold silicon
atoms are fully coordinated with O atoms. The thickness of the DB units is
increased to about 2.8 Å, due to stronger sp3 hybridization. In both cases, the
Si-O bond length is roughly the same, similar to that in 𝛽-cristobalite[163].
The binding natures of ODB-h, ODB-z, PDB-h, and PDB-z are analyzed

using electron localization functions (ELF). As shown in Fig. 3.11, the ELF
plots of ODB-h and ODB-z are almost the same, implying a similar bonding
mechanism. Comparing PDB and ODB, the electrons in ODB silicene Si atom
layers are not as localized as that in PDB silicene. Furthermore, the binding
energies of O atoms on PDB-h and PDB-z are about -5.2 eV/O atom, implying
strong chemisorption.
The formation energy is calculated in the reaction 𝑆𝑖 + 𝑂2 → 𝑆𝑖10𝑂4, in

which Si denotes bulk silicon, while 𝑂2 denotes oxygen gas, and 𝑆𝑖10𝑂4 de-
notes ODB-h and ODB-z. The formation energy of ODB-h is about−0.363𝑒𝑉
per O atom, slightly smaller than that of ODB-z, −0.366𝑒𝑉 per O atom. Both
reactions are exothermic.
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Figure 3.10. The optimized structures of ODB-h and ODB-z are shown in (a), (b),
respectively. The blue, grey, and red balls demonstrate Si(𝛼), Si(𝛽), and oxygen atoms.
Reproduced from Paper II.

The phonon dispersion spectrum along high symmetric points is calculated
and shown in Fig. 3.11(c) and (d). Since no mode with imaginary frequencies
is found, the dynamical stability of ODB-h and ODB-z is confirmed.

Figure 3.11. The top panel is the slice view of the ELF of PDB-h and ODB-h (a), PDB-
z and ODB-z (b). The bottom panel is the phonon dispersion spectrum of ODB-h (c)
and ODB-z (d), respectively. Reproduced from Paper II.

Electronic structure
From the local density of states distribution (LDOS) of ODB-z and ODB-h
in Fig. 3.12, it is found that the p𝑥,𝑦 orbitals of O atoms, p𝑥,𝑦 and p𝑧 atomic
orbitals of Si(𝛼) in ODB-h and ODB-z have the most contribution to the states
near the Fermi level.
The band structures are shown in Fig. 3.13 along with the contribution of

p𝑥,𝑦 orbitals of O atoms, p𝑥,𝑦 and p𝑧 atomic orbitals of Si(𝛼) in ODB-h and
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Figure 3.12. From bottom to top panel is the LDOS projected on Si(𝛼), Si(𝛽) and O
layers of (a) ODB-h and (b) ODB-z. PDOS of 𝑠, 𝑝𝑥,𝑦 and 𝑝𝑧 orbitals and total DOS of
corresponding layers are distinguished with yellow, blue, and green lines and orange
area, respectively. Reproduced from Paper II.

ODB-z. It is observed that both ODB-h and ODB-z have Dirac cones at the
Fermi level. By linearly fitting the band structure, following:

𝜈 = 1
ℏ∇𝑘𝐸(k), (3.3)

𝑚∗ = ℏ𝑑2𝐸(k)
𝑑k2 , (3.4)

inwhich𝐸(k) is the band gap at wave vector k. velocity 𝜈 ofODB-h andODB-
z is calculated, as 3.1 × 105 m/s and 3.4 × 105 m/s respectively, comparable
to that of graphene, silicene, and stanene (4.7 − 8.5 × 105 m/s), with effective
mass 𝑚∗ equal to zero at the Fermi level.
The Dirac cones as shown in Fig. 3.13, are mainly contributed by p𝑥,𝑦

atomic orbitals of O atoms and p𝑧 orbitals of Si(𝛼) atoms, and the p𝑥,𝑦 atomic
orbitals of O atoms contribute much more than p𝑧 orbitals of Si(𝛼) atoms, as
shown in Fig. 3.13 (c) and (d).
To study the origin of the Dirac cones in ODB-h and ODB-z explicitly, tight-

binding models involving only the p𝑥 and p𝑦 atomic orbitals are proposed. The
Hamiltonian is taken as[164]:

𝐻𝑇 𝐵 = ∑
𝑖,𝛼

𝜀𝛼
𝑖 𝑐𝛼+

𝑖 𝑐𝛼
𝑖 + ∑

⟨𝑖,𝑗⟩,𝛼,𝛽
𝑡𝛼𝛽
𝑖𝑗 (𝑐𝛼+

𝑖 𝑐𝛽
𝑗 + ℎ.𝑐.), (3.5)
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Figure 3.13. The orbital projected band structures of ODB-h and ODB-z along high
symmetry path are shown in (a) and (b); the corresponding electron wave functions of
VMB/CBM are shown in (c) and (d). Reproduced from Paper II.

in which 𝜀𝛼
𝑖 , 𝑐𝛼+

𝑖 , and 𝑐𝛼
𝑖 denotes the on-site energy, creation and annihilation

operators of an electron at the 𝛼-orbital of the 𝑖-th atom, respectively. 𝑡𝛼𝛽
𝑖𝑗 is

the nearest-neighbor hopping energy of i-th atom’s 𝛼-orbital and j-th atom’s
𝛽-orbital. This model nicely fitted the Dirac points at the Fermi level, and the
details are presented in Paper II.

Strain manipulated electronic properties
Applying in-plane strain on 2D materials is a feasible route to manipulate the
electronic properties. [66, 165, 162] In this contribution, strain is applied by
changing the lattice parameter from 𝑎0 to (1 + 𝜏)𝑎0. As shown in Fig. 3.14(a)
and (b), the energy changes continuously, implying no structural transition.

Figure 3.14. Energy and energy derivative with different in-plane tensile strain 𝜏 . The
energy is set to zero at 𝜏 = 0. Reproduced from Paper II.

The Dirac cones near the Fermi level in ODB silicenes are always intact
under strain. Under tensile stress, the Dirac cones are at the Fermi level until
𝜏 = 9%, while under strong compressive strain, the Dirac cones are shifted
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below Fermi level, implying that the electrons from Si(𝛽) are taken by Si(𝛼)
and O atoms.
I have also performed band structure calculations with the SOC effect con-

sidered. The SOC effect is not strong since both Si and O are light elements.
Therefore, with orwithout SOC, the band structures are not significantly changed.
At the Dirac cones in both ODB-h and ODB-z, a band gap of roughly 10 meV
is opened. The SOC band gap is much larger than that of L.B. silicene. It is
because that the Dirac cones in ODB-h and ODB-z are mainly contributed by
the 𝑝𝑥 and 𝑝𝑦 atomic orbitals of O atoms, while in L.B. silicene, the Dirac cone
is mainly contributed by the 𝑝𝑧 atomic orbital of Si atoms, and the SOC effect
of 𝑝𝑥 and 𝑝𝑦 in 2D materials are more significant than 𝑝𝑧 atomic orbitals.
Finally, a hybrid functional calculation using HSE06 is performed to correct

the PBE band gap. Without SOC, there is no band gap opened at the Fermi
level, and the Dirac cones are intact. With SOC, the band gap is enlarged to
roughly 20 meV in both ODB-h and ODB-z.

54



4. New 2D materials with novel properties

Beyond investigating the functionalization of 2D materials, the investigation
of new 2D materials is another important way to satisfy the requirement of
different applications. Many efforts have been paid to this topic, both in the
experiment and theory.
The crystal structural information is virtual importance in first-principles

based studies. However, limited by the experimental techniques [75, 76], it
is quite hard to get the atomic coordinates in a unit cell. For example, Wat-
son, Crick, and Wilkins got the Nobel Prize in 1962 for their prediction of the
structure of deoxyribonucleic acid (DNA). Many research interests have been
conducted to predict the possible structures. Many methods have been estab-
lished [77, 78, 79, 80, 81, 82, 83, 84, 85, 86]. The evolutionary algorithm is
one of the most efficient method in this field. In this part, based on the evolu-
tionary structure search, we predicted several new 2D materials with distinct
properties and interesting potential applications.

4.1 Highly tunable anisotropic Dirac cones in
PAI-graphene

Carbon is a special main group element. It has many different hybridization
forms. Based on that, carbon atoms can fabricate enormous allotropes, such as
diamond, graphite, graphene, graphyne, carbon nanotube, C60 [43, 44, 45, 46].
Among them, graphyne, as a class of newly synthesized 2D materials, has
attracted much research interest. But indeed, there are many 𝑠𝑝2, and 𝑠𝑝3

hybridization dominated graphene allotropes constructed with non-hexagonal
rings are lower in energy than graphyne, such as T-graphene[49], Haeckelite
sheets[166, 167], and SW-graphene[55]. These 2Dmaterials have quite differ-
ent properties from graphene, such as NPR[50, 168], anisotropic Dirac cones
[49, 53, 55], and high Li storage capacity[54]. Moreover, due to the low ener-
gies, they are likely to be realized in the future experiment.

4.1.1 Structure and stability
Based on density functional theory calculations and evolutionary structure search,
we generated thousands of 2D carbon allotropes and compared their energies.
The energies of these structures are shown in Fig. 4.1. Firstly, it is observed
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that graphene is the most stable structure in our calculation. Beyond graphene,
a structure, namely PAI-graphene with 24 atoms per primitive cell, has the
lowest energy, of only 144 meV/atom higher than graphene[53].

Figure 4.1. The energies of the structures discovered in our structure search. Repro-
duced with permission from Paper IV. Copyright ©2020 Elsevier.

As shown in Fig. 4.2, the optimized structure of the carbon allotrope is
constructed of 5-6-7 carbon rings. It can be divided into many carbon skeletons
of as-indacene, as indicated by the green blocks in Fig. 4.2. PAI-graphene has
24 atoms in one unit cell, showing Pbam (layer group No. 44) group symmetry.
The C-C bonds are different from graphene, and they vary from 1.392 Åto
1.468 Å.
The dynamic stability of PAI-graphene is proved from two aspects. One is

the phonon spectrum at 0 K: there are no imaginary modes, showing that it is
dynamically stable. The other aspect is the energy changes of the structure at
high temperature: we have performed ab initio molecular dynamics simula-
tions at 1500 K, showing that PAI-graphene is still stable at this temperature,
without any structural reconstruction.
For further application, an easy-achieved synthesis route is very important.

In the work, we have proposed a route for synthesizing the carbon allotrope:
by polymerizing as-indacenes, i.e., 2C12H8 → C24(PAI-graphene)+8H2. In
this reaction, energy of 71 meV/carbon atom is released.
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Figure 4.2. The optimized structure of PAI-graphene, with the unit cell illustrated by
red dashed lines. The lattice vectors are marked by orange vectors. Green blocks
are the units of the carbon skeleton. The lengths of the carbon bonds are illustrated
with different colors, and the relative values are given in the color bar, where Δ𝑟𝑖𝑗 =
𝑟𝑖𝑗 − 𝑟𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒, in which 𝑟𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒 is the bond length in graphene. Part of the first BZ
is also shown. Reproduced with permission from Paper IV. Copyright ©2020 Elsevier.

4.1.2 Electronic properties
We computed the electronic band structures and the density of states (DOS)
distribution, as shown in Figs. 4.3. From the HSE06 results in Figs. 4.3 (a)
and (b), it is observed that the VBM and CBM meet at one point at the Fermi
level, forming a distorted Dirac cone. TwoDirac cones are observed in the first
BZ, one is between Y and Γ, and the other one is between Y′ and Γ, as shown
in Fig. 4.3 (c). By linear fitting the band structure, we got the Fermi velocities
are up to 7.0 × 105 m/s, comparable to that of graphene, i.e., 1.01 × 106 m/s
(HSE) [59].
The origin of the Dirac cones is investigated by computing the atomic orbital

projected bands, as shown in Fig. 4.3 (d). It is observed that the two bands
are contributed by the p𝑧 atomic orbitals of two groups of carbon atoms. The
inversion feature is similar to that in many other 2D materials with distorted
Dirac cones [53, 55].
Moreover, a tight-binding (TB) model is proposed for describing the bands

near the Fermi level. The effective Hamiltonian is written as:

𝐻𝑇 𝐵 = ∑
⟨𝑖,𝑗⟩

𝑡𝑖𝑗𝑐+
𝑖 𝑐𝑗 + ℎ.𝑐., (4.1)

in which 𝑐+
𝑖 is the creation operator of a p𝑧 electron of the 𝑖𝑡ℎ atom. 𝑡𝑖𝑗 is the

hopping parameter between the electrons of the 𝑖𝑡ℎ atom and 𝑗𝑡ℎ atom. Only
the first nearest neighbor is considered, and 𝑡𝑖𝑗 is distance-dependent, written
as 𝑡𝑖𝑗 = 𝑡0𝑒𝑥𝑝(𝑞 × (1 − 𝑑𝑖𝑗/𝑑0)), where 𝑡0 = −2.7 eV, adjustment factor
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Figure 4.3. (a) The band structures and total DOS by HSE06 (in red), and the band
structures by TBmodel (in brown-green). (b) The highest valence band and the lowest
conduction band near the Dirac cone. (c) The contour plot the band gap in the first
BZ. (d) The fat bands near the Dirac cone. The contributions of different atoms are
plotted in correspondingly colored circles. Reproduced with permission from Paper
IV. Copyright ©2020 Elsevier.
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𝑞 = 2.8, and 𝑑0 = 1.5 Å. Hoping energies less than 0.1 eV is ignored. As
show in Fig. 4.3(a), the TB model fits the DFT result well.

4.1.3 Strain-induced electronic phase transition
Then we studied the strain-induced electronic band structure changes system-
atically. The strain in simulated by tuning the lattice parameters from (a1,
a2) to ((1+𝜏𝑥)a1, (1+𝜏𝑦)a2). As shown in Fig. 4.4, with strain in the range
−2% ≤ 𝜏𝑥, 𝜏𝑦 ≤ 10%, the potential energy (P.E.) changes continuously,
implying no structural phase transition. By applying different tensile strains,
PAI-graphene has three different electronic states, as shown in 4.4 (b): (1)
semi-metallic state with two Dirac points on the high symmetry path 𝑌 − Γ
and 𝑌 ′ − Γ (purple points); (2) semi-metallic state with two Dirac points on
𝑋 − Γ and 𝑋′ − Γ; (3) semiconducting state. The mechanism of this property
is discussed in detail in Paper IV.

Figure 4.4. (a) The contour plot of the potential energy (P.E.) under different strain.
The electronic feature of the strained structures are indicated by different colors. And
corresponding examples are shown in (b), including with Dirac cones along Y-Γ, along
X-Γ, and without Dirac cone. Reproduced with permission from Paper IV. Copyright
©2020 Elsevier.

The change in the Dirac points’ position is then studied systematically by
employing different uniaxial strains in the y-direction. The position change and
total energy change are shown in Fig. 4.5 (a). The tracked Dirac cone moves
from 0.35Y to Γ and then moves to 0.18X under strain from 0 to 𝜏𝑦 = 7%.
The energy changes continuously, showing that the electronic property change
is not induced by a structural phase transition. Importantly, near 𝜏𝑦 = 2.8%,
the positions of the Dirac cones change steeply, as shown in Fig. 4.5 (b). This
is an excellent property for applications as sensors.
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Figure 4.5. (a) The position of the Dirac cones (green) and the total energy of the sys-
tem (red) as a function of uniaxial strain in the y-direction. (b) The electronic bands
with Dirac cones near the Γ point. Reproduced with permission from Paper IV. Copy-
right ©2020 Elsevier.

4.2 Two-dimensional square-A2B (A=Cu, Ag, Au; B=S,
Se)

The 2D form of A2B (A=Cu, Ag, Au; B=S, Se) has become attractive to the
scientific community in recent times. For instance, 2D 𝛽-Cu2S sheet with a
hexagonal structure [169, 170] has been synthesized recently. Furthermore,
theoretical work by Guo et al. [171] predicts that 2D 𝛽-Cu2S is not the lowest
energy structure of 2D Cu2S, i.e., a new 2D structure 𝛿-Cu2S with superior
oxidation resistance has lower energy than 𝛽-Cu2S. Peng et al. have predicted
monolayer 𝛼-Ag2S, and further experiment work synthesized it [117, 172].
2D colloidal Cu2Se has been synthesized using the Langmuir-Blodgett method
[173]. However, a systematic structural prediction for the 2D form of A2B is
absent.
Negative Poisson’s ratio (NPR) is an unusual property in some materials:

with tensile strain in one direction, it expands in the perpendicular direction.
The materials with this property are named NPRmaterials or auxetic materials.
NPR has been realized in many 3D materials and used in many areas such as
medicine, clothing, and tough composites [113, 114, 115]. However, in 2D
materials, NPR is still a rare property [144].

4.2.1 Structure search and stability
In our structure search, we predicted thousands of structures and compared
their energies, as shown in Fig. 4.6 (a). The structures with their thicknesses
less than 3 Å have similar square geometries, s(I) and s(II) structures, as shown
in Fig. 4.6 (b) and (c), showing P4/nmm and P4212 group symmetry, respec-
tively. S(I) structures have Ag2S, Ag2Se, Au2S, and Au2Se, and s(II) struc-
tures have Cu2S and Cu2Se monolayers. In a unit cell of s(I/II) A2B, there
are four transition metal atoms sandwiched by two non-metal atoms. S(II)
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structures are like distorted s(I) structures, with larger thickness and smaller
lattice parameters, as listed in Table 4.1. The chemical bonds between A and
B atoms are analyzed by using the electron localization functions (ELFs) and
Bader charge analysis [174]. It is found that the electrons are mainly concen-
trated near B atoms, showing the nature of the ionic bond.

Figure 4.6. (a) The enthalpies of different low-energy allotropes with different thick-
nesses. The studied structure s-A2B is indicated by an orange hexagon. The energy of
s-A2B structures is set to zero. (b) and (c) show the geometries of two types of s-A2B.
The unit cells are shown by the red dashed rectangle. (d) The energy change in the
phase transition process from s(I)-Ag2S to monolayer 𝛼 − 𝐴𝑔2𝑆. (e) shows the first
BZ and high symmetry points used in the band structure computations. Reproduced
with permission from Paper III. Copyright ©2020 American Chemical Society.

Among the six low energy structures, s(II)-Cu2S and s(I)-Au2S were pre-
viously predicted by Guo et al. [171] and Wu et al. [175]. It should be noted
that s(I)-Ag2S is different from the reported 𝛼−Ag2S monolayer [117]. We
have computed the energy barrier between these two phases of Ag2S, and the
energy change in the transition process is shown in Fig. 4.6 (d). The energy
barrier is 124 meV/atom, suggesting that the transition between the two phases
is possible at a high temperature.
The cohesive energies have been computed by the following expression:

Δ𝐸 = 𝑛𝐴 × 𝐸𝐴 + 𝑛𝐵 × 𝐸𝐵 − 𝐸𝑡𝑜𝑡
𝑛𝐴 + 𝑛𝐵

, (4.2)

where E𝑡𝑜𝑡, E𝐴, and E𝐵 are the energy of the whole system, the plasma state of
A and B, respectively. The energetic stability is measured by comparing Δ𝐸
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Table 4.1. The structural type, the lattice constant (a), lattice thickness (h), distortion
angle (𝜃), formation energy (Δ𝐸), and the charge transfer (A to B) computed by Bader
charge analysis (Δ𝜌𝐴). Reproduced with permission from Paper III. Copyright ©2020
American Chemical Society.

Chemical formula Cu2S Cu2Se Ag2S Ag2Se Au2S Au2Se
Type II II I I I I
a(Å) 5.02 4.97 5.88 5.90 5.81 5.82
h(Å) 2.55 3.02 2.49 2.93 2.49 2.95
𝜃(∘) 12.54 14.22 0 0 0 0

Δ𝐸(eV/atom) 3.544 3.322 2.811 2.664 3.104 2.960
Δ𝜌𝐴(𝑒) 0.31 0.21 0.30 0.23 0.19 0.03

with synthesized 2D materials. As given in Table 4.1, the values of Δ𝐸 of
these 2DA2B structures are similar to the value of the synthesized 2Dmaterials
silicene (3.98 eV/atom) and stanene (2.74 eV/atom), implying good energetic
stabilities. To synthesize them, we suggest that the chemical vapor deposition
method[169, 176] can be a good candidate.
The dynamical and thermal stability of A2B monolayers are then consid-

ered. As shown in Fig. 4.7, all the phonon modes are above -0.1 Thz, and
no obvious imaginary frequencies are observed. Moreover, in the ab initio
molecular dynamics simulation, the energies are kept stable, and the structural
features are preserved. Both of the two above observations suggest that all the
six A2B 2D structures are dynamically and thermally stable. Moreover, all the
phonons are concentrated on the low energy parts, implying low lattice thermal
conductivities [177, 178].

4.2.2 Thermal and electronic properties
The lattice thermal conductivities can be computed by using the formula [179]:

𝜅𝛼𝛽 = 1
𝑆𝐻 ∑

𝜆
𝐶𝜆𝑣𝜆𝛼𝑣𝜆𝛽𝜏𝜆, (4.3)

where 𝜆 is the phonon mode index, 𝑆 is the area of the surface, H is the height
of the layer, considering the vdW radii [180]. 𝐶𝜆 demonstrates the thermal
capacity of the phonon mode 𝜆. 𝑣𝑙𝑎𝑚𝑏𝑑𝑎𝛼 demonstrates the component of the
group velocity of phonon mode 𝑙𝑎𝑚𝑏𝑑𝑎 in the 𝛼-direction. 𝜏𝑙𝑎𝑚𝑏𝑑𝑎 demon-
strates the relaxation time of mode 𝜆. By solving the Boltzmann transport
equation (BTE) with ShengBTE code [141, 142], we got 𝑘𝐿 of 2D A2B struc-
tures at different temperatures as shown in Fig. 4.7 (h).
The lattice thermal conductivities (𝜅𝐿) of the six structures are isotropic,

and the values in different temperatures are computed and shown in Fig. 4.7
(h). We compared the room-temperature lattice thermal conductivities of the
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Figure 4.7. (a)-(f) Phonon dispersion spectra of s(II)-Cu2S, s(I)-Ag2S, s(I)-Au2S,
s(II)-Cu2Se, s(I)-Ag2Se, and s(I)-Au2Se, respectively. (g) shows the potential energy
change of the six structures up to 10 ps at 1500K. (h) shows the lattice thermal conduc-
tivities of the six structures. Reproduced with permission from Paper III. Copyright
©2020 American Chemical Society.

six A2B monolayers with the reported 2D materials with low lattice thermal
conductivities such as 2D tellurium, and it is found that A2B monolayers have
lower 𝜅𝐿 [179, 181]. The low lattice thermal conductivities can be explained
by the large atomic masses and weak chemical bonding [182, 183].
The electronic properties of s-A2Bmonolayers are studied from two aspects,

i.e., electronic band structures and electronic transport properties. As shown
in Fig. 4.8, all six structures are direct-gap semiconductors with Conduction
Band Minimum (CBM) and Valence Band Maximum (VBM) situated at the
Γ points. The bandgaps calculated by using PBE and HSE06 functionals are
different, as seen in Table 4.2. We have studied the influence of the SOC effect
on the electronic band structures. For Cu and Ag systems, the SOC effect is
very weak and has a negligible influence on the electronic bandgaps. While
for Au systems, the SOC effect is strong and change the bandgap significantly.
Thus in the electronic properties calculations for the Au2B system, the SOC
effect should be taken into account. The VBM is mainly contributed by p𝑥,𝑦
orbitals of B atoms and d𝑥𝑦 orbitals of A atoms, and this is discussed in the
Supplemental material of Paper III.
Due to the degeneracy of theVBMof Cu2B andAg2B, there are two types of

holes. They have different effective masses in the x- and y-directions, namely
heavy holes (ℎℎ) and light holes (𝑙ℎ). We computed the carrier mobilities in
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the six structures with the deformation potential method [147, 184], which was
introduced in Part II.

Figure 4.8. (a)-(f) show the band structures of s(II)-Cu2S, s(I)-Ag2S, s(I)-Au2S, s(II)-
Cu2Se, s(I)-Ag2Se, and s(I)-Au2Se, respectively. The bands in red circles are obtained
by using HSE06 functional and taking the SOC effect into account. The bands in
blue are obtained by using PBE functional without the SOC effect. Reproduced with
permission from Paper III. Copyright ©2020 American Chemical Society.

The x-direction is set as the transport direction in the calculations. We com-
puted the related parameters as listed in Table 4.3. It is exciting to find that all
these structures have high carrier mobilities. The electron mobilities are from
2.93×103 𝑐𝑚2𝑉 −1𝑠−1 to 4.78×104 𝑐𝑚2𝑉 −1𝑠−1, which are much larger than
existing 2D materials such as black phosphorene (1.14 × 103 𝑐𝑚2𝑉 −1𝑠−1)
[185]. The hole mobilities of ℎℎ and 𝑙ℎ are significantly different. The mech-
anism of the difference is discussed in the SI of Paper III.

4.2.3 Mechanical properties and strain induced NPR
Wecomputed themechanical properties by using the energy-strainmethod[143,
144]. By applying different strain, we can get the elastic tensor by solving

𝑈 = 1
2𝐶11𝜏2

𝑥 + 1
2𝐶22𝜏2

𝑦 + 𝐶12𝜏𝑥𝜏𝑦 + 2𝐶66𝜏2
𝑥𝑦, (4.4)
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Table 4.2. The bandgaps (eV) of the six structures computed with different exchange-
correlation functionals with and without the SOC effect. Reproduced with permission
from Paper III. Copyright ©2020 American Chemical Society.

Structure Cu2S Cu2Se Ag2S Ag2Se Au2S Au2Se
PBE w.o. SOC 0.226 0.155 1.789 1.810 0.968 0.981
PBE w. SOC 0.173 0.151 1.708 1.771 0.617 0.689

HSE06 w.o. SOC 1.139 1.059 2.638 2.620 1.608 1.609
HSE06 w. SOC 1.091 1.036 2.554 2.601 1.201 1.284

Table 4.3. The parameters needed for computing the carrier mobilities, including the
deformation potential energy 𝐸1 (eV), the 2D elastic modulus 𝐶2𝐷 (N/m) and the ef-
fective mass𝑚∗ (𝑚𝑒). The calculated carrier mobilities (in 102 𝑐𝑚2𝑉 −1𝑠−1) are also
presented. Reproduced with permission from Paper III. Copyright ©2020 American
Chemical Society.

A2B Cu2S Ag2S Au2S
carrier 𝑒 ℎℎ 𝑙ℎ 𝑒 ℎℎ 𝑙ℎ 𝑒 ℎ
E1 2.41 1.83 -2.70 2.35 2.50 -5.32 1.95 -4.33
C2𝐷 33.7 23.3 31.6
𝑚∗ 0.10 3.73 0.11 0.18 2.67 0.18 0.08 0.12
𝜇 126 0.150 87.8 29.3 0.110 5.35 306 24.1

A2B Cu2Se Ag2Se Au2Se
carrier 𝑒 ℎℎ 𝑙ℎ 𝑒 ℎℎ 𝑙ℎ 𝑒 ℎ
E1 1.31 0.82 -2.76 1.97 1.93 -5.63 1.68 -3.11
C2𝐷 36.9 21.0 22.0
𝑚∗ 0.10 3.09 0.10 0.19 3.44 0.19 0.08 0.14
𝜇 478 1.21 95.1 33.3 0.100 4.08 234 25.8
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in which 𝑈 is the energy change, 𝜏𝑥𝑦 is the shear strain, 𝐶𝑛𝑛 are the elastic
modulus tensors. By fitting the curves of 𝑈(𝜏𝑥, 𝜏𝑦, 𝜏𝑥𝑦), we got all the tensor
components listed in Table 4.4.

Table 4.4. The stiffness tensor components (N/m) of the six structures. Reproduced
with permission from Paper III. Copyright ©2020 American Chemical Society.

Structure Cu2S Cu2Se Ag2S Ag2Se Au2S Au2Se
C11 33.7 36.9 23.3 21.0 31.6 22.0
C12 2.7 7.6 3.1 3.1 10.1 8.0
C22 33.7 36.9 23.3 21.0 31.6 22.0
C66 19.4 17.3 10.7 10.7 15.2 13.9

Figure 4.9. The direction-dependent in-plane Young’s moduli (a) and Poisson’s ratios
(b) of s-A2B structures. The central part of the Poisson’s ratios diagram is enlarged and
shown in (c). Reproduced with permission from Paper III. Copyright ©2020 American
Chemical Society.

We computed the Young’s moduli and Poisson’s ratios by

𝐸2𝐷(𝜃) = 𝐶11𝐶22 − 𝐶2
12

𝐶11 sin
4 𝜃 + 𝐶22 cos4 𝜃 + (𝐶11𝐶22−𝐶2

12
𝐶66

− 2𝐶12) cos2 𝜃 sin2 𝜃
,

(4.5)
and

𝜗(𝜃) = −
(𝐶11 + 𝐶22 − 𝐶11𝐶22−𝐶2

12
𝐶66

) cos2 𝜃 sin2 𝜃 − 𝐶12 (cos4 𝜃 + sin4 𝜃)

𝐶11 sin
4 𝜃 + 𝐶22 cos4 𝜃 + (𝐶11𝐶22−𝐶2

12
𝐶66

− 2𝐶12) cos2 𝜃 sin2 𝜃
,

(4.6)
[145, 146], respectively. In these formulae, 𝜃 is the direction angle, and the
x-direction is set as 𝜃 = 0. The polar diagrams are shown in Fig. 4.9. The
Young’s moduli of all the six structures are smaller than 40 N/m. In compari-
son, the 2D Young’s modulus of graphene is 335 N/m [186]. The low Young’s
moduli show that 2D A2B structures are extraordinarily flexible. Five of the
pristine A2B structures show positive Poisson’s ratio, while s(II)-Cu2S show
negative Poisson’s ratio along 𝜃 = 45 × 𝑛(𝑛 = 1, 2, 3, 4) directions.
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With strain, the mechanical properties may change. In this work, we com-
puted the change of the Poisson’s ratios as a function of the external uniax-
ial strain. As shown in Fig. 4.10, we computed the mechanical response of
A2B monolayers under the uniaxial strain. It is found that by applying strain
along the [110]-direction, the out-of-plane Poisson’s ratios are approximately
unchanged, while the in-plane Poisson’s ratios change significantly. Notably,
most of these materials can be tuned to have negative Poisson’s ratios. In par-
ticular, the Poisson’s ratio of Cu2S can be tuned to -1.68 with proper strain,
much larger than the reported 2D in-plane NPRs.

Figure 4.10. (a) and (b) show the in-plane and out-of-plane mechanical response under
strain along the [110]-direction. (c) shows the Poisson’s ratios under different strains.
(d) contains potential energy curves under different strains. (e) shows the structures of
s(II)-Cu2S under different strain. (f) and (g) show the change of 𝛼 and 𝛽 under strain.
(f) is the change of 𝛼 in s(II)-Cu2S and s(II)-Cu2Se, and (g) is the change of both 𝛼
and 𝛽 in s(II)-Cu2S. Reproduced with permission from Paper III. Copyright ©2020
American Chemical Society.

Moreover, by checking the energy, we proved that the unusual large negative
Poisson’s ratio does not arise from the structural phase transition. Indeed, there
is no energy barrier between the s(II)-phase and s(I)-phase of Cu2S, Cu2Se,
Ag2S, Ag2Se, and Au2S. This observation is an important starting point of the
following work.
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4.3 Structural phase transition in single-layer gold(I)
telluride

In recent years, a class of new 2D materials, transition metal dichalcogenides
have been studied extensively[67, 68, 69, 70]. Different from graphene, 2D
transition metal dichalcogenides have numerous polymorphs, including the
insulating phase, the metallic phase, and the phase of topological insulator
(TI)[187, 102]. Among these, 1H and 1T′ MoTe2 are quite extraordinary:
the geometries and energies of these two phases are quite close, which makes
the phase transition possible. Recent researches have revealed that the struc-
tural phase transition between the two phases can be driven by thermal means
[109, 110], electrostatic doping[101], electrostatic gating [111, 105, 112], and
photoexcitation [188]. Because of this feature, 1H and 1T′ MoTe2 are promis-
ing materials for potential applications in electronic switches, electronic oscil-
lators, memristive devices, thermal sensors, and chemical sensors [102, 189,
104, 105, 188]. These aspects have attracted more research interest in other
phase transition materials (PTMs) with different electronic states.
In the previous chapter, we discussed the 2D forms of A2B (A=Cu, Ag,

Au; B=S, Se) structures. There are two structural forms, i.e., s(I) and s(II).
With uniaxial strain, for Cu2S, Cu2Se, Ag2S, and Ag2Se, the distortion of
s(II) structure will decline, and the structure will become a s(I)-like structure.
However, due to the absence of energy barriers in this process, the induced s(I)-
like structure will automatically turn back to s(II) form, which makes them not
suitable for application as PTMs. For Au2Se, both s(I) and s(II) phases are
stable. There is an energy barrier between the two phases. However, since
the energy barrier is quite small and the energy of compressed s(I)-Au2Se has
lower energy than s(II)-Au2Se, it is also not suitable for application as a PTM.
But this inspired us to study other A2B structures for searching PTMs.

4.3.1 Structure search and stability
We have performed an evolutionary structure search for the 2D forms of A2Te.
Interestingly, in our computation, the lowest energy structure of Au2Te is found
to be in the s(II) form. Naturally, we studied the possibility of 2D Au2Te as a
PTM by computing the stability of s(I)-Au2Te and the energy barrier between
the two phases.
The fully relaxed s(II) and s(I) structures are shown in Fig. 4.11 (a). In

comparison, after being fully relaxed, s(I)-Cu2S and s(I)-Cu2S will go back to
s(II) form. The structural and energetic data are listed in Table 4.5. Notably,
s(I) phase Au2Te has a larger lattice parameter than s(II) phase, which makes
it possible to get s(I)-Au2Te by applying tensile strain to s(II) Au2Te.
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Figure 4.11. (a) The geometries of the two phases of s-Au2Te. The unit cells are in the
green and brown dashed rectangle. The high symmetric path used in calculating the
band structures is shown as the black dashed rectangle. (b) shows the contour plots
of the ELFs of the two structures, slices along the black dashed lines in (a). (c) are
the two phonon spectra of the two s-Au2Te structures. (d) is the energy change of the
structure at room temperature up to 15 ps. Reproduced from Paper V.

Table 4.5. The lattice constants 𝑎𝑥 and 𝑎[𝑑] (Å), the lattice thickness h (Å), the dis-
tortion angle 𝜃 (∘), the formation energyΔ𝐸 (eV/atom), and the stiffness tensors 𝐶𝑚𝑛
(N/m) of s-Au2Te. Reproduced from Paper V.

Phase a𝑥 a𝑑 h 𝜃 Δ𝐸 C11 C12 C66
s(I) 5.85 8.27 3.44 0 -2.893 23.460 5.953 12.301
s(II) 5.61 7.93 3.55 15.28 -2.897 34.798 19.006 14.199
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The energetic stability is measured by the formation energy as

Δ𝐸 =
𝐸𝐴𝑢2𝑇 𝑒 − (𝑛𝐴𝑢 × 𝐸𝐴𝑢 + 𝑛𝑇 𝑒 × 𝐸𝑇 𝑒)

𝑛𝐴𝑢 + 𝑛𝑇 𝑒
, (4.7)

where E𝐴𝑢2𝑇 𝑒 is the energy ofmonolayer Au2Te. E𝐴𝑢 and E𝑇 𝑒 are the energies
of Au and Te atoms in plasma states. The values of s(I)- and s(II)-Au2Te are
comparable to that of germanene and stanene, i.e., -3.26 eV/atom and -2.74
eV/atom, respectively [190].
The dynamical and thermal stability of s(I/II)-Au2Te is confirmed by their

phonon spectra and the BOMD results. As shown in Fig. 4.11(c), there are no
or only tiny imaginary frequencies in the phonon spectra. From the BOMD
simulation results, as shown in Fig. 4.11(d), it is found that in 300 K, the
energies of the two structures are both kept stable. Both of the two above ob-
servations show that s(I/II)-Au2Te are dynamically and thermally stable. The
mechanical stabilities are proved by the Born-Huang criteria: C11, C22, and
C66>0, and |𝐶11 + 𝐶22| > |2𝐶12|, in which C𝑛𝑛 are the elastic tensor compo-
nents of s(I/II)-Au2Te as listed in Table 4.5.

4.3.2 Structural phase transition
The structural phase transition between the two phases is studied. By apply-
ing uniaxial strain along the [110]-direction on s(II)-Au2Te, we can spread the
distorted structure and transfer it to s(I) phase, as shown in Fig. 4.12. The
transition occurs when a𝑑=8.4 Åwithout considering the temperature. More-
over, the energy barrier is about 19 meV/atom. If we consider temperature, the
phase transition may happen by applying a smaller tensile strain.
On the other hand, in the phase transition from s(I) to s(II) phase, the lattice

parameter is decreased. Compared with tensile strain, applying compressing
strain on 2D materials is quite hard, and thus we need other methods to induce
the phase transition. Since s(I) phase has higher energy than s(II) phase, by
heating and annealing s(I)-Au2Te, we may get the lowest energy structure,
i.e., s(II) phase. We computed the energy barrier in the phase transition by
employing variable cell nudged elastic (VC-NEB)[191]. The energy barrier
is about 7.8 meV/atom, suggests that the phase transition can be induced by a
small thermal perturbation.
In the work, we have also investigated the electric field effect on the phase

transition. The energy difference between the two phases is varying in different
electric fields, as shown in Fig. 4.12(b). With an electric field of above 0.78
eV/Å, the s(I) phase has lower energy than the s(II) phase. Thus, with the
assistant of heat, an electric field induced phase transition may be achieved.
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Figure 4.12. (a) The energy of s(I)- and s(II)-Au2Te, with respect to the lattice pa-
rameter 𝑎𝑑. The two local minimums are the energies of the fully optimized s-Au2Te
structures. (b) The energy change of the two phases as a function of the external elec-
tric field. The energy difference between the two phases is plotted in black points and
lines. Reproduced from Paper V.

4.3.3 Electronic and mechanical properties
As PTMs, distinguishable electronic and mechanical properties of the two
phases are important. The electronic properties of 2D s(I)-Au2Te is studied
by computing its electronic band structures and carrier mobilities. As shown
in Fig. 4.13 (a), s(I)-Au2Te is a direct-gap semiconductor, similar to other s-
A2B structures in previous chapter. The band gaps with and without SOC are
1.470 eV and 1.252 eV, respectively.

Figure 4.13. (a) and (b) are the band structures of s(I)- and s(II)-Au2Te, respectively.
(c) is the enlarged bands near the Γ point. The blue and red lines are the bands without
and with the SOC effect, respectively. Reproduced from Paper V.

The carrier mobilities are computed by employing the deformation potential
method discussed in Part II [147, 184]. At 300 K, the electron mobility is
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3.45 × 104𝑐𝑚2/(𝑉 𝑠), and the hole mobility is 6.466 × 103𝑐𝑚2/(𝑉 𝑠). Both
of the values are much larger than that of 1-H MoS2 and black phosphorus
[185, 192, 193], promising applications in 2D devices.
The electronic properties of s(I)-Au2Te are studied start from computing the

electronic band structures, as shown in Figs. 4.13 (b) and (c). Without SOC,
there is a direct band-gap of 68 meV at Γ point. While with SOC, the band-gap
is decreased t 28 meV. To investigate how the SOC effect narrows the band-
gap, we performed a series of calculations with different SOC strengths. The
band-gap as a function of SOC strength (𝜆𝑆𝑂𝐶) is shown in Fig. 4.14. It is
found that from 𝜆𝑆𝑂𝐶 = 0 to 𝜆𝑆𝑂𝐶 = 0.7, the band-gap decreases to zero.
For 𝜆𝑆𝑂𝐶 > 0.7, the band-gap is always increasing. This implies a band inver-
sion happened in s(II)-Au2Te, which induces a nontrivial topological property.
Then we confirmed that it is a topological insulator by theWannier charge cen-
ter changes, which is discussed in detail in Paper V.

Figure 4.14. The band-gap of s(II)-Au2Te as a function of SOC strength. Reproduced
from Paper V.

Themechanical properties are investigated by computing the Poisson’s ratio
and Young’s modulus, as shown in Fig. 4.15(a) and (b). Pristine s(I/II)-Au2Te
structures have positive Poisson’s ratios and ultra-small in-plane Young’s mod-
uli, similar to other A2B structures. In all the directions, the Poisson’s ratios
of s(I) phase are always smaller than those of the s(II) phase.
Strain-induced large in-plane negative Poisson’s ratios are observed in most

other A2B monolayers in the previous chapter. Naturally, we investigated the
mechanical response of s-Au2Te by applying uniaxial strain along the [110]-
direction. As shown in Fig. 4.15 (c) and (d), s(I)-Au2Te show in-plane NPR
and out-of-plane positive Poisson’s ratio under strain larger than 2%, while
s(II)-Au2Te always shown positive Poisson’s ratios in both in-plane and out-
of-plane directions.
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Figure 4.15. The direction-dependent in-plane (a) Young’s moduli and (b) Poisson’s
ratios of s-Au2Te. (c) and (d) are the in-plane and out-of-plane mechanical response of
s(I)- and s(II)-Au2Te under strain along the [110]-direction. Reproduced from Paper
V.
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5. Interface between 2D materials and
substrates

For most of the applications of 2Dmaterials, proper substrates are needed. The
2D material may interact strongly with the substrate and show quite different
properties from the free-standing case. On the other hand, the 2D materials
may change the properties of substrates as well. Thus, investigating the inter-
action between 2D materials and the substrates is important for understanding
the properties of the heterostructures.
Damping-like spin-orbit torques (SOTs) can realize the controlling of mag-

netization with spin-polarized currents at a low-energy cost and has enormous
applications in spintronic devices [194, 195, 196]. Unlike spin-transfer torque
(STT), the origin of the SOT is not the spin-polarized charge transfer but the
angular momentum transfer. Compared to spin-polarized charge transfer, the
momentum transfer costs much lower energy. In SOTs, the spin-polarized cur-
rents are usually generated by the spin Hall effect or Rashba-Edelstein effect,
originally from the spin-orbit coupling. Since strong spin-orbit coupling is
always found in heavy atoms, most SOTs are achieved in heavy metals. How-
ever, it is hard to control the thickness of heavy metals since they tend to be-
come bulk structures. To overcome this problem, 2D-TMDs on ferromagnets
were proposed to provide strong spin-orbital coupling [197, 198].

5.1 Monolayer 1T-tantalum-disulfide on NiFe (Py)
ferromagnetic layer

Freestanding monolayer 1T-TaS2 shows charge density wave (CDW) struc-
ture. However, the energy difference between the CDW state and the undis-
torted 1T phase (as shown in Fig. 5.1 (a)) is not so large, which indicates
that it can be easily destroyed by interface interaction. In the work, we studied
structural, electronic, andmagnetic properties of monolayer TaS2 on NiFe (Py)
substrate to discuss the origin of the strong SOC effect in the 2D TaS2 based
large damping-like spin-orbital torque [199].
The optimized geometry structure of 2D 1T-TaS2 is shown in Fig. 5.1 (a).

There are three atomic layers: a Ta atomic layer is sandwiched by two S layers.
The band structure of 2D 1T-TaS2 with and without SOC is shown in Fig. 5.1
(b). It always shows metallic feature. With SOC effect, there are significant
band splittings near the Γ point, i.e., the degeneracy of d𝑥𝑧 and d𝑦𝑧 bands are
broken.
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The heterostructure is constructed by a 1 × 3 TaS2 supercell and a 1 × 5 Py
supercell, in which the mismatch is less than 5.1%. We set the lattice parameter
of Py to be 3.54 Å, according to the reported data of Py thin films. The Py
substrate is simulated by a five-atomic-layer slab, in which the two bottom
layers are fixed. To simulate the low symmetry of alloy, we generated the
structure with evolutionary algorithm using USPEX code. The optimized TaS2
structure as shown in Fig. 5.1 (c) is quite different from the free-standing case.
It is found that the bottom S atoms are chemically bonded with the substrate,
and the strong interaction deformed the lattice structure of TaS2. The resulting
structure is similar to the 1T′ phase ofMoS2, the distances between two nearest
Ta atoms become different.
In TaS2/Py heterostructure, the degeneracy near Γ point is already lifted

due to the breaking of symmetry from the structural distortion and magnetism.
Moreover, we plotted the projected density of states (DOS) with and without
Py substrate. In pristine 1T-TaS2, the states near the Fermi level are mainly
contributed by the 𝑑𝑥𝑦, 𝑑2 , and 𝑑𝑥𝑧 orbitals of Ta, and these orbitals are in-
fluenced strongly by the spin orbital couplings. In the heterostructure, in the
vicinity of the Fermi level, the 𝑑𝑧2 orbitals of Ta are prominent for both spin
channels. A hybridization is found between the 𝑑𝑧2 atomic orbitals of Ta and
Ni atoms.
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Figure 5.1. (a) The primary cell of the pristine 1T-TaS2, and its first BZ shown in the
black hexagon. (b) The electronic band structure and atomic orbital projected bands
of 1T-TaS2. (c) The structure of the heterostructure and its first BZ. (d) The 𝑑 atomic
orbital projected density of states of pristine 1T-TaS2 and the TaS2/Py heterostructure.
Reproduced with permission from Paper VI. Copyright ©2020 American Chemical
Society.
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Part III:
Final Summaries & Remarks





6. Summary and outlook

In this thesis, a theoretical study employing the DFT framework is conducted
on the two-dimensional materials on their electronic, magnetic, mechanical,
and thermal properties. The thesis is mainly constructed in five chapters, and
a overall diagram is presented as Fig. 6.1.
In the first chapter, the background of 2D materials is introduced, and the

importance and motivations of related studies are presented. In the second
chapter, the density functional theory and approximations are first described,
including Hohenberg-Kohn theorems, Kohn-Sham formalism, local density
approximation, generalized gradient approximation, and pseudopotential. Then
we introduced the mechanism of evolutionary structure search and the detailed
method to compute the thermal conductivities, mechanical properties, and car-
rier mobilities of 2D materials.

Figure 6.1. Overview of the topics and outlooks in this thesis.

In the third chapter, I discussed the effect of chemical adsorption on the
properties of 2D materials, including two systems. The first system is transi-
tion metal clusters on graphene with defects. In this study, the self-assembly
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processes of 3d transition metal (Cr, Mn, Fe) hexamers are simulated. In 300
K, the isolated transition metal atoms or clusters can move fast on pristine
graphene and stuck at defect sites. Starting from the optimization of BOMD re-
sulting structures, the ground state and metastable structures are studied, find-
ing that Fe hexamers on defect graphene are ferromagnetic, while Cr and Mn
hexamers show ferrimagnetic structures, in good agreement with the experi-
ment. The magnetic anisotropy energy of the structures reveals that Cr@DV-
Gr and Fe@DV-Gr have quite small magnetic anisotropy energy.
Further calculations show that the external electric field can tune the mag-

netic anisotropy energy and switch the easy axes. Finally, this property comes
from the 𝑑𝑧2 and 𝑑𝑦𝑧 orbitals of trapped atoms, whose electric properties were
affected by the external electric field-induced electron density reconstruction.
Moreover, the magnetic property makes Cr@DV-Gr and Fe@DV-Gr promis-
ing materials for electric-assisted magnetic recording. The second system is
the oxidized forms of two type dumbbell silicene. The two ODB structures
are proven stable from both the energetic aspect and the dynamics aspect. The
electronic band structures are calculated, showing that both ODB-h and ODB-
z are semimetals with high Fermi velocities. Moreover, the Dirac points are
reproduced by simple TB models using only 𝑝𝑥, 𝑝𝑦 orbitals of oxygen atoms.
The functionalization introduced new properties that make the two materials
promising for high-density magnetic recording and quantum computing.
In the fourth chapter, three works have been introduced. We predicted three

types of 2D materials with different chemical composites and novel properties
based on the evolutionary structure search in the three works. The first dis-
cussed work is about a new allotrope of graphene, PAI-graphene. It is energet-
ically close to graphene and favored than most other 2D carbon allotropes, in-
cluding many synthesized structures. PAI-graphene is a semimetal with highly
distorted Dirac cones. With tensile strain, the Dirac cone can move in different
Direction lines. Furthermore, with proper strain, the Dirac cone can vanish.
The second work is about the 2D forms of A2B (A=Cu, Ag, Au; B=S, Se).

The energetically favored structures are square-A2B structure and its distorted
form. The ground state structures are all direct-gap semiconductors with supe-
rior carrier conductivity and low lattice thermal conductivity. Moreover, it is
found that most of these materials have unusual negative Poisson’s ratios. The
third work is about the two-dimensional forms of Au2Te. We discussed the low
energy structures of Au2Te, i.e., s(I) and s(II), and investigated the structural
phase transfer mechanism. Since s(I)-Au2Te are a direct-gap semiconductor,
and s(II)-Au2Te is a topological insulator, the structural phase transition is ac-
companied by an apparent electronic property change.
The fifth chapter is about an experimental work, in which we studied the

structural, electronic, and magnetic properties of 1T-TaS2 on the alloy of Ni
and Fe. Due to the interface effect, a significant distortion of 1T-TaS2 is ob-
served, which is quite similar to the 1T′ phase of MoS2. Furthermore, detailed
electronic properties are also discussed. A strong hybridization between the
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𝑑𝑧2 atomic orbitals of Ta and Ni atoms has been found, which may enhance
the SOC effect in Py and induce the large damping-like spin-orbit torque.
Though many 2D ferromagnetic materials have been synthesized or pre-

dicted, the Curie temperatures are often quite low. For example, the most
studied 2D ferromagnetic material with the out-of-plane magnetic axis, mono-
layer CrI3 shows ferromagnetic properties under 45 K [200]. The low Curie
temperature has dramatically hindered the application of 2D materials in low-
dimensional spintronic devices.
Renewable energy materials, including solar cells, catalysts, batteries, and

thermoelectric materials, are required when the global warming is becoming
a severe threat. 2D materials, due to the large specific surface area and many
other novel properties, may have promising applications in these fields.
In the future, I would like to continue the research in 2D materials, possibly

do some studies in 2D magnetic materials and renewable energy materials.
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7. Svensk sammanfatting

I denna avhandling genomförs en teoretisk studie som använderDFT-ramverket
på tvådimensionella material med avseende på deras elektroniska, magnetiska,
mekaniska och termiska egenskaper. Avhandlingen är huvudsakligen upp-
byggd i fem kapitel och ett övergripande diagram presenteras som Figur 7.1.
I det första kapitlet introduceras bakgrunden till 2D-material och betydelsen

ochmotivationen för relaterade studier presenteras. I det andra kapitlet beskrivs
först densitetsfunktionsteorin och approximationer, inkluderande Hohenberg-
Kohn-teoremet, Kohn-Sham-formalism, den lokala densitetsuppskattningen,
den generaliserade gradientuppskattningen och pseudopotential. Sedan intro-
ducerade vi mekanismen för evolutionär struktursökning och den detaljerade
metoden för att beräkna värmeledningsförmåga, mekaniska egenskaper och
mobiliteter av laddningsbärare för 2D-material.

Figure 7.1. Översikt över ämnen och utsikter i denna avhandling.

I det tredje kapitlet diskuterade jag effekten av kemisk adsorption på egen-
skaperna hos 2D-material, inklusive två system. Det första systemet är övergångsmet-
allkluster på grafen med defekter. I denna studie simuleras självtillväxtpro-
cesserna för 3d-övergångsmetall (Cr, Mn, Fe) hexamerer. Vid 300 K kan de
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isolerade övergångsmetallatomerna eller klusterna röra sig snabbt på pristin
grafen och fastna vid defektställen. Med utgångspunkt från optimeringen av
BOMD-producerade strukturer studeras grundtillståndet ochmetastabila struk-
turer och vi finner att Fe-hexamerer på defektgrafen är ferromagnetiska, medan
Cr- och Mn-hexamerer visar ferrimagnetiska strukturer, i god överensstäm-
melse med experimentet. Strukturernas magnetiska anisotropienergi avslöjar
att Cr@DV-Gr och Fe@DV-Gr har ganska liten magnetisk anisotropenergi.
Ytterligare beräkningar visar att ett externt elektriskt fält kan ställa in den

magnetiska anisotropienergin och växla de enkla axlarna. Slutligen kommer
den här egenskapen från 𝑑𝑧2 och 𝑑𝑦𝑧 orbitaler av infångade atomer, vars elek-
triska egenskaper påverkades av den externa elektriska fältinducerade elek-
trontäthetsrekonstruktionen. Dessutom gör denmagnetiska egenskapenCr@DV-
Gr och Fe@DV-Gr lovande material för elektrisk assisterad magnetisk inspel-
ning. Det andra systemet är två oxiderade former av hantel silicen (ODB).
De två ODB-strukturerna har visat sig vara stabila ur både den energetiska
och dynamiska aspekten. De elektroniska bandstrukturerna beräknas, vilket
visar att både ODB-h och ODB-z är halvmetaller med höga Fermi-hastigheter.
Dessutom reproduceras Dirac-punkterna av enkla TB-modeller som endast an-
vänder 𝑝𝑥, 𝑝𝑦 orbitaler av syreatomer. Funktionaliseringen introducerade nya
egenskaper som gör de två materialen lovande för magnetisk inspelning och
kvantdatorer.
I det fjärde kapitlet har tre projekt introducerats. Vi förutspådde tre typer

av 2D-material med olika kemiska samansättning och nya egenskaper baserat
på den evolutionära struktursökningen i de tre verken. Det första diskuterade
projektet handlar om en ny allotrop av grafen, PAI-grafen. Det är energiskt
nära grafen och gynnat än de flesta andra 2D-kol-allotroper, inklusive många
syntetiserade strukturer. PAI-grafen är en halvmetall med mycket förvrängda
Dirac-koner. Med dragspänning kan Dirac-konen röra sig i olika riktningslin-
jer. Dessutom, med rätt belastning, kan Dirac-konen försvinna.
Det andra projektet handlar om 2D-formerna av A2B (A = Cu, Ag, Au; B =

S, Se). De energiskt gynnade strukturerna är square-A2B strukturen och dess
förvrängda form. Grundtillståndsstrukturerna är alla halvledare med direkta
gap med överlägsen strömledningsförmåga och låg värmeledningsförmåga.
Dessutom har det visat sig att de flesta av dessa material har ovanliga negativa
Poissons förhållanden. Det tredje projektet handlar om tvådimensionella for-
mer av Au2Te. Vi diskuterade strukturerna med låg energi för Au2Te, dvs s(I)
och s(II), och undersökte den strukturella fasöverföringsmekanismen. Efter-
som s(I)-Au2Te är en halvledare med direkt gap, och s(II)-Au2Te är en topol-
ogisk isolator åtföljs strukturfasövergången av en uppenbar elektronisk egen-
skapsförändring.
Det femte kapitlet handlar om ett experimentellt projekt där vi studerade

de strukturella, elektroniska och magnetiska egenskaperna av 1-TaS2 på leg-
eringen av Ni och Fe. På grund av gränsskiktseffekten observeras en sig-
nifikant förvrängning av 1T-TaS2, vilken är ganska likt 1T′ fasen av MoS2.
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Dessutom diskuteras detaljerade elektroniska egenskaper. En stark hybridis-
ering mellan 𝑑𝑧2 atomorbitaler av Ta- och Ni-atomer har hittats, vilken kan
öka SOC-effekten i Py och inducera det stora dämpningsliknande spinn-ban
rörelsemängdsmomentet. Även om många 2D-ferromagnetiska material har
syntetiserats eller förutsagts, är Curie-temperaturerna ofta ganska låga. Till
exempel, det mycket studerade 2D ferromagnetiska materialet CrI3 med en
magnetisk axel vinkelrät på planet visar ferromagnetiska egenskaper för tem-
peraturer lägre än 45K [198]. Den låga Curie-temperaturen har dramatiskt
hindrat tillämpningen av 2D-material i lågdimensionella spintroniska enheter.
Förnybara energimaterial, inklusive solceller, katalysatorer, batterier och

termo-elektriska material, krävs när den globala uppvärmningen blir ett all-
varligt hot. 2D-material, på grund av den stora specifika ytan och många andra
nya egenskaper, kan ha lovande tillämpningar inom dessa områden.
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