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Abstract

Software systems are deeply involved in diverse human activities as everyone uses a variety of software systems on a daily basis. It is essential to guarantee that software systems all work correctly. Two popular methods for finding failures of software systems are testing and model checking. Various efficient testing and model checking approaches are satisfiability-based, where the core of the approaches is Satisfiability Modulo Theories (SMT) solvers for solving the path feasibility and/or reachability problems. The significant growth of string manipulating programs in modern programming languages, including Python and JavaScript, demands SMT solvers being capable of analysing string constraints. This thesis proposes two frameworks for checking the satisfiability of extensive classes of string constraints, discovers a new decidable fragment of string constraints, and introduces efficient solvers for solving string constraints.

The first framework for checking the satisfiability of string constraints is based on Counter-Example Guided Abstract Refinement (Cegar) procedure, and applicable to diverse classes of string constraints. It is worth mentioning that the framework is the first one ever that can support both context-free membership and transducer constraints. The framework has two components: under-approximation and over-approximation. The under-approximation uses flat automata to restrict the search for a solution to only strings generated by a flat automaton. The over-approximation abstracts the input constraints and produces a counter-example of the abstraction. In the second framework for checking the satisfiability string constraints, the under-approximation uses parametric flat automata to restrict the domain of variables, thus allows better performance. Furthermore, the second framework is capable of solving string-number conversion constraints. It is a crucial characteristic since string-number conversion is a part of the definition of core semantics in numerous program languages such as Python and JavaScript.

The thesis introduces a new decidable fragment of string constraints, called weakly-chaining. This fragment pushes the borders of decidability of string constraints by generalising the existing straight-line as well as the acyclic fragment of the string logic. The new decidable fragment is empirically useful as it helps string solvers guarantee termination in many more cases since the solvers do not provide any guarantee of termination to handle string constraints in general.

The thesis also presents three efficient solvers for solving string constraints, called Trau, Trau+, and Z3-Trau. Trau uses the first framework presented above and is capable of solving a large class of constraints including transducer and context-free grammar. Trau+ is a later version of Trau and implemented the decision procedure of the weakly-chaining fragment in the over-approximation. Z3-Trau follows the second framework above and uses parametric flat automata for under-approximating the domain of variables. These three string solvers are evaluated on not only existing but also newly generated benchmarks. Evaluation results show that the solvers significantly outperform other state-of-the-art string solvers.
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1. Introduction

In this chapter, we present the background of the thesis and the motivation behind it. First, we explain the importance of controlling the quality of software systems. In order to do this, developers often use two techniques: testing and model checking. An overview of these two techniques is mentioned before we give a summary of the satisfiability-based approach, which is in the center of various efficient testing and model checking tools. Afterward, we focus on the satisfiability problem of string constraints as the analysis of string constraints is a necessary component of any Satisfiability Modulo Theories (SMT) solvers. Finally, we present our results and challenges in solving the satisfiability problem for the analysis of string constraints.

1.1 Background

Software systems are deeply involved in diverse human activities as everyone uses a variety of software systems on a daily basis. From very basic devices such as a digital watch to handy innovations in cell phones, none of these machines could function without software. Some tasks controlled by software systems are even too complex and risky for humans. For instance, manually controlling nuclear power plants, and rail-way systems are too dangerous and complicated, thus using software for automatic control is safer and more convenient. It is essential to guarantee that software systems work correctly. Any failure costs us time, labor, money, or even somebody’s life.

Guaranteeing software systems working correctly is not an easy task since it is nearly impossible to find and keep track of all scenarios and executions in the systems. First, software systems usually perform a large number of diverse functions which can interact with each other in complex and subtle ways. Therefore, the number of scenarios in each software system is huge, or infinite in many cases. Second, because most software systems manipulate unbounded data structures, e.g. array or string structures, when the systems interact with users, or databases, the number of states in the systems can be also extremely large. As a consequence, there is a large demand for efficient methods for finding failures of software systems.

Two popular methods for finding failures of software systems, which are testing and model checking, are explored in Section 1.1.1. In Section 1.1.2 we present the satisfiability-based approach as the common ground of testing and model checking methods in finding failures.
1.1.1 Testing and Model Checking

**Testing**

*Testing* [17] is a widely-used technique to detect bugs in software systems. The technique is used in many areas such as detecting errors in software front-end, back-end, network communication protocols, and hardware circuits [34]. Each phase of software development requires a different type of tests. For example, in early stages, unit testing is for small and particular functions. When software systems are large, integration and end-to-end testing are used to guarantee that sub-components of the systems can work together. Testing typically consumes at least 40%-50% of development effort of the software [74, 60]. The time dedicated to testing is more significant for systems that require higher levels of reliability. Therefore, testing is a significant part of the software development process.

Figure 1.1 presents a basic form of testing. Inputs of testing consist of a software system to be tested, and test cases. A test case specifies the conditions under which the software under test will run. It specifies also the expected results. Test cases can be constructed either manually or automatically by techniques such as *symbolic execution* [51]. The number of test cases used in testing varies with systems but is often large in practice due to the system complexity. Given a system and test cases, a testing phase includes two steps: executing the system with all test cases, then checking output results. If the result of a test case does not match its expected output, the software system is declared to be buggy. Otherwise, if all output results match the expected outputs, the software is declared to be safe.

The main disadvantage of testing is its incompleteness due to the difficulty of covering all behaviors/ states of software systems. On one hand, the number of test cases can be significantly large or infinite. Hence, generating all the test cases that are needed to cover all the behaviors of the software is a challenging task, or even impossible. On the other hand, when a system requires user interactions, testing needs to take into account the sequence of user actions.
As a result, testing can hardly explore all possible executions of a software (and this sometimes leads to "code coverage" issue)

Code coverage is the degree to which the source code of a program is executed when running test cases. One effective approach to have high code coverage in testing is symbolic execution [51]. Specifically, symbolic execution allows programmers to check the feasibility of a path in a program, i.e. determining the value of inputs under which the given path can be executed. For example, symbolic execution for automated test generation involves concolically running a program to collect path constraints on the inputs. Another example is symbolic execution for vulnerability detection. It combines derived path constraints with the specifications for attacks, often given by security experts. In both examples, the satisfiability of path constraints, which is solved by SAT/SMT solvers [19, 61, 68, 16, 39], indicates whether the path is feasible or not. If the path constraints are satisfiable, then the path is feasible. Likewise, if the path constraints are unsatisfiable, then the path is infeasible.

**Model Checking**

Unlike testing, *model checking* is exhaustive. This means that model checking can show the absence of failures while testing can only show their presence [34]. Model checking is a fully automatic method, also known as the push-button method. Compared to testing, model checking has two advantages. First, model checking is capable of detecting difficult bugs and reproducing them. In addition, model checking guarantees the correctness of a software system when no errors are found during its exploration.

Figure 1.2 presents a one way of performing model-checking [36]. The center of model checking is a *model checker*, which takes a *formal model* and a *property* as inputs. While the formal model represents behaviors of the software system, the property describes a correctness property of the for-
mal model. The correctness property of a software system generally is con-
structed from the system specification. Two main classes of properties are
safety properties, which guarantee nothing bad happens in the system, and
liveness properties, which guarantee something good eventually happens in
the system. Given a formal model and a property, the model checker deter-
mines whether the formal model satisfies the property. If it does, then the
system satisfies the specification. Otherwise, a counter-example is generated
to show that the system is not safe.

Designing a scalable model checker is difficult since it requires to deal
with the state-space explosion problem. Precisely, a model checker should
explore the full state space of a system. In fact, the number of states can be
very large, or even infinite, and this makes the exploration of the full state
space to be infeasible in practice. To address the state-space explosion prob-
lem, under/over-approximation techniques have been developed. Examples of
under/over-approximation techniques are bounded model checking [21] and
counter-example guided abstract refinement (CEGAR) [30, 7].

Bounded model checking combines model checking with satisfiability solv-
ing. Given a software program and a finite bound, e.g. the maximum number
of the loop iterations or recursion calls in the program, bounded model check-
ing unfolds the program according to the bound, then encodes the feasibility of
all the resulting finite paths in a propositional formula. By doing so, checking
correctness properties of the program can be reduced to checking the satisfi-
bility of a propositional formula. Later, that formula is given to a propositional
decision procedure, e.g. SAT-solvers [19, 61, 68], SMT-solvers [16, 39, 61],
to either obtain a satisfying assignment or to prove there is none. In the former
case, the program is not safe. In the latter case, the program is safe under the
finite bound.

CEGAR finds an abstraction of the software system, before encoding the
abstraction to a formula. If the formula is proved to be unsatisfiable by a
satisfiability solver, then the system is safe. If the formula is satisfiable, then
a counter-example is generated and checked whether it is spurious. In case the
counter-example is spurious, the system is not safe. Otherwise, CEGAR refines
its abstraction in order to remove the counter-example.

1.1.2 Satisfiability-based Approach for Testing and Model
Checking

To have high code coverage in testing, we need to address the path feasibil-
ity problem. The problem is usually solved by a reduction to the satisfiability
problem of formulas. More precisely, a program path, which is a sequence
of program statements, is translated to equivalent constraints in static single
assignment (SSA) form [11, 13]. One way for solving the satisfiability of for-

mulas is to use SMT solvers [16, 39, 61]. Similarly, SMT solvers are used
in model checking methods, including bounded model checking [21] and CEGAR [30, 7], for solving the satisfiability problems of the obtained formulas.

There are several advantages of the satisfiability-based approach. The first advantage is re-usability. One can develop an off-the-shelf SMT solver, which can be used for different purposes such as extended static checking, predicate abstraction, test case generation, and bounded model checking. The second advantage is integrity. An SMT solver is a combination of multiple theories, e.g. string, arithmetic, or bit vector theories. Theories for a specific domain can be developed independently and integrated with other theories that have already been available in SMT solvers [16, 39, 61]. The desired theories depend on the types of program expressions to be analyzed. For example, arithmetic and string theories are often parts of SMT solvers since numbers and strings are two of the most common data types in programming languages. In fact, the more theories SMT solvers support, the more useful and applicable they are.

Text is such a common form of data that we use in everyday life, so the string data type is omnipresent in programming languages. For instance, JavaScript automatically converts primitives to string objects. Furthermore, various security vulnerabilities such as SQL injection and cross-site scripting attacks are caused by malicious string manipulation. According to Open Web Application Security Project [1], SQL injection (#1) and cross-site scripting (#3) are the most common and serious web attacks. Therefore, the satisfiability problem of string constraints has received considerable attention in the constraint solving community.

1.2 Satisfiability Problem for Analysis of String Constraints

In this section, we first introduce some motivating examples to show the importance of analysing of string constraints. We then review the preliminary background of the satisfiability problem for the analysis of string constraints, which is crucial for numerous application areas such as verification of string-manipulating programs [6] and analysis of security vulnerabilities of scripting languages (e.g., [82, 83, 96, 64]).

1.2.1 Motivating Examples

To show the undeniable impact of analysis of string constraints, we present three examples in the security area. The first two examples, which are Cross-site Scripting vulnerability and SQL injection, demonstrate the need of string theories for identifying security vulnerabilities. A detailed explanation of how to apply string theories to handle issues raised in the examples is also provided. The third example shows the practical limitation of current decidable
fragments of string constraints in application of checking a security vulnerabilities

**Cross-site Scripting vulnerability**

The first example demonstrates a cross-site scripting vulnerability. According to the Open Web Application Security Project [1], Cross-site Scripting is the third most serious web application vulnerability. Consider an HTML code as below.

```
<h1>
  User
  <p id="user" onMouseOver="display('{{info}}')"> {{name}}</p>
</h1>

<script>
  function display(info) {
    document.getElementById('user').
      setAttribute('title', info);
  }
</script>
</h1>
```

The HTML code above displays an user’s public information on a webpage. For each user to be displayed - with their username and information stored in variables `name` and `info` respectively - the string `{name}` will be replaced by the value of `name`. Similarly, the string `{info}` will be replaced by the value of `info`. For example, an user Alice with her information Student at Uppsala University would result in the HTML below.

```
<p id="user" onMouseOver="display('Student at Uppsala University')"> Alice
</p>
```

The HTML then displays the text User Alice in the normal mode. When the mouse moves over the text, an additional text Student at Uppsala University will be shown next to the mouse position.

However, the code above can be attacked if the data is not validated, filtered, or escaped. Specifically, if `info` value contains some attacking pattern, e.g. `'); alert('Being attacked'); ('`, the HTML code becomes the following:

```
<p id="user" onMouseOver="display(''); alert('Being attacked'); ('')"> Alice
</p>
```

The malicious JavaScript `alert('Being attacked')` will be executed when the mouse moves over the text. Notice that attackers can also replace `alert('Being attacked')` by any other JavaScript code such as redirecting the page, or stealing authentication cookies.
SQL Injection

Injection flaw attacks are the most common web application vulnerabilities [1], and SQL injection is a typical example of these kinds of attacks. In the following, we present an SQL injection attack with a solution which uses string theories to avoid it.

To illustrate an SQL injection, we use an example of a login form, which requires users to log in by entering username and password before processing further given in Figure 1.3. Once the user’s login information is filled, the user processes the login by tapping the Log in button. Afterward, the browser sends an authentication request to the application server. The implementation of the authentication is simplified as follows:

```csharp
void LoginAuth(object sender, AuthenticateEventArgs e){
    SqlConnection con = new SqlConnection();
    SqlCommand query = new SqlCommand(
        "select * from users where user='" + Login.username + 
        ", passwd = '" + Login.password + ");
    SqlDataAdapter adapter = new SqlDataAdapter(query);
    DataTable dt = new DataTable();
    adapter.Fill(dt);
    if (dt.Rows.Count >= 1){
        Response.Redirect("index.aspx");
    }
}
```

The authentication implementation above receives the user login information and checks whether the user can move forward. Initially, a SQL query is created with the given username and password. The query then searches in the application database to find if there exists a row that matches the login information. If it exists, then the authentication successfully completes and the user is redirected to the index.aspx page. Otherwise, nothing happens and the user is not allowed to log in.
Even though the implementation looks logical, it is vulnerable to an SQL injection attack. In particular, if an attacker provides malicious login information such as Alice to be the Username, and 'or '1' = '1 to be the Password, the attacker is always able to log in. The reason is that given the login information, the SQL query becomes "select * from users where user='Alice' and passwd = '' or '1' = '1". Since the SQL condition contains '1' = '1', which is always true, the attacker can successfully log in. That simple trick allows him to steal Alice personal information without knowing her actual password.

Fortunately, SMT solvers with the support of string theories can help to avoid the above SQL injection attack and the similar ones. Specifically, we model an SQL injection attack as follows:

\[
\text{query} = \text{"select * from users where user='Username' and passwd = 'Password"}
\]

where the Query_Grammar is defined as follows.

\[
\text{Query_Grammar} : \text{"select " TERM " from " TERM " where " EXPR}
\]

\[
\text{EXPR} : \text{COMP} | \text{EXPR or EXPR}
\]

\[
\text{COMP} : \text{TERM (=|>|<) TERM}
\]

\[
\text{TERM} : [a-z]+[0-9] | [0-9]+ | \text{"TERM"}
\]

The key to the solution is to model the SQL injection using string constraints and ask a string solver to check the constraint satisfiability. The first equality constraint represents the SQL Select query to the database. The equality constraint is simply obtained from the C# query command by replacing the plus string operators by concatenations. username and password are two string variables capturing the inputs username and password respectively. The second constraint is a membership constraint, which states that the query is valid according to SQL query grammar. The grammar defines the language of SQL Select query, which guarantees that query defined in the first constraint is a valid SQL query. The last constraint is a contains constraint, which checks if query can contain any SQL injection pattern. To prevent the above SQL injection attack, we can check if the query has any pattern of the form or x = x, where x is a string variable. Indeed, query captures the attack or '1' = '1'. After all necessary constraints are defined, a string solver supporting all types of constraints above, including equality, context-free membership, contain, and concatenation, is put into work. If the string solver answers unsatisfiable, then the web application is safe under the SQL injection attack. Otherwise, it is vulnerable to an SQL injection because there exists an SQL query such that it is used in the application and matches the SQL injection pattern.
Limitation of current decidable fragments of string constraints

The following pseudo-PHP script (a variation of a code at [90]) that prompts a user to change his password. The script is an example of a program that generates string constraints that fall out from all state-of-the-art decidable fragments of string constraints [64, 6].

```php
$old = $database->real_escape_string($oldIn);
$new = $database->real_escape_string($newIn);
$pass = $database->query(
    "SELECT password FROM users WHERE userID=" . $user);
if($pass == $old)
    if($new != $old)
        $query = "UPDATE users SET password=":$new.
         " WHERE userID=" . $user;
        $database->query($query);
```

The user enters the old password `oldIn` and the new password `newIn`, which are sanitized and assigned to `old` and `new`, respectively. The old sanitized password is compared with the value `pass` from the database to authenticate the user. Moreover, the old sanitized password is also compared with the new sanitized password to ensure that a different password was chosen. If both comparisons hold, then the new password is finally saved in the database. The sanitization is present to prevent SQL injection attacks. To ensure that the sanitization works, we wish to verify that the SQL query `query` is safe, that is, it does not belong to a regular language `Bad` of dangerous inputs. This safety condition is expressed by the following constraints:

\[
\begin{align*}
\text{new} &= \mathcal{T}(\text{newIn}) \land \text{old} = \mathcal{T}(\text{oldIn}) \land \\
\text{pass} &= \text{old} \land \text{new} \neq \text{old} \land \\
\text{query} &= "\text{UPDATE users SET password=}".\text{new}." \text{ WHERE userID=}".\text{user} \land \\
\text{query} &\in \text{Bad}
\end{align*}
\]

The sanitization on lines 1 and 2 of the PHP script is modeled by the transducer \( \mathcal{T} \). Two comparisons over the old sanitized password are presented by the third and forth constraints. The fifth constraint models the SQL query to save in the database. Even though the above constraints look standard, they fall out of all existing decidable fragments of string constraints such as straight-line fragment [64] and acyclic fragment [5]. Specifically, the straight-line fragment does not allow more than one constraint over each string variable, thus the above constraints are not straight-line as there exists two constraints over `new`, namely \( \text{new} = \mathcal{T}(\text{newIn}) \) and \( \text{new} \neq \text{old} \). Besides, the above constraints do not fall in the acyclic fragment because the fragment allows each string variable to occur only once while the string variable `new` occurs multiple times in \( \text{new} = \mathcal{T}(\text{newIn}) \), \( \text{new} \neq \text{old} \), and `query` is "UPDATE users SET password=".\text{new}." \text{ WHERE userID=}".\text{user}". 
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In summary, strings are ubiquitous across computer science, and arguably more in web programming. Web applications often ask for user inputs in the form of strings before manipulating them to do other internal queries. If the input strings are not sanitized, the web applications will be vulnerable to attacks. Therefore, it is necessary to analyze string constraints to protect the applications.

1.2.2 What Kind of String Constraints Do We Need?

In this section, we present classes of string constraints that string solvers need to support. The classes should be expressive enough to satisfy the need of their applications.

Perhaps the most common string constraint is concatenation. Together with length constraints, concatenation constraints occupy 78% fragment of used string constraints in practice [82]. Indeed, various string operations, including contain, index-of, substring, etc, can be rewritten using the string concatenation. For instance, the constraint contain(x, y), which checks whether string x contains string y, can be rewritten to $x = u \cdot y \cdot v$, where $u$ and $v$ are two extra string variables, ‘.$' is the concatenation operation. If the equality $x = u \cdot y \cdot v$ holds, then contain(x, y) also holds. Otherwise, contain(x, y) does not. Existing string solvers, e.g. CVC4 [63], Norn [6], S3P [88] and Z3-str3 [98], support well concatenation constraints.

However, for application areas as verification and security, concatenation alone is insufficient. Finite state transducer and membership constraints should be supported by string solvers as well. First, finite state transducer constraints are used in detecting a variety of security vulnerabilities in web applications of a realistic browser model [95]. For example, in order to avoid cross-site scripting and SQL injection attacks, as shown in motivating examples in Section 1.2.1 and Section 1.2.1, web applications usually sanitize input strings before processing them. Standard sanitization functions include JavaScript-Escape and HTML-Escape implemented in The Google Closure Library. HTML-Escape converts special characters in HTML such as &,<,' to their corresponding entities &amp;, &gt;, and &apos;. JavaScript-Escape converts special characters by adding backslash before the characters, e.g. ’ and " become \' and \", respectively. Such sanitization functions can be encoded as finite-state transducers. Second, membership constraints are naturally used for describing languages of string variables and string patterns. On one hand, various inbuilt functions in JavaScript, e.g. match and split, are based on regular expressions as their parameters can be regular expressions. On the other hand, context-free membership constraints should be fully examined as they are used in the verification of the absence of SQL injection in the security area [87, 94], symbolic testing [59], and reasoning about the ambi-
guities or correctness of parsers [66]. Therefore, string solvers should support
transducers and membership constraints.
Moreover, the above kinds of string constraints are also not sufficient in
most applications such as verification and model checking. For example,
string length constraints are one of the most popular constraints [82]. String
solvers can be applied for verification of programs that often have non-string
variables interacting with string variables via length and string-number con-
version operations. It is worth mentioning that string-number conversion con-
straints should be considered by string solvers because of its popularity in
practice as shown in Example 1.1.

Example 1.1 (The popularity of string-number conversion). In fact, a script
receiving string input tends to need to convert at least some of that input into
numbers. The program fragment below is a variant of the Luhn test algorithm
that is used in credit card and ID validation.

```javascript
function checkLuhn(value) {
  var sum = 0;
  for (var i = value.length - 1; i >= 0; i-=2) {
    var d = parseInt(value.charAt(i));
    sum += d;
  }
  for (var i = value.length - 2; i >= 0; i-=2) {
    var d = parseInt(value.charAt(i));
    if ((d *= 2) > 9) d -= 9;
    sum += d;
  }
  var last= sum.toString().charAt(sum.length-1);
  return last == '0';
}
```

The input value of the Luhn test algorithm is a sequence of digits in a form
of string. The algorithm processes the digits in the reversed order. The value
of every odd digit (e.g., 1st, 3rd, etc.) is added to sum directly. For the value of
every even digit, the algorithm (1) doubles its value, (2) subtracts its value by 9
if the doubled-value is larger than 9, and (3) adds the final result to sum. In the
end, the input is validated if the last digit of sum is 0 (i.e., sum mod 10=0).
To check whether the program path that traverses both loops exactly once
and finally passes this test has a valid input, we create the following (string)
constraint:
Here $value_0$ and $last_0$ are string variables and the others are integer variables. The method $charAt(x, i)$ returns the character at index $i$ in the string $x$ while $n = \text{nate}(b, e, e')$ assigns to $n$ the value of the expression $e$ if $b$ is true and the value of the expression $e'$ otherwise. Line 1 describes the initial condition: value should be a sequence of digits and sum is initially zero. Lines 2-4 and lines 5-7 describe one execution of the first and second loops, respectively. Line 8 describes the condition on $i_2$ before leaving the loop. Finally, Lines 9-10 describe the condition that the last digit of $sum$ is zero. Note that we use the following types of constraints to describe the program path:

- **regular** constraints (e.g., $value_0 \in [1, 9]^+$, which says $value_0$ is in the regular language $[0, 9]^+$),
- **integer** constraints (e.g., $i_0 = |value_0| - 1$, which says $i_0$ equals the length of $value_0$ minus one),
- **equality** constraints (often $y = charAt(x, i)$ is encoded as $x = x_1.x_2.x_3 \land |x_1| = i \land |x_2| = 1 \land y = x_2$, which uses equality of string terms $x$ and $x_1.x_2.x_3$), and
- **string-number conversion** (e.g., $\text{toStr}(sum_2)$, which is the string value of the number $sum_2$).

Besides, the string-number conversion is also implicitly used in many programming languages. For instance, consider the following JavaScript example:

```javascript
for(var i = 0; i < 10; i++) {
    arr[i] = 0;
}
```

A casual glance at the above code reveals no use of strings at all, but the semantics of field access is somewhat unusual in JavaScript: the arrays are indexed by strings, and numeric indices are converted to strings. This conversion is mandated explicitly by the JavaScript semantics: the 2019 edition of ECMAScript [41] requires that $\text{ToPropertyKey}$ be called on the element expression (§12.3.2.1), and $\text{ToPropertyKey}$ calls $\text{ToString}$ on that value in all but special cases (§7.1.14). Therefore, any faithful string solvers supporting
symbolic execution of JavaScript must handle such conversions for even basic array operations to work correctly.

To summarize, the wide range of the commonly used primitives for manipulating strings requires string solvers to handle an expressive class of string constraints. The most important features that string solvers need to model are finite-state transducers, concatenation, membership, string length, and string-number conversion constraints.

1.2.3 String Constraints

In this section, we formally define string constraints. To begin with, we fix a finite alphabet \( \Sigma \subseteq \mathbb{N} \). Note that here we assume that the alphabet is a finite subset of natural numbers. Essentially, we try to capture the numerical encoding of the corresponding symbols in computers (e.g., in ASCII, ‘A’ is encoded as 65). Hence, we can assume w.l.o.g. that there is a one-to-one mapping between numbers in \( \Sigma \) and the character it encodes. For the simplicity of the presentation, we assume that the character ‘0’ is mapped to the number 0, ‘1’ to 1, ..., and ‘9’ to 9. For other character \( c \), we use \( [c] \) to denote the number that it maps to. Notice that this approach is general enough to support any finite set of characters.

A minor technical difficulty is that sometimes we may need to treat \( \varepsilon \) as a number. Therefore, we encode \( \varepsilon \) as some fixed number \([\varepsilon]\) \( \in \mathbb{N} \setminus \Sigma \).

Assume that \( X \) is a set of string variables ranging over \( \Sigma^* \) and \( Z \) a set of integer variables ranging over \( \mathbb{Z} \). An interpretation over \( X \) and \( Z \) is a mapping \( I : X \cup Z \rightarrow \Sigma^* \cup \mathbb{Z} \). A word term is an element in \( X^* \). We lift the interpretation \( I \) to word terms and linear constraints in the standard manner.

We use four types of atomic string constraint:

- An equality constraint \( \phi_e \) is of the form \( t_1 = t_2 \) where \( t_1, t_2 \) are word terms. The model of \( \phi_e \) is the set of interpretations \([\phi_e] = \{ I \mid I(t_1) = I(t_2) \}\). A disequality constraint \( \phi_d \) is of the form \( t_1 \neq t_2 \) and is interpreted analogously.

- An integer constraint \( \phi_i \) is a linear constraint over the integer variables in \( Z \) and values of \(|x|\) for all \( x \in X \), where \(| \cdot | : X \rightarrow \mathbb{N} \) is the string length function defined in the standard way. We define \([\phi_i] = \{ I \mid I(\phi_i) = \text{true}\}\).

- A transducer constraint \( \phi_t \) is of the form \( y \in \mathcal{T}(x) \) where \( x, y \) are string variables, and \( \mathcal{T} \) is a transducer. We define \([\phi_t] = \{ I \mid I(y) \in \mathcal{T}(I(x)) \}\).

- A grammar constraint \( \phi_g \) is of the form \( x \in L(G) \) where \( x \) is a string variable and \( G \) is a context-free grammar. The model of \( \phi_g \) is the set of interpretations \([\phi_g] = \{ I \mid I(x) \in L(G) \}\). The special case of regular constraint, of the form \( x \in L(R) \), where \( R \) is a regular expression over \( \Sigma \) is defined in a similar manner.

- A string-number conversion constraint \( \phi_s \) is of the form \( n = \text{toNum}(x) \), where the function \( \text{toNum}(x) \) is defined as follows. For \( a \in [0,9] \),
we have \( \text{toNum}(a) = a \) and for \( w \cdot a \in [0,9]^+ \), \( \text{toNum}(w \cdot a) = 10 \times \text{toNum}(w) + a \). For \( w \not\in [0,9]^+ \), \( \text{toNum}(w) = -1 \). We define \( \llbracket \phi \rrbracket = \{I | I(n) = \text{toNum}(I(x))\} \). The number-string conversion constraint \( x = \text{toStr}(n) \) is treated as a syntactic sugar for \( n = \text{toNum}(x) \). We assume decimal encoding of numbers.

A string constraint is then a conjunction of atomic string constraints, with the semantics defined in the standard manner. It is satisfiable if there is an interpretation which evaluates the constraint to true.

Notice that only positive integer is supported in the string-number conversion function. This is the semantics used by most of the SMT solvers, and hence we follow it in this dissertation. The encoding has a benefit that it can also handle the case where \( x \) is “not a number”, using the condition \( \text{toNum}(x) = -1 \). Supporting only positive integer is not a strong restriction, since negative integers can still be encoded using only the positive version.

1.2.4 The Satisfiability Problem for Theories over Strings

The satisfiability problem for theories over strings has been the focus of various studies for a long time. This section reviews satisfiability results for different sub-classes over strings.

Already in 1946, Quine [79] showed that the first order theory of string equations is undecidable. A fundamental line of work has been to identify sub-classes for which decidability can be achieved. In 1977, Makanin [67] proved that the satisfiability problem for quantifier-free word equations, i.e., Boolean combinations of equalities and disequalities, where variables may denote words of arbitrary lengths, is decidable.

The decidability and complexity of different sub-classes have been considered by numerous works, e.g. [77, 78, 69, 80, 84, 47, 46]. In particular, Plandowski showed that the satisfiability of word equations with constants is in PSPACE in 1999 [77]. In 1999, various results on the satisfiability problem of sub-classes of word equations were found by Robson and Diekert [80]. In particular, the satisfiability problem of word equations where each variable occurs at most twice is NP-hard even for a single equation. If the lengths of variables in a possible solution are fixed, then the time complexity of the problem is linear. Robson and Diekert also addressed the problem with regular constraints: the uniform version is PSPACE-complete, and the non-uniform version is NP-hard. The result of Makanin on the satisfiability problem for quantifier-free word equations was generalized by Schulz in 1992. Schulz demonstrated that the solvability of word equations with variables remains decidable when variables are specified by regular languages.

More recently, Jez applied a new technique called re-compression to word equations, and proposed more efficient algorithms for many sub-classes of word equations [56, 57]. One important result is that the satisfiability of word
equations can be decided in linear space. However, there is a mismatch be-
tween this upper bound and the lower bound: solving word equations is NP-
hard, but whether the problem is NP-complete remains open.

Since more functionalities than just word equations are required in prac-
tice, many research works extended the theory of word equations with cer-
tain functions e.g. linear arithmetic over the length, replace-all, and ex-
tract. Other works also extended the theory of word equations with predicates,
e.g. numeric-string conversion predicate, regular-expression membership, etc.
First, the satisfiability of word equations combined with length constraints 
of the form $|x| = |y|$ is open [24]. Also, the satisfiability problem for the 
replace-all function is undecidable [27]. More precisely, if pattern param-
ters of replace-all functions are variables, then the satisfiability problem is 
undecidable. If the pattern parameters are either constants or regular expres-
sions, then the satisfiability problem is PSPACE-complete [27]. The unde-
cidability holds when a numeric-string conversion predicate is combined with 
word equations [46].

Regular membership and transducer constraints were identified as a desir-
able feature of string languages, especially in the context of software analysis 
with an emphasis on security. Adding these kinds of constraints to the mix im-
mediately leads to undecidability [72]. Hence numerous decidable fragments 
of sub-classes containing regular and transducer constraints were proposed 
[6, 15, 64, 27, 28]. Among these fragments, the straight line fragment of [64] 
is the most general decidable combination of concatenation, regular member-
ship, and transducer constraints. Specifically, the satisfiability problem of the 
straight line fragment is EXPSPACE-complete, and under some certain rea-
sonable assumptions, the complexity reduces to PSPACE. Another important 
decidable fragment is the acyclic fragment [6], which is incomparable with 
the straight line fragment. The acyclic fragment does not include transducer 
constraints but could be extended with them in a straightforward manner. Dif-
ferent syntactic features were considered by several works, including [27, 28]. 
However, the limit of decidable combinations of the core string features, in-
cluding transducer, regular, length, and concatenation syntactic stays at [64] 
and [6]. Later in our paper III, we introduce a new decidable fragment, called 
weakly-chaining. The weakly-chaining fragment not only strictly subsumes 
the acyclic fragment of Norn but also the straight-line fragment. Thus it ex-
tends the known border of decidability for string constraints.

1.2.5 String Solvers
The past decade has witnessed a significant amount of progress in string con-
straint solving technologies thanks to the emergence of efficient SAT-solvers 
[19, 61, 68] and SMT-solvers [16, 39, 61]. Some notable robust string solvers 
are HAMPI [59], CVC4 [63], Stranger [96], Norn [6], S3P [88], Z3-str2 [98],
and Z3-str3 [18]. Based on the treatment of string lengths, string solvers are divided into three categories: fixed length solvers [59, 76, 71], bounded length solvers [82, 85], and unbounded length solvers [98, 63, 88, 6].

Fixed-Length String Solvers
Fixed-length string solvers were developed in the early 2000s and targeting at handling membership constraints. For example, HAMPI [59], which is one of fixed-length string solvers, encodes a string as a fixed-length bit-vector. HAMPI is able to handle both regular and context-free membership constraints. For a set of such constraints, given a fixed-length string variable, HAMPI can either return satisfiable with a concrete model or unsatisfiable. REGULARL [76] is also another fixed-length string solver. It focuses on solving regular membership constraints, which are modeled in the solver by finite-state automata. Fixed-length bit-vector variables have been also explored in CP [71].

Bounded-Length String Solvers
Bounded-length string solvers [82, 85] are more flexible and expressive than fixed-length string solvers. Two of most well-known solvers in this category are KALUZA [82] and GECODE [85]. KALUZA solves constraints in two main steps. The first step is over-approximating of the constraints by creating the conjunction of explicit length constraints, length constraints implied by string constraints, and other integer constraints. The idea is to find a possible length of string variables using an SMT solver. If the SMT solver is unable to find the satisfiability assignments for lengths of variables, then KALUZA terminates and reports unsatisfiable. Otherwise, the second step is to under-approximate the constraints by bounding lengths of string variables based on satisfying assignments from the over-approximation. The under-approximated constraints are solved in a similar manner to HAMPI [59]. KALUZA repeats interaction between the over-approximation and the under-approximation until it finds the solution or proves unsatisfiable. The main limitation of KALUZA is that it cannot produce the satisfying model in the case that constraints are satisfiable, thus the satisfying answer is not reproducible. Besides, GECODE supports multiple string constraint types, including length, concatenation, and regular membership. GECODE models string variables in different ways such as bounded arrays, and block lists. The bounded length applied in GECODE often is fixed to a small number in the beginning. If no set of satisfying strings can be found, the solver increases the bound and then restarts the search. One mutual limitation of KALUZA and GECODE is the lack of transducer and context-free membership constraints support, thus their applicability is practically limited.
Unbounded-Length String Solvers

While both fixed-length and bounded-length string constraint problems are decidable as string variables have a finite domain, the decidability is no longer guaranteed when considering the unbounded-length. However, the significant development of SMT solvers, e.g., Z3, CVC4, allows unbounded-length string solvers to work efficiently. This generation of solvers includes Z3-str2 [98], Z3-str3 [18], CVC4 [63], S3 [88], Norn [6], and Ostrict [28]. In addition to having high performance, another advantage of these unbounded-length solvers is that they handle a variety of string constraints, including word equations, regular expression memberships, length constraints, and (more rarely) regular/rational relations to satisfy demands for verification and security areas. Since the decidability of the considered string constraints is no longer a guarantee, the solvers are not complete for the full combination of those constraints. They often only decide a (more or less well-defined) fragment of the individual constraints.

In particular, there are several approaches [88, 63, 97] on solving the satisfiability problem over string equations. These approaches are often based on the same technique that is string arrangement. Generally, string arrangements aim to recursively convert each equation to the disjunction of conjunctions of simpler equations. In order to do so, string arrangements align the concatenation of the left-hand side and the right-hand side of the equation. That leads to some splits in the string variables in the equation.

However, the string arrangement technique has a number of limitations. First, the search space explosion problem arises when (1) handling a large set of equations, and (2) expected results are long strings. The reason is, with a long string, the number of possible arrangements grows exponentially. Second, the recursion of the splitting strategy does not terminate if the problem is cyclic, for example, a variable exists on both sides of the equation. Last, the technique is unable to handle the context-free grammar or even the regular language in a complete manner. Therefore, to handle the regular language, it requires some under-approximation methods such as unfold-and-consume [88], which lazily unfolds the membership language until it finds a matching between constant string segments in the two sides of an equation.

Another technique for solving string constraints is automata-based [96, 93]. Stranger [96] soundly over-approximates string constraints using regular languages, and outperforms other string solvers when checking single execution traces according to [58]. It has recently been observed [93] that automata-based algorithms can be combined with model checking algorithms, in particular IC3/PDR, for more efficient checking of the emptiness for automata. However, many kinds of constraints such as length constraints, word equations, and context-free grammars, cannot be handled by automata-based solvers in a complete manner. Flat automata (or equivalently bounded languages [49, 50]) have also been used in the context of verification of concurrent recursive programs (e.g., [43, 44, 48, 65, 42, 12]). Later in Paper I and IV, we introduce our
framework using flat automata to define both over- and under-approximations of constraints. Our framework is general and allows the handling of all classes of constraints known to us from applications, including length constraints, word equations, and context-free grammars.

In summary, in our Paper II, III, and IV, we introduce our sequence of string solvers, named TRAU, TRAU+, and Z3-TRAU respectively. Our solvers are also unbounded-length solvers, and able to handle a diverse class of string constraints, such as concatenation, length, membership, and transducer constraints. The framework for the solvers is presented in Paper I and IV. In particular, we propose our framework using flat automata to define both over- and under-approximations of constraints, and introduce an algorithm to translate the satisfiability of constraints to the satisfiability of quantifier-free Presburger formulas. Therefore, the limitations of previous automata-based approaches are eliminated. As a result, a wider range of constraints can be handled, and satisfying assignments can be computed by our solvers.

1.3 Challenges in Satisfiability Problem for Analysis of String Constraints

Even though recent years have seen many works dedicated to the development of an efficient analysis of string manipulating programs, various challenging questions still remain. The major difficulty is that any reasonable comprehensive theory over strings is either undecidable or difficult to the degree that the decidability problem has been open for many years. Therefore, most existing string theories and string solvers are either not expressive enough, unsound, or unable to provide counter-examples. For example, some theories [95, 98] have tight restrictions on the expressiveness and the input language because they cannot handle word equations, length constraints, or transducer constraints. Other theories allow word equations but only accept if each variable appears at most once. Some string solvers [59, 95, 83] are not complete because they under-approximate constraints by applying upper bounds on the possible lengths of strings. The solver in [95], which performs an over-approximation, however, is incapable of generating a counter-example if the verification fails. Thus, challenges in the analysis of string constraints come from both theoretical and practical perspectives.

From a theoretical perspective, the satisfiability problem for a full class of string constraint with transducer, concatenation, and length constraints is undecidable in general [72, 28]. Even without transducer constraints, the decidability of analyzing a combination of concatenation and length constraints is still an open problem. Recent studies proposed that some sub-classes of string logics for which the satisfiability problem is decidable, e.g. Norn [6], the solved form fragment [47], and also the straight-line fragment [64, 52, 27]. However, those fragments are not expressive enough to cover all popular types
of complicated constraints, which derive from diverse applications such as analysis of security vulnerabilities of scripting languages, and verification of string manipulated programs. The issue raises the following questions:

(Q1) How to find a general method for checking the satisfiability of string constraints that allows all popular constraints?

(Q2) What is a meaningful and expressive decidable fragment to extend the known border of decidability for string constraints?

Paper I and Paper II respectively address the first and the second questions. To the best of our knowledge, our method proposed in Paper I has been the first method ever capable of handling unbounded context-free membership constraints. Being able to handle context-free membership constraints is such an important characteristic because the constraints have a wide application, e.g. security analysis in order to verify the absence of SQL injections [87, 94], reason about the ambiguities or correctness of parsers [66], and enable deeper symbolic testing [59]. Moreover, our decidable fragment Weakly Chaining in paper II can overcome the limitation of existing fragments. The weakly chaining fragment is strictly larger than the Norn fragment. It can also handle cases where the straight line fragment cannot handle them. More precisely, a straight-line constraint models a path through a string program in the single static assignment form, but as soon as the program compares two string variables, the string constraint falls out of the fragment. The weakly chaining fragment is liberal enough to accommodate constraints that are forbidden in the above fragments.

From the application perspective, the development of numerous string solvers, e.g. Z3-str3 [18], Z3-str2 [98], CVC4 [63], S3P [88, 89], have limited support of string constraint types and performance issues in some cases. For instance, Z3-str2 gives up and returns UNKNOWN in many cases, including simple cases where a variable appears in both sides of the equality, e.g. $x \cdot y = y \cdot x$. S3P does not support such important types of constraints as transducer and context-free membership constraints. Therefore, the open questions are the followings:

(Q3) Does there exist an algorithm to translate the satisfiability problem of string constraint to the satisfiability problem of quantifier-free Presburger formulas in polynomial time?

(Q4) How to develop an efficient string solver to support all string constraints types?

The third question is addressed in Paper I and Paper IV. First, we propose a fundamentally new method for checking the satisfiability of string constraints based on the concept of flattening. Specifically, domains of string variables are bounded by languages of flat automata, whose size can be adjusted if no satisfying assignments are found within the bounded domain. By doing so, the satisfiability of string constraints is translated to the satisfiability of quantifier-free Presburger formulas in polynomial time.
The fourth question is answered in Paper II, III, and IV. The center of these works is our string solver, named TRAU, and its later version Z3-TRAU. TRAU supports both standard string constraints such as concatenation, length, as well as more complicated and widely used ones as transduction and context-free membership. Z3-TRAU is a more recent version of TRAU as it is fully integrated to the Z3 SMT solver. In order to verify the efficiency of these solvers, we evaluate them in many existing and practical benchmarks with hundreds of thousands of test cases.

Furthermore, one interesting constraint operation is string-number conversion, which converts a string to a positive integer, or vice versa. String-number conversion is a fundamental operation and mentioned in core semantics of a majority of popular programming languages such as Python and JavaScript. The operation is practically used in many occasions, especially in JavaScript. Regardless of its popularity, there is a lack of support for this operation due to a number of difficulties. First, from the theoretical point of view, the problem is already proven to be undecidable [38]. Second, even if we apply some bounded techniques such as flattening, the generated constraints will contain both polynomials and exponentials because lengths of the involved strings in the operation are unknown. To our best of knowledge, the satisfiability problem of integer constraints with a mix of polynomials and exponentials is still open. Thus, the open question for string solvers is the following:

(Q5) What is the procedure to handle string-number conversion constraints in an efficient, and a practical manner?

Paper IV addresses the fifth question by introducing a class of parametric flat automata and its special subclass called numeric parametric flat automata. The numeric parametric flat automata help to translate the satisfiability problem of string-number conversion constraints to the satisfiability problem of a linear formula in polynomial-time. We show that our approach is effective based on the experiment results in various benchmarks. Noting that, we also propose new benchmarks targeting the string-number conversion operation with approximate 20000 test cases which are drawn from PyEx symbolic executors on practical programs.
2. Summary of Contributions

This chapter contains short summaries of our four peer-reviewed papers that are included in this dissertation. For each paper, we will explain the problem addressed and the paper main contributions.

2.1 Paper I: Flatten and Conquer: A Framework for Efficient Analysis of String Constraints

Recent years have seen a significant development of string solvers. The main reason for this interest is that string solvers are widely applied in various areas such as model checking, web programming, and security. Even though various string solvers exist, they have their own limitations. Specifically, despite the fact that string constraints come in various different forms, just few of them are supported by the majority of the existing string solvers. For instance, while regular expression membership and equality constraints are supported in Z3-str2 [98], Z3-str3 [18], CVC4 [63], S3 [88], and Norn [6], many other forms of string constraints such as membership in context-free grammars and transducers are not. Some solvers [98, 18] have performance issues as they are slow in practical benchmarks. Therefore, it is necessary to develop a string solver that can handle all types of constraints, and have a high performance. Designing such a solver is difficult because of the following reasons:

- Existing string solvers either bound lengths of string variables or do not support certain forms of constraints, e.g. transducer constraints, whose satisfiability is proven to be undecidable. Unfortunately, those constraints are used in many string operations, e.g. replace-all and replace, or handling security issues. Bounding string lengths is not good enough in practice if string solvers are used by testing and verification of software applications. For example, attackers can easily exploit a bug of an application by creating an attack involving a string whose length exceeds the bound. As a result, the full support of those types of constraints is needed.

- Combining solutions for all forms of string constraints in a single framework is a challenging problem as each constraint has its own representation and solution approach.

- Performance is another important factor to consider. In particular, to apply string solvers for practical problems, namely solving the reachability problem of programs, symbolic test generation, string solvers need to be capable of efficiently handling thousands of constraints at once.
In this paper, we propose a Counter-Example Guided Refinement (CEGAR) procedure to solve the satisfiability problem for string constraints. The framework is applicable to any class of constraints satisfying a sufficient condition, including context-free grammars and transducers. For more details, we make the following contributions:

1. **Algorithm**: We introduce an algorithm to translate the satisfiability of constraints to the satisfiability of quantifier-free Presburger formulas, thus allowing the use of powerful SMT solvers. The algorithm uses a classical concept from language theory, namely the Parikh image. The Parikh image of a word over a given alphabet counts the number of occurrences of each symbol in the word. The Parikh image of a language is the set of Parikh images of the words in the language. Then we say that a language is Parikh-definable if its Parikh image can be characterized by a quantifier-free Presburger formula. Since the SMT-solvers can check the satisfiability of such formulas, we can feed the generated formulas to an SMT-solver. The language is empty if and only if the SMT-solver concludes that the formula is unsatisfiable. It is worth mentioning that our algorithm can be applied to any class of constraints if its flattening is Parikh-definable.

2. **Framework**: We propose a new method for checking the satisfiability of string constraints as shown in Figure 2.1. The framework follows the CEGAR framework, which allows the flow of information between the under-approximation and the over-approximation. The under-approximation consists of three components including Flatten, Parikh Image, and SMT. The Flatten component makes use of a novel technique, called flattening. For purpose of defining flattening technique, we first
Figure 2.2. A \(\langle 3, 2 \rangle\)-flat automaton of \((ab)^* \bullet (baa)^*\).

define a flat automaton using an abstraction parameter consisting of a pair \(\langle p, q \rangle\) of nature numbers. A run of a flat automaton iterates a sequence of \(q\) loops each corresponding to a fixed word of length at most \(p\). An example of a flat automaton is shown in Figure 2.2. Flattening of a constraint means that we perform an under-approximation in which we restrict the search for a solution to only those strings that are generated by a \(\langle p, q \rangle\)-flat automaton. The values for \(p\) and \(q\) are available in the Waiting Set. We solve the satisfiability of under-approximated constraints by computing Parikh Image of constraints and then feeding the Parikh constraints to a SMT solver. In the case that the under-approximation is able to find a solution, the input constraint is satisfiable. A satisfiable model is generated by the Translator component. In another case when the under-approximation fails to find a solution for an abstraction parameter \(\langle p, q \rangle\), then \(\langle p, q \rangle\) is added to the Covered Set. The covered set is used for refining the Over-Approximation by excluding an infinite set of solutions captured by flat automata which their shape are in the covered set. The over-approximation creates an abstract of the input constraints. If the over-approximation produces a counter-example of the abstraction, then we use the counter-example to get new abstraction parameters and add the new abstraction parameters to the Waiting Set. Otherwise, if the over-approximated constraint is unsatisfiable, means the input constraint is unsatisfiable.

3. Tool: Based on our framework we implementd a tool, called TRAU. We experiment TRAU in a large set of benchmarks having thousands of test cases with diverse forms of constraints. The experiments not only demonstrate the efficiency of our tool compared to state-of-the-art solvers for string constraints but also show the generality and efficiency of our method. Specifically, we first carry an experiment on the Kaluza benchmark, which contains approximately 50000 test cases with mostly with length, concatenation, and regular constraints. The experimental results show that our string solver is more efficient than other solvers as TRAU is able to solve more constraints with the same time limit. We also carry another experiment on another set of benchmarks consisting of context-free membership constraints to verify the absence of SQL injections. The experimental results also show that our method is capable
of solving the constraints better than other solvers. It is worth mentioning that TRAU is the only string solver that can solve unbounded length context-free membership constraints.

2.2 Paper II: TRAU: SMT solver for string constraints

In this paper, we address the need for an efficient solver for wide ranges of string constraint types. Recall that string solvers can be used in a variety of verification approaches. The need for string solver, which can handle a combination of string operations: concatenation in word equations, to model assignments in programs; context-free grammar, to model properties or attack patterns; string length, to express string manipulation in programs; and transduction, to express sanitization, escape operations, and replacement operations in strings (see Section 2.1) has been grown in recent years.

We introduce our tool, called TRAU, for solving string constraints. TRAU is capable of handling not only standard constraints, e.g. lengths, concatenations, but also complicated ones such as transductions and context-free memberships in an efficient manner. To this end, we make the following contributions:

1. Optimization of handling transducer constraints: We optimize our method for handling transducer constraints by transforming transducer constraints to context-free membership constraints. To do so, we first construct a pushdown automaton $P$ such that a word is accepted by $P$ iff there are two words $u$ and $v$ such that $u \in T(v)$ and $w = v \cdot \sharp \cdot u^R$ where $\sharp$ is a fresh symbol (not in $\Sigma$). Then let $G$ be a context-free grammar that accepts the same language as the pushdown automaton $P$ (i.e., $L(G) = L(P)$). Let $G_1$ (resp. $G_2$) be the context-free grammar that accepts exactly the following set of words $\{w \cdot \sharp \cdot w^R \mid w \in \Sigma^*\}$ (resp. $\Sigma^*$). Now, we can replace the transducer constraint $t' \in \mathcal{T}(t)$ by the conjunction of the following context-free membership constraints: $t \cdot \sharp \cdot y \in G_1$, $y \cdot \sharp \cdot t' \in G_1$ and $t \cdot y \cdot t' \in G_2$ where $y$ is a fresh variable.

2. Optimization of the under-approximation: We optimize our method for handling equality constraints by combining the flattening technique proposed in [3] with the DPLL(T)-style proof procedure and the length-guided splitting of equalities procedure used in [5]. In particular, given a set of constraints $\psi$, a finite set of variables $X$, and an abstract parameter $\alpha = \langle p, q \rangle$, we proceed as follows: First, we construct the string constraint $\psi'$ by replacing any occurrence of a variable $x$ in $\psi$, that belongs to an $(p, q)$-flat language, by $x_1 \cdot x_2 \cdots x_q$ where $x_1, x_2, \ldots, x_q$ are fresh variables that belong to $(p, 1)$-flat languages. Assume w.l.o.g that $\psi'$ contains an equality constraint $\phi_s$ of the form $x_1 \cdots x_m = y_1 \cdot y_2 \cdots y_n$. Observe that $x_1, \ldots, x_m, y_1, \ldots, y_n$ belong to $(p, 1)$-flat languages. Then, for every $j : 1 \leq j \leq m$ (resp. $i : 1 \leq i \leq n$), we construct a string constraint $\phi$ (resp. $\phi'$) from $\psi'$ by: (1) deleting the equality constraint $\phi_s$.
from $\psi'$, (2) replacing any occurrence of the variable $y_1$ (resp. $x_1$) by $x_1 \cdot x_2 \cdots x_j$ (resp. $y_1 \cdot y_2 \cdots y_i$), and (3) adding the equality constraint $x_{j+1} \cdots x_m = y_2 \cdots y_n$ (resp. $x_2 \cdots x_m = y_{i+1} \cdots y_n$). For each string constraint $\varphi$ (resp. $\psi'$), we repeat the procedure of splitting of the equality constraints until the obtained string constraint does not contain equality constraints. Finally, we declare the string constraint $\psi$ to be satisfiable if one of the constructed string constraints is satisfiable; otherwise we add the abstract parameter $\alpha = \langle p, q \rangle$ to the set $\text{Covered}$.

3. Tool: TRAU implements the framework of Counter-Example Guided Abstraction Refinement (CEGAR) proposed in [7]. The architecture of TRAU is shown in Figure 2.3. TRAU consists of two main modules, namely the Over-Approximation module and the Under-Approximation module which have been introduced in Paper I. It uses the SMT solver Z3 to handle arithmetic constraints.

We compare TRAU against four other state-of-the-art string solvers, namely CVC4 [63], S3P [88] and Z3-str3 [98], and TRAU-PRE [3], on a number of benchmarks. Each benchmark draws from the real world applications with diverse characteristics. The evaluation results show that TRAU performs better than other string solvers.

2.3 Paper III: Chain Free String Constraints

A number of string solvers [18], Z3-str3 [98, 18], CVC4 [63], S3P [88, 89], and TRAU [3, 4] have been developed in recent years thanks to the large demand in formal verification and security areas. Even though those string solvers can handle different kinds of string constraints, they have a common limitation relating to their capability of guaranteeing the termination. For example,
Z3-str3 does not terminate if the constraint is cyclic, e.g. a variable appears on both sides of equality. TRAU also does not guarantee termination as it is cannot prove unsatisfiability in general. The major reason is that the satisfiability problem for the full class of string constraints with concatenation, transduction, and length constraints is proven to be undecidable in general [72, 28]. The undecidability of the satisfiability problem even holds for a simple formula of the form \( x \in T(x) \) where \( T \) is a rational transducer and \( x \) is a string variable. Therefore, it is necessary to find meaningful and expressive sub-classes of string logics for which the satisfiability problem is decidable. Notable research works trying to expand the decidable class of string fragment are Norn [6], the solved form fragment [47], and also the straight-line fragment [64, 52, 27].

In this paper, we aim to not only find a new decidable fragment of string constraints but also show that the fragment is widely applicable in practice. To this end, we make the following contributions:

1. **Weakly-Chaining Fragment**: We first introduce the chain-free fragment. The main idea behind the chain-free fragment is to associate the set of relational constraints to a *splitting graph* where each node corresponds to an occurrence of a variable in the relational constraints of the formula as shown in Figure 2.4. An edge from an occurrence of a variable \( x \) to an occurrence of a variable \( y \) means that the source occurrence of \( x \) appears in a relational constraint which has on the opposite side an occurrence of \( y \) different from the target occurrence of \( y \). The chain-free fragment prohibits loops in the graph, that we call *chains*, such as those red lines shown in red in Figure 2.4.

Then, the *weakly chaining* fragment extends the chain-free fragment by allowing *benign* chains. Benign chains relate relational constraints where each left side contains only one variable, the constraints are all *length preserving*, and all the nodes of the cycles appear exclusively on the left or exclusively on the right sides of the involved relational constraints (as it is the case in Figure 2.4). Weakly chaining constraints may in practice arise from the checking that an encoding followed a decoding function is indeed the identity, i.e., of the form \( T_{\text{enc}}(T_{\text{dec}}(x)) = x \). For instance, in situations similar to the above constraint, one might like to verify that the sanitization of a password followed by the application of a function supposed to invert the sanitization gives the original password.

*Figure 2.4.* The splitting graph of \( x = z \cdot y \land y = x \cdot u \cdot v \).
2. **Decision Procedure**: The decision procedure for the weakly chaining formulas proceeds in several steps. The formula is transformed to an equisatisfiable chain-free formula, and then to an equisatisfiable concatenation-free formula in which the relational constraints are of the form $\mathcal{T}(x, y)$ where $x$ and $y$ are two string variables and $\mathcal{T}$ is a transducer/relational constraint. Furthermore, we provide a decision procedure of a chain and concatenation-free formulae. The decision procedure is based on two techniques. First, we show that the chain-free conjunction over relational constraints can be turned into a single equivalent transducer constraint (in a similar manner as in [15]). Second, the consistency of the resulting transducer constraint with the input length constraints is checked via the computation of the Parikh image of the transducer.

3. **Tool**: The decision procedure of the weakly chaining fragment is implemented in our open-source tool, called TRAU+. TRAU+ is the later version of TRAU. TRAU+ follows the Counter-Example Guided Abstract Refinement (CEGAR) framework, thus it has two main components: over-approximation and under-approximation. The decision procedure specifically lies in the over-approximation component. The two components work together in order to automatically make the approximation more precise. Specifically, the over-approximation first takes the input and checks if it belongs to the weakly-chain fragment. If it is the case, then we use the decision procedure in (2). Otherwise, we choose a minimal set of occurrences of variables $X$ that needs to be replaced by fresh variables such that the resulting constraints fall in our decidable fragment.

TRAU+ is evaluated in multiple benchmarks, which contains approximately 30000 test cases. Evaluation results show that TRAU+ improves TRAU as TRAU+ is capable of handling transducer constraints in an efficient manner. Besides, TRAU+ performs either better, or at least as good as other string solvers [63, 18]. Interestingly, many test cases in our benchmarks belong to the weakly chain fragment but do not belong to other existing decidable fragments such as straight line or acyclic. TRAU+ shows its practicality when it can handle some cases while other string solvers cannot.

2.4 **Paper IV: Efficient Handling of String-Number Conversion**

String-number conversion is an undeniably important class of string constraints. Solving string-number conversion is necessary for the symbolic execution of string manipulating programs and the analysis of popular scripting languages such as JavaScript and Python, where string-number is a part of
the definition of the core semantics of these languages. In JavaScript, the array access operator, which is one of the most popular operators, relies on the string-number conversion. Specifically, JavaScript semantics states that a property \( P \), which is in the form of string value, is an array index if and only if \( \text{toStr}(\text{toNum}(P)) \) is equal to \( P \), where \( \text{toNum} \) is the function that converts a string to a number, and \( \text{toStr} \) is the function that converts from number to string.

However, solving this type of constraint is very challenging for the state-of-the-art string solvers. While other string operations, including string length, concatenation as well as other transducer-based operations, are well supported, string-number operations suffer from limited support in terms of the scale of formulas. One of the main reasons for solving string constraints with string-number conversion to be challenging is that it is proven to be undecidable [38].

In this paper, we present a new framework that efficiently handles string constraints containing string number conversion. In order to deal with the undecidability of the string-number conversion problem, our framework follows the CEGAR procedure to check the constraints satisfiability. Specifically, our framework under-approximates the constraints to make the constraints fall in a decidable fragment. If the under-approximated constraints is unsatisfiable, our framework over-approximates the constraints to check the unsatisfiability and to guide a new under-approximation. For more details, we make the following contributions.

1. **Parametric Flat Automata**: A class of parametric flat automata (PFA) is the key for efficient handling of string constraints. More precisely, a parametric automaton is defined as a tuple \( P = \langle A, \psi \rangle \) where \( A \) is an automaton operating over an alphabet \( V \) of character variables, and \( \psi \) is an interpretation constraint over \( V \). Given the definition of a parametric automaton, a PFA is a parametric automaton whose automaton is flat. An example of a PFA having \( m \) loops, each having a different size, is shown in Figure 2.5. PFA inherits properties of flat automata we have already introduced in Paper I. We use PFA in our under-approximation to bound domains of our string variables.

2. **Algorithm**: We propose an algorithm that translates the satisfiability problem of string constraints to the satisfiability problem of linear formulas in polynomial-time when the search space restricted by PFAs. The algorithm has two steps. The first step is to over-approximate the input
constraints into a set that falls in the chain-free fragment, which has been
described in Paper III. If the satisfiability of the new set is unsatisfiable,
then the satisfiability of the original input is also unsatisfiable. The sec-
ond step is to under-approximate the string constraint by bounding the
search space of each variable to the language defined by a PFA.

3. Procedure for solving string-number conversion: We present a decisive
procedure for checking the satisfiability of string constraints with string-
number conversion. First, we define a special PFA, called numeric PFA,
for string variables that are involved in string-number conversion opera-
tors as shown in Figure 2.6. The numeric PFA covers all strings that have
converted values up to $10^m$ with $m$ is the length bound of the numeric
PFA. Second, for each string variable restricted by a numeric PFA, its
numeric value is represented by a linear formula.

4. Tool: We introduce an open-source tool Z3-TRAU implementing our al-
gorithm at (2) and procedure at (3). We demonstrate the efficiency of
Z3-TRAU on both existing and new benchmarks. In particular, we carry
two sets of experiments. In the first set of experiments, we compare
Z3-TRAU with other tools on existing benchmarks over basic string con-
straints. Those benchmarks do not involve string-number conversion op-
erations. In the second set of experiments, we compare Z3-TRAU with
the other tools on new suites focusing on string-number conversion. Our
results of the experiments are the following:

- Z3-TRAU performs as good as or better than the other tools in solv-
ing the satisfiability problems of basic string constraints. It ranks
either 1st or 2nd in all benchmarks when comparing solved cases,
and has the least number of timed out cases.

- Z3-TRAU performs significantly better than the other tools in solv-
ing the satisfiability problems on string-number conversion bench-
marks. It always ranks at the 1st on the number of solved cases.
Indeed, the result shows the efficiency of PFA in general and nu-
meric PFA in particular.

All benchmarks in the two sets of experiments are drawn from practical
examples. The existing benchmarks are collected by running symbolic
executor PyEx over Python packages httplib2, pip, pymongo, and
requests. Furthermore, we collect approximately 20000 new examples
containing string-number conversion operators by running the symbolic
executor Py-Conbyte on examples in Python core libraries. Those
examples involve diverse usages of string-number conversion operators, e.g. parsing date-time, verifying, and restoring IP addresses from strings.
3. Conclusions and Directions for Future Work

This thesis considers the satisfiability problem of string constraints. The thesis contributions include a novel framework for the analysis of string constraints, algorithms for translate the satisfiability problem of string constraints to the satisfiability problem of linear formula in polynomial-time, an expressive decidable fragment for string constraints, and efficient string solvers.

First, we introduced the background knowledge relevant to the understanding of our four peer-reviewed papers. We showed the importance and the difficulty of finding software failures in light of the evolution of the use of software systems over recent decades. Two techniques for finding software failures, e.g. testing and model checking, were reviewed. We then looked at the satisfiability-based approach for testing and model checking, where the core of the approach is an SMT solver.

Second, we discussed the paramount need for string theories as the extension of SMT solvers. In particular, string theories are extremely useful in the verification of string-manipulating programs and analysis of security vulnerabilities of scripting languages. Several examples to motivate the need were highlighted. We also reviewed related works from both theoretical and practical perspectives.

Last, we discussed various challenges of the analysis of string constraints.

In the summary of four peer-reviewed papers, we highlighted a number of new methods for checking the satisfiability of wide ranges of string constraints and propose our new decidable fragment for string constraints. Moreover, we introduced our powerful string solvers: TRAU, TRAU+, and Z3-TRAU, which are capable of solving various classes of constraints in an effective manner.

In Paper I, we presented a new method for checking the satisfiability of string constraints. The framework is applicable to diverse classes of string constraints, including not only standard constraints such as concatenation, length, but also more complicated ones such as context-free membership and transducer. It should be mentioned that our framework is the first framework ever that can support both membership and transducer constraints. Our framework is based on the CEGAR approach and has two components: under-approximation and over-approximation. The under-approximation uses flat automata to restrict the search for a solution to only strings generated by a flat automaton. The over-approximation abstracts the input constraints and produces a counter-example of the abstraction. Using the counter-example, our algorithm then generates a parameter indicating shapes of flat automata that will be used in the under-approximation. We implemented our string solver TRAU and run it successfully on various benchmarks.
In Paper II, we proposed a number of optimizations for our string solver TRAU. One of the notable optimizations is for the handling of transducer constraints by converting them to context-free membership constraints using pushdown automata. Another optimization is combining the flat-automata based method in Paper I with the split based method [5] in the implementation of the under-approximation. The experimental results of TRAU show that it is remarkably better than its predecessor, and also better than other string solvers, e.g. Z3-str3 [18], CVC4 [63], and S3 [88].

In Paper III, we addressed the issue of previous decidable fragments of string constraints, e.g. acyclic [6], and straight-line [64], and introduced new decidable fragments for string constraints, call Chain Free and Weakly Chaining. The chain free fragment prohibits loops in the splitting graph where each node corresponds to an occurrence of a variable in the relational constraints of the formula. The weakly chain fragment extends the chain free fragment as it allows loops of variables involving in the length preserving constraints. The weakly chaining fragment is strictly larger than the acyclic fragment and the straight-line fragment, so it covers important cases which fall out other decidable fragments, e.g comparisons in static single assignments [29]. We then proposed a decision procedure of the weakly chaining fragment. We implemented the decision procedure in the over-approximation of our string solver TRAU+. The evaluation shows that with a better over-approximation, TRAU+ works better than its predecessor TRAU as TRAU+ is capable of handling more test cases than TRAU in various benchmarks. TRAU+ also outperforms other string solvers such as Ostrict [28], Z3-str3 [18], and CVC4 [63], especially in test cases falling in the weakly chaining fragment.

In Paper IV, we focused on solving string-number conversion constraints. Specifically, we introduced a class of parametric flat automata (PFA) for efficient handling of string constraints, and a special class of PFA for string-number conversion constraints. We also presented an algorithm to translate the satisfiability of string constraints to the satisfiability problem of linear formulas in polynomial-time when the search space restricted by PFAs. We implemented the algorithm in our solver Z3-TRAU and carry out numerous evaluations on standard benchmarks as well as string-number conversion benchmarks for the purpose of verifying the efficiency of our algorithm. The standard benchmarks use such types of constraints as concatenation, regular membership, and length. The string-number conversion benchmarks, which are collected by running symbolic execution on various practical examples, involve the use of string-number conversion constraints in combination with other constraints. Evaluation results show that Z3-TRAU works as good as or better than other string solvers, e.g Z3-str3 [98], and CVC4 [63] on standard benchmarks. Z3-TRAU also works considerably better than other string solvers in string-number conversion benchmarks.
**Future work.**

In Paper I, there are several open and difficult questions to consider in the future. First and foremost, we believe that our framework can be extended by applying the idea of symbolic automata and transducers [37] to our flat automata, thus enhancing our under-approximation. Second, even though our method supports context-free membership constraints, the syntax of the constraints is not standardized as a part of the SMTLIB2 language. Therefore, formalizing the syntax for the context-free membership constraint is an essential task to increase its popularity. Lastly, our string solver can also be applied to other string-related problems such as program inversion [53] thanks to the richness of supported languages.

In Paper II, the future work consists of supporting general transducer constraints and extending classes of supported string constraints. First, even though our solver TRAU can support transducer-based string constraints, e.g. replace, to-upper, and to-lower, TRAU does not support general transducer constraints. Consequently, it is unable to run some benchmarks such as SLOG. Second, TRAU does not support essential string constraints such as string-number conversion, replace-all where the replacement pattern is variable. Besides, it just supports not-contain constraints in an incomplete manner, while not-contain constraints apparently occur in index-of, replace, replace-all, and many other types of constraints. All the above future developments are crucial from both theoretical and practical points of view.

There are several directions to further develop the work in Paper III. The first direction is to extend existing decidable fragments of string constraints [5, 64, 52, 27]. Despite the fact that many research works target at solving the decidability problem of string constraints, there remain long-standing open problems, e.g. the decidability of word equations in combination with length constraints. String solvers [98, 63, 3, 52] can greatly benefit from the decidability result as most of them cannot guarantee termination due to the theoretical barrier. The second direction is to fully integrate the decision procedure of the weakly chaining fragment into our string solver TRAU. More precisely, the current implementation of the decision procedure has been done in SLOTH, then we externally use SLOTH as the over-approximation component of TRAU. If the integration can be done internally, then it undoubtedly improves TRAU performance. Simultaneously, SLOTH’s limitations such as lack of support for length constraints can be covered by TRAU.

In Paper IV, as we only consider the string-number conversion for positive integers, one arising question is whether our framework can be generalized with negative and real numbers. In practice, both negative and real numbers are popularly used, e.g. parseInt and parseFloat functions in JavaScript parse a string and return an integer and a floating point number respectively. Since current semantics of string-number conversion constraints used in most string theories allow only positive integers, we need to update the semantics before extending the framework to support negative integers. That can be done
by extending the *numeric PFA* to accept a ‘–’ character at the beginning of automata. Handling real numbers is more challenging. Another direction is to optimize our over-approximation for string-number conversion constraints. In particular, the current over-approximation of string-number conversion constraints does not take into account integer domains covered by numeric PFAs in under-approximation iterations. By strengthening the over-approximation, we expect not only improving the solver performance but also proving unsatisfiable in many more cases. The last direction to consider is migrating our string solver to Z3. Despite the fact that there are several string theories in Z3 such as Z3-str3 and Z3-seq, they do not support the string-number conversion constraints as effectively as our string theory Z3-TRAU. Therefore, migration will definitely improve Z3 in solving string constraints, and also show the practicality of Z3-TRAU.
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