Global boundedness of a class of multilinear Fourier integral operators
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Abstract
We establish the global regularity of multilinear Fourier integral operators that are associated to nonlinear wave equations on products of $L^p$ spaces by proving endpoint boundedness on suitable product spaces containing combinations of the local Hardy space, the local BMO and the $L^2$ spaces.

1. Introduction

This paper deals with the global boundedness of a class of multilinear Fourier integral operators that appear frequently in connection to nonlinear wave equations. To illustrate this, fix a smooth, compactly supported multilinear symbol $m$ on $\mathbb{R}^n$. Let $T_m$ denote the multilinear paraproduct

$$T_m(f_1, \ldots, f_N)(x) := \int_{\mathbb{R}^{nN}} m(\xi) \prod_{j=1}^{N} \left( \hat{f}_j(\xi_j) e^{ix \cdot \xi_j} \right) \, d\xi,$$

where $x \in \mathbb{R}^n$, $\xi_j \in \mathbb{R}^n$ ($j = 1, \ldots, N$), $\xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^{nN}$ and

$$\hat{f}(\xi) = \int_{\mathbb{R}^n} f(x) e^{-ix \cdot \xi} \, dx,$$

is the Fourier transform of $f$.

Furthermore, set

$$\sqrt{-\Delta} f(x) = \int_{\mathbb{R}^n} |\xi| \hat{f}(\xi) \cdot e^{ix \cdot \xi} \, d\xi,$$

where $d\xi$ denotes the normalised Lebesgue measure $d\xi/(2\pi)^n$. Consider now the wave equations

$$\begin{cases}
i \partial_t u + \sqrt{-\Delta} u = T_m(v_1, \ldots, v_N) \\i \partial_t v_k + \sqrt{-\Delta} v_k = 0, \quad k = 1, \ldots, N,
\end{cases} \text{ with } \begin{cases}
u(0, x) = 0 \\v_k(0, x) = f_k(x), \quad k = 1, \ldots, N.
\end{cases}$$

The functions $u$ and $v_k$ are complex valued, and each $f_k$ maps $\mathbb{R}^n$ to $\mathbb{C}$. The system of equations (2) is used to study the nonlinear interaction of free waves, as a first step towards understanding a nonlinear...
wave equation $i\partial_t u + \sqrt{-\Delta} u = F(u)$, with a suitable nonlinearity. The main question here is, given $f_k$ in some function spaces, how does $u$ behave in some other suitable function space? In order to answer this question, one uses the Duhamel formula to represent the solution $u$ as

$$u(t,x) = \int_0^t \int_{\mathbb{R}^nN} m(\Xi) \prod_{j=1}^N \left( \hat{f}_j(\xi_j) e^{ix\cdot\xi_j+i\xi_j} \right) e^{i(t-s)\xi_1+\cdots+\xi_N} d\Xi ds. \quad (3)$$

The inner integral in equation (3) is precisely of the form of the operators whose boundedness are studied in this paper. This is of course along the lines of the far-reaching method of space-time resonances which was introduced by Germain, Masmoudi and Shatah and which they explored and applied to nonlinear partial differential equations in [8], and which Bernicot and Germain also explored in [1]. In our case, we are ignoring the effect of the integral in $s$, which amounts to ignoring the effects of the time resonance.

Motivated by equation (3), we study multilinear Fourier integral operators (abbreviated multilinear FIOs) of the form

$$T^\Phi_{\sigma}(f_1, \ldots, f_N)(x) = \int_{\mathbb{R}^nN} \sigma(x, \Xi) \prod_{j=1}^N \left( \hat{f}_j(\xi_j) e^{ix\cdot\xi_j} \right) e^{i\Phi(\Xi)} d\Xi, \quad (4)$$

where $\sigma$ is an amplitude and

$$\Phi(\Xi) = \varphi_0(\xi_1 + \cdots + \xi_N) + \sum_{j=1}^N \varphi_j(\xi_j), \quad (5)$$

is a combination of phase functions $\varphi_j$ $(j = 0, 1, \ldots, N)$. Here the terms ‘amplitude’ and ‘phase function’ are defined as follows:

**Definition 1.1.** For integers $n, N \geq 1$ and $m \in \mathbb{R}$, the set of (multilinear) amplitudes $S^m(n, N)$ is the set of functions $\sigma \in C^\infty(\mathbb{R}^n \times \mathbb{R}^{nN})$ that satisfy

$$\left| \partial_\Xi^\alpha \partial_s^\beta \sigma(x, \Xi) \right| \leq C_{\alpha, \beta}(\Xi)^{m-|\alpha|},$$

for all multi-indices $\alpha$ and $\beta$. Here and in what follows,

$$\langle \Xi \rangle = \left( 1 + \sum_{j=1}^N |\xi_j|^2 \right)^{1/2} \text{ for } \Xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^{nN} \text{ with } \xi_j \in \mathbb{R}^n, j = 1, \ldots, N.$$  

The parameter $m$ is referred to as the order or decay of the amplitude.

**Remark 1.2.** The terminology ‘multilinear FIOs’ that is used in this paper stems from the fact that for the linear (half)-wave equation $i\partial_t u + \sqrt{-\Delta} u = 0$ with initial data $u(0,x) = f(x)$, there is a representation of the solution in the form of an FIO acting on $f$, with the phase function $x \cdot \xi + |\xi|$ which is positively homogeneous of degree 1 in $\xi$. This is one of the historical sources for the theory of Fourier integral operators. Using this analogy in connection to the nonlinear system of wave equations (2), we believe that the nomenclature ‘multilinear FIOs’ is justified. However, one should note that for general multilinear FIOs, the phase functions are of the form $\Phi(x, \Xi)$, in which the linear phases $x \cdot \sum_{j=1}^N \xi_j$ are subsumed, and one assumes that $\Phi(x, \Xi)$ is positively homogeneous of degree 1 in $\Xi$ and also satisfies some suitable geometric conditions. Although the investigation that is carried out in this paper is not suited for these more general multilinear FIOs, our motivation is based on questions in the theory of nonlinear wave equations connected to the system (2), for which we are able to carry out a fairly complete analysis.
Definition 1.3. A function $\varphi: \mathbb{R}^n \to \mathbb{R}$ which belongs to $C^\infty(\mathbb{R}^n \setminus \{0\})$ and is positively homogeneous of degree 1 – that is, it satisfies $\varphi(t\xi) = t\varphi(\xi)$ for all $\xi \in \mathbb{R}^n$ and all $t > 0$ – is called a phase function (or phase).

In order to state the main result of this paper – Theorem 1.4 – we define

$$X^p := \begin{cases} h^p & \text{if } p \leq 1, \\ L^p & \text{if } 1 < p < \infty, \\ \text{bmo} & \text{if } p = \infty, \end{cases}$$

where $L^p$ is the usual Lebesgue space, $h^p$ is the local Hardy space defined in Definition 2.2 and bmo is the dual space of $h^1$. We remind the reader that $L^p$ and $h^p$ coincide when $1 < p < \infty$.

Theorem 1.4. Given integers $n, N \geq 2$ and exponents $p_j \in [1, \infty]$ ($j = 0, \ldots, N$) which satisfy

$$\frac{1}{p_0} = \sum_{j=1}^{N} \frac{1}{p_j},$$

suppose that

$$m \leq -(n-1) \left( \sum_{j=1}^{N} \left| \frac{1}{p_j} - \frac{1}{2} \right| + \left| \frac{1}{p_0} - \frac{1}{2} \right| \right).$$

Then if $\sigma \in S^m(n, N)$ and $\Phi$ is of the form in equation (5), with each phase $\varphi_j$ as in Definition 1.3 ($j = 0, 1, \ldots, N$), then the multilinear operator $T^\Phi_\sigma$ initially defined by equation (4) for $f_1, \ldots, f_N \in \mathcal{S}$ (the Schwartz class) extends to a bounded multilinear operator from $X^{p_1} \times \cdots \times X^{p_N}$ to $X^{p_0}$.

We can compare this result with earlier work [21] of ours. The first novelty of the present result is its global nature, in the sense that it doesn’t require the amplitudes $\sigma(x, \Xi)$ to be compactly supported in the spatial variable $x$. Indeed, this paper establishes the first global results to date for multilinear (or even bilinear) Fourier integral operators. The second novelty is that we allow a component of the phase function of $T^\Phi_\sigma$ to depend on a mix of the variables $\xi_1, \ldots, \xi_N$ in a way that is dictated by the nonlinear wave equation applications, as already demonstrated. In [21], the phase $\varphi_0$ was not present (that is, it was identically zero). The third novelty is that the results are proved for multilinear and not just bilinear operators, as was the case in [21]. There is also a difference in the function spaces considered. In [21], the endpoint function spaces whose products formed the domain of the operator were the real Hardy space $H^1$ and its dual BMO, whereas here we consider the larger function space $h^1$ and its dual bmo. Although $h^1$ was used as an important technical tool in [21], here it takes centre stage. In [21] the restriction $p_0 \geq 1$ was not imposed and the target space $X^{p_0}$ was $L^{p_0}$ even for $p_0 \leq 1$. The natural improvement to consider here would be $X^{p_0}$ equal to the local Hardy space $h^{p_0}$ when $p_0 \leq 1$, but this possibility is reserved for a forthcoming paper. In the present paper we provide an example showing that both Theorem 1.4 and the main result in [21] are sharp in the case where $N = 2$ and $p_1 = p_2 = 2$.

In proving our multilinear boundedness results, it behooved us also to prove the global regularity of linear Fourier integral operators on local Hardy spaces $h^p$ and local spaces of functions of bounded mean oscillations bmo. The local version of this result is stated in the work of Seeger, Sogge and Stein [23] (the case where $1 < p < \infty$) and of Peloso and Secco [19] (the case where $0 < p < 1$), but is not enough for our purposes. Indeed, it is not enough even if the amplitude $\sigma(x, \Xi)$ is assumed to have compact $x$-support. This is because the introduction of the mixed phase $\varphi_0(\xi_1 + \cdots + \xi_N)$ leads to the appearance of global Fourier integral operators in the subsequent high-frequency decomposition of the operator, so the more complicated phase appears to necessitate the study of global regularity of linear Fourier integral operators. The global linear regularity is proved by a transference procedure due to Ruzhansky and Sugimoto [22]. We prove this regularity for exponents $p > n/(n+1)$, which differs from...
the range in the local case, where \( p \) can take any positive value. However, we prove this is the sharp range in the global setting. In the present paper we only make use of this linear result in the case where \( p = 1 \), but the full range of exponents will come into play in the forthcoming paper already mentioned.

Beyond the need to understand global Fourier integral operators, the presence of the mixed phase \( \varphi_0(\xi_1 + \cdots + \xi_N) \) leads to other difficulties. The underlying cause of these difficulties is the failure of the commutator techniques which were an essential ingredient in [21]. To successfully apply such techniques in this context would require better control of the commutator between a linear Fourier integral operator and a multiplication operator (that is, denoted \( M_m \) in Section 7) than seems reasonable to expect. Instead, we succeed in decomposing the operators into a sum of the constant coefficient operators (that is, the case \( \sigma(x, \Xi) \) does not depend on \( x \), which corresponds to \( M_m \) being the identity operator). This requires at times careful control of the Carleson measure generated by a \( bmo \) function.

The multilinear results of this paper are then achieved through the following steps. First we identify the endpoints that are needed for the complex interpolation which leads to the regularity of multilinear Fourier integral operators on products of \( L^p \) spaces. Thereafter we make a multilinear phase space analysis to divide the operator according to various frequency supports of the amplitude. This creates a number of cases with their associated difficulties, which are dealt with in accordance to the form of the endpoints in question. Finally, complex interpolation yields the main result.

The paper is organised as follows. In Section 2 we recall some definitions, as well as results from linear and multilinear harmonic and microlocal analysis. In Section 3 we prove the global \( h^p \) and \( bmo \) regularity of Fourier integral operators using, among other things, Ruzhansky and Sugimoto’s globalisation procedure. In Section 4 we show that the global \( h^p \) and \( bmo \) regularity result and Theorem 1.4 are in some sense sharp. Section 5 is devoted to finding the so-called endpoints for which complex interpolation would provide the final regularity result for multilinear Fourier integral operators. Finally, in Sections 7, 8 and 9 we systematically analyse all the endpoint cases for various frequency localisations.

## 2. Definitions and preliminaries

In this section, we will collect all the definitions that will be used throughout this paper. We also state some useful results from both harmonic and microlocal analysis which will be used in the proofs of our results.

The proof of Theorem 1.4 builds upon the corresponding linear results. Indeed, as mentioned in Section 1, the proof we present requires new linear boundedness results. We begin by recalling the definitions of the linear versions of the main objects of study in this paper. The multilinear amplitudes defined in Definition 1.1 reduce to the classical Hörmander classes \( S^m \) of amplitudes (or symbols) in the case where \( N = 1 \) – that is to say, \( S^m = S^m(n, 1) \). The same is true of linear Fourier integral operators: they are the special case of equation (4) when \( N = 1 \), so in that case we write

\[
T^\varphi_{\alpha} f(x) := \int_{\mathbb{R}^n} e^{ix \cdot \xi + i\varphi(\xi)} a(x, \xi) \hat{f}(\xi) \, d\xi,
\]

for a given amplitude \( a \in S^m \) and phase function \( \varphi \). Such an operator is called a pseudodifferential operator under the further restriction that \( \varphi \equiv 0 \). In this case it is useful to introduce slightly different (although widely used) notation: for \( a \in S^m \) we define a (linear) pseudodifferential operator to be the operator

\[
a(x, D) f(x) := \int_{\mathbb{R}^n} e^{ix \cdot \xi} a(x, \xi) \hat{f}(\xi) \, d\xi,
\]

which, as is the case for all FIOs, is a priori defined on the Schwartz class \( \mathcal{S}(\mathbb{R}^n) \). The terminology symbol is typically used in connection with pseudodifferential operators, and amplitude with Fourier integral operators.

We will denote constants which can be determined by known parameters in a given situation, but whose values are not crucial to the problem at hand, by \( C \) or \( c \), sometimes adding a subscript – for
example, $c_\alpha$ – to emphasise a dependency on a given parameter (here, $\alpha$). Such parameters are those which determine function spaces, such as $p$ or $m$, the dimension $n$ of the underlying Euclidean space and the constants connected to the seminorms of various amplitudes or phase functions. The value of the constants may differ from line to line, but in each instance could be estimated if necessary. We also write $a \lesssim b$ as shorthand for $a \leq C b$ and $a \approx b$ when $a \leq b$ and $b \leq a$. By
\[ B(x, r) := \{ y \in \mathbb{R}^n : |y - x| < r \} \]
we denote the open ball of radius $r > 0$ centred at $x \in \mathbb{R}^n$.

The following partition of unity is a standard tool in harmonic analysis and is even used to define the function spaces that we are concerned with.

**Definition 2.1.** Let $\psi_0 \in \mathcal{C}_c^\infty (\mathbb{R}^n)$ be equal to 1 on $B(0, 1)$ and be supported in $B(0, 2)$. We define
\[ \psi_j (\xi) := \psi_0 (2^{-j} \xi) - \psi_0 (2^{-(j-1)} \xi), \]
for integers $j \geq 1$. Then one has the following *Littlewood–Paley partition of unity*:
\[ \sum_{j=0}^\infty \psi_j (\xi) = 1 \quad \text{for all } \xi \in \mathbb{R}^n. \tag{9} \]

With the help of the Littlewood–Paley partition of unity we define local Hardy spaces first introduced by Goldberg [11].

**Definition 2.2.** For each $0 < p < \infty$, the following characterisations of the *local Hardy space $h^p (\mathbb{R}^n)$* are equivalent (see, for example, [26]):

(i) The set of tempered distributions $f \in \mathcal{S}' (\mathbb{R}^n)$ such that
\[ \| f \|_{h^p (\mathbb{R}^n)}^{[1]} := \left( \int \sup_{0 < r < 1} |\psi_0 (tD)f (x)|^p \, dx \right)^{\frac{1}{p}} < \infty. \]

(ii) The set of all $f \in \mathcal{S}' (\mathbb{R}^n)$ such that
\[ \| f \|_{h^p (\mathbb{R}^n)}^{[2]} := \left\| \left( \sum_{j=0}^\infty |\psi_j (D)f|^2 \right)^{\frac{1}{2}} \right\|_{L^p (\mathbb{R}^n)} < \infty. \]

(iii) The set of all $f \in \mathcal{S}' (\mathbb{R}^n)$ for which there exist a sequence $(\lambda_j)_{j=1}^\infty$ of numbers and a sequence $(a_j)_{j=1}^\infty$ of $(h^p, M)$-atoms (abbreviated $h^p$-atoms) such that
\[ f = \sum_j \lambda_j a_j \]
and
\[ \| f \|_{h^p (\mathbb{R}^n)}^{[3]} := \inf \left( \sum_j |\lambda_j|^p \right)^{\frac{1}{p}} < \infty, \]
where
\[ M \geq n \left( \frac{1}{p} - 1 \right), \]
with \([x]\) denoting the integer part of \(x\). A function \(a\) is called an \((h^p, M)\)-atom if for some \(x_0 \in \mathbb{R}^n\) and \(r > 0\), the following three conditions are satisfied:

(a) \(\text{supp } a \subseteq B(x_0, r)\),
(b) \(|a(x)| \leq |B(x_0, r)|^{-\frac{1}{p}}\) and
(c) if \(r \leq 1\) and \(|a| \leq M\), then

\[
\int_{\mathbb{R}^n} x^\alpha a(x) \, dx = 0.
\]

(iv) The set of all \(f \in \mathcal{S}'(\mathbb{R}^n)\) such that

\[
\|f\|_{h^p}^{[4]} := \|\psi_0(D)f\|_{L^p} + \sum_{M \leq |\alpha| \leq M+1} \sup_{0 < \varepsilon \leq 1} \|r^\alpha_{\varepsilon}(D)f\|_{L^p} < \infty,
\]

where \(M\) is as in (iii) and

\[
r^\alpha_{\varepsilon}(\xi) = \psi_0(\varepsilon \xi) \prod_{i=1}^n \left( \frac{\xi_i}{|\xi|} \right)^{\alpha_i} (1 - \psi_0(\xi))^{\alpha_i}.
\]

(v) The set of all \(f \in \mathcal{S}'(\mathbb{R}^n)\) such that

\[
\|f\|_{h^p(\mathbb{R}^n)}^{[5]} := \left( \int \sup_{0 < \varepsilon \leq 1} \sup_{|x-y| < \varepsilon} |\psi_0(iD)f(y)|^p \, dy \right)^{\frac{1}{p}} < \infty.
\]

Moreover all the norms here are equivalent – that is,

\[
\|f\|_{h^p(\mathbb{R}^n)}^{[1]} \approx \|f\|_{h^p(\mathbb{R}^n)}^{[2]} \approx \|f\|_{h^p(\mathbb{R}^n)}^{[3]} \approx \|f\|_{h^p(\mathbb{R}^n)}^{[4]} \approx \|f\|_{h^p(\mathbb{R}^n)}^{[5]},
\]

with implicit constants that depend only on the dimension \(n\) and the choice of \(\psi_0\) in the Littlewood–Paley decomposition – so we simply write \(\|f\|_{h^p(\mathbb{R}^n)}\) for all of them.

It is also shown in [11] that a function \(f\) belongs to the local Hardy space \(h^1\) if and only if \(f \in L^1\) and \(\mathcal{R}_j ((1 - \psi_0)(D)f) \in L^1\), where \(\mathcal{R}_j\) denotes the \(j\)th Riesz transform – that is, \(\mathcal{R}_j f(\xi) := -i \frac{\xi_j}{|\xi|^2} \hat{f}(\xi)\), \(j = 1, \ldots, n\). We record here for future use the more familiar special case of Definition 2.2(iv) when \(p = 1\):

\[
\|f\|_{h^1} \approx \|f\|_{L^1} + \sum_{j=1}^n \|\mathcal{R}_j ((1 - \psi_0)(D)f)\|_{L^1} \approx \|\psi_0(D)f\|_{L^1} + \|(1 - \psi_0)(D)f\|_{H^1}.
\]

The dual of the local Hardy space \(h^1\) is the local \(\text{BMO}\) space, which is denoted \(\text{bmo}\) and consists of locally integrable functions that verify

\[
\|f\|_{\text{bmo}} := \|f\|_{\text{BMO}} + \|\psi_0(D)f\|_{L^\infty} < \infty,
\]

where \(\text{BMO}\) is the usual John–Nirenberg space of functions of bounded mean oscillation (see [24] for the definition) and \(\psi_0\) is the cutoff function introduced in Definition 2.1.
To bound the low-frequency part of an FIO, where the phase function is singular, we will make use of the following lemma, whose proof is a scholium of [6, Lemma 1.17], and therefore left to the reader:

**Lemma 2.3.** Let \( a(\xi) \in C_c^\infty(\mathbb{R}^n) \) be supported in a neighbourhood of the origin. Assume also that \( \varphi(\xi) \in C^\infty(\mathbb{R}^n \setminus 0) \) is positively homogeneous of degree 1. Then for all \( 0 \leq \varepsilon < 1 \) we have

\[
\left| \int e^{i\varphi(\xi) - i\xi \cdot \xi} a(\xi) \, d\xi \right| \lesssim \langle x \rangle^{-n-\varepsilon}.
\]

The following lemma will also prove useful in bounding the low-frequency part of an FIO. It is a consequence of a result due to Peetre [20].

**Lemma 2.4.** Let \( f \in C^1(\mathbb{R}^n) \) have Fourier support contained inside the unit ball. Then for every \( \rho > n \) and \( r \in (n/\rho, 1] \), we have

\[
\langle \cdot \rangle^{-\rho} * |f| (x) \lesssim \left( M(|f|^r)(x) \right)^{1/r}, \quad x \in \mathbb{R}^n,
\]

where \( M \) denotes the Hardy–Littlewood maximal function on \( \mathbb{R}^n \).

**Proof.** As was shown by Peetre (see, for example, [26, Section 2.3.6]), for \( r \geq n/\rho \) we have

\[
\sup_{y \in \mathbb{R}^n} \frac{|f(x - y)|}{\langle y \rangle^\rho} \lesssim \left( M(|f|^r)(x) \right)^{1/r}.
\]

Now taking \( r \in (n/\rho, 1] \) and using formula (13), we obtain

\[
|\langle \cdot \rangle^{-\rho} * f(x)| \lesssim \int_{\mathbb{R}^n} \frac{|f(x - y)|}{\langle y \rangle^\rho} \, dy \lesssim \left( \sup_{y \in \mathbb{R}^n} \frac{|f(x - y)|}{\langle y \rangle^\rho} \right)^{1-r} \int_{\mathbb{R}^n} \frac{|f(x - y)|^r}{\langle y \rangle^{\rho r}} \, dy \lesssim \left( M(|f|^r)(x) \right)^{1/r}.
\]

□

In the analysis of multilinear operators, a basic tool is a certain type of measure whose definition we now recall. A Borel measure \( d\mu(x, t) \) on \( \mathbb{R}^{n+1}_+ \) is called a Carleson measure if

\[
\|d\mu\|_c := \sup_Q \frac{1}{|Q|} \int_Q |d\mu(x, t)| < \infty,
\]

where the supremum is taken over cubes all \( Q \subset \mathbb{R}^n \) and \( \ell(Q) \) denotes the diameter of \( Q \) and \( |Q| \) its Lebesgue measure. The quantity \( \|d\mu\|_c \) is called the Carleson norm of \( d\mu \). In this paper we are exclusively interested in Carleson measures which are supported on lines parallel to the boundary of \( \mathbb{R}^{n+1}_+ \). More precisely, in what follows all Carleson measures will be supported on the set

\[
E := \{(x, t) : x \in \mathbb{R}^n \text{ and } t = 2^{-k} \text{ for some } k \in \mathbb{Z}\},
\]

so they take the form

\[
\sum_{k \in \mathbb{Z}} d\mu(x, t) \delta_{2^{-k}}(t),
\]

where \( \delta_{2^{-k}}(t) \) is a Dirac measure at \( 2^{-k} \). This will be assumed throughout without further comment.

We recall some basic results concerning Carleson measures due to Carleson [4] which are also (as we shall see) useful in the context of multilinear operators. (See also Stein [24] for more streamlined and simplified proofs of the following results.)
Lemma 2.5. If $d\mu(x,t)$ is a Carleson measure, then
\[
\sum_k \int_{\mathbb{R}^n} F(x,2^{-k}) \, d\mu(x,2^{-k}) \leq C_n \|d\mu\|_{c} \int \left( \sup_k \sup_{|y-x|<2^{-k}} |F(y,2^{-k})| \right) \, dx.
\]
Moreover, for $0 < p < \infty$ we have
\[
\sum_k \int_{\mathbb{R}^n} |F(x,2^{-k})|^p \, d\mu(x,2^{-k}) \leq C_n \|d\mu\|_{c} \int \left( \sup_k \sup_{|y-x|<2^{-k}} |F(y,2^{-k})| \right)^p \, dx. \tag{14}
\]

Consequently, if $\varphi$ satisfies $|\varphi(x)| \lesssim (x)^{-n-\varepsilon}$ (for some $0 < \varepsilon < \infty$), then
\[
\sum_k \int_{\mathbb{R}^n} \left| \varphi \left( 2^{-k}D \right) f(x) \right|^2 \, d\mu(x,2^{-k}) \leq C_n \|d\mu\|_{c} \|f\|_{L^2}^2, \tag{15}
\]
and if $\varphi$ is a bump function supported in a ball near the origin with $\phi(0) = 1$, then we also have
\[
\sum_k \int_{\mathbb{R}^n} \left| \varphi \left( 2^{-k}D \right) f(x) \right| \, d\mu(x,2^{-k}) \leq C_n \|d\mu\|_{c} \|f\|_{h^1}. \tag{16}
\]

We also recall the quadratic estimate, which is a consequence of Plancherel’s theorem: if $\varphi \in \mathcal{S}$ is such that $\varphi(0) = 0$, then
\[
\sum_k \int \left| \varphi \left( 2^{-k}D \right) f(x) \right|^2 \, dx \lesssim \|f\|_{L^2}^2. \tag{17}
\]

Finally, we shall also use the following result, which was stated and proved as [21, Lemma 4.10]:

Lemma 2.6. For any Carleson measure $d\mu$ supported on $E$ and $K_k$ satisfying
\[
|K_k(x-y)| \leq 2^{kn} \left( 1 + \frac{|x-y|}{2^{-k}} \right)^{-n-\delta}
\]
for some $\delta > 0$, we have
\[
d\bar{\mu}(x,t) := \sum_k \left( \int |K_k(x-y)| \, d\mu(y,t) \right) \delta_{2^{-k}}(t) \, dx,
\]
which defines a Carleson measure, and $\|d\bar{\mu}\|_{c} \lesssim \|d\mu\|_{c}$.

As stated in Section 1, Theorem 1.4 is proved by interpolating between certain endpoint cases. In connection to those endpoint cases, the Hardy space $H^1$ and its dual BMO (see [24] for the definitions) will play an important role. In this context the following variant of [21, Corollary 4.12] will be useful:

Proposition 2.7. Let $\psi \in \mathcal{S}(\mathbb{R}^n)$ be supported in an annulus and $\phi \in \mathcal{S}(\mathbb{R}^n)$ satisfy $\phi(0) = 0$. Then for any $F \in H^1$, $G \in \text{BMO}$ and $\psi \in L^\infty_{k,x}$,
\[
\left| \int \sum_{k=-\infty}^{\infty} \psi \left( 2^{-k}D \right) F(x) \phi \left( 2^{-k}D \right) G(x) \psi \left( 2^{-k}, x \right) \, dx \right| \leq \|F\|_{H^1} \|G\|_{\text{BMO}} \|\psi\|_{L^\infty_{k,x}}.
\]

3. Global $h^p \to h^p$ boundedness of linear FIOs for $n/(n+1) < p \leq \infty$

In this section we establish the global $h^p$ boundedness of a class of linear FIOs. This is formulated as Theorem 3.1 and will be proved in Theorem 1.4. Since $H^1 \subset h^1 \subset L^1$, this result strengthens
the global $H^1 \to L^1$ boundedness obtained by Ruzhansky and Sugimoto [22] for these FIOs. It also extends the local $h^p \to h^p$ boundedness of FIOs proven by Peloso and Secco [19] to a global result – that is, we remove the requirement that the amplitude have compact $x$-support.

While this article was being written, this result was generalised further to cover more general phases and amplitudes, and Besov–Lipschitz as well as Triebel–Lizorkin spaces. This was carried out by Hassell, Portal and Rozendaal in [14] (in the realm of Hardy spaces), and by the first and third authors together with Isralesson in [15] (in the realm of Besov–Lipschitz and Triebel–Lizorkin spaces). Since the details of the following analysis are presented in [15] (albeit in a more involved setting), we concentrate here on presenting the main ideas of the $h^p$ boundedness of the FIOs that occur in this paper, and skip some of the technical details. The interested reader can find these details in [15].

**Theorem 3.1.** Set $m = -(n-1)\frac{1}{p} - \frac{1}{2}$ and $\frac{n}{n+1} < p \leq \infty$. Then any linear Fourier integral operator

$$T^{\varphi}_{\sigma} f(x) = \int_{\mathbb{R}^n} \sigma(x, \xi) e^{ix \cdot \xi + i\varphi(\xi)} \hat{f}(\xi) \, d\xi,$$

with an amplitude $\sigma(x, \xi) \in S^m$ and a phase function $\varphi$ (as in Definitions 1.1 and 1.3), satisfies the estimate

$$\|T^{\varphi}_{\sigma} f\|_{X^p} \leq C \|f\|_{X^p},$$

where $X^p$ is defined in definition (6).

We begin the proof of Theorem 3.1 by reducing to the case of $x$-independent amplitudes and $p < \infty$. We can write

$$T^{\varphi}_{\sigma} f(x) = b(x, D)T^{\varphi}_{\sigma} f(x),$$

where $b(x, \xi) = \sigma(x, \xi) \langle \xi \rangle^{-m} \in S^0$ and $\tilde{\sigma} = \langle \xi \rangle^m \in S^m$ is independent of $x$. Since pseudodifferential operators $b(x, D)$ are bounded on $X^p$ (see [11] for the case where $p \leq 1$ and $p = \infty$ and, for example, [24] for $1 < p < \infty$), to prove Theorem 3.1 we only need to prove the boundedness of $T^{\varphi}_{\sigma}$. Since $T^{\varphi}_{\sigma}$ is a self-adjoint operator, duality implies that the $p = \infty$ case follows immediately from the $p = 1$ case. To avoid unnecessarily cumbersome notation, for the rest of the proof we drop the tilde and assume that $\sigma$ depends only on $\xi$.

Next we observe that the $L^2$ boundedness of $T^{\varphi}_{\sigma}$ is obvious when $\sigma$ does not depend on $x$, since it is a Fourier multiplier with bounded symbol (observe that $m \leq 0$). Therefore, we only need to consider $p \in (n/(n+1), 1]$, since once the theorem is proved for these values of $p$, the others follow by interpolation and duality.

We now split the operator into high- and low-frequency portions. Let $\chi(\xi)$ be a smooth cutoff function supported in the ball $B(0, 1)$ and equal to 1 in $B(0, 1/2)$. We set

$$\sigma_1 := \chi(\xi)\sigma(\xi) \quad \text{and} \quad \sigma_2(\xi) := (1 - \chi(\xi)) \sigma(\xi),$$

so $\sigma = \sigma_1 + \sigma_2$. We shall study the boundedness of $T^{\varphi}_{\sigma_1}$ and $T^{\varphi}_{\sigma_2}$ separately, beginning with the estimates for $T^{\varphi}_{\sigma_1}$.

### 3.1. Low-frequency analysis

Our goal is to show that $T^{\varphi}_{\sigma_1}$ is bounded on $h^p$ for $\frac{n}{n+1} < p \leq 1$. For this we make use of Definition 2.2(ii) and let $\psi_j$ be a standard Littlewood–Paley partition of unity introduced in Definition 2.1.

Clearly the operator $\psi_j(D)T^{\varphi}_{\sigma_1}$ is an FIO with amplitude

$$r_j(\xi) = \psi_j(\xi)\sigma_1(\xi) = \psi_j(\xi) \chi(\xi)\sigma(\xi)$$
and phase function \(x \cdot \xi + \varphi(\xi)\). The support properties of \(\psi_j\) and \(\chi\) imply that \(r_j(\xi) = 0\) for \(j \geq 1\). This yields
\[
\left\| T_{\sigma_j}^\varphi f \right\|_{h^p} = \left\| \left( \sum_{j=0}^{\infty} |T_{\sigma_j}^\varphi f|^2 \right)^{\frac{1}{2}} \right\|_{L^p} = \| T_{\rho_j}^\varphi f \|_{L^p} .
\]

We can write
\[
T_{\rho_0}^\varphi f(x) = \int K(x,y)(\psi_0(D)f)(y) \, dy ,
\]
where \(K(x,y) = \int \chi(\xi)\sigma(\xi)e^{i(x-y) \cdot \xi + i\varphi(\xi)} \, d\xi\). By Lemma 2.3, we have \(|K(x,y)| \leq \langle x - y \rangle^{-n-\varepsilon}\) for all \(\varepsilon \in (0,1)\). Using this and Lemma 2.4 yields
\[
\left| T_{\rho_0}^\varphi f(x) \right| \leq \left| (\psi_0(D)f) * \langle \cdot \rangle^{-n-\varepsilon} \right| \leq \left( M (|\psi_0(D)f|')(x) \right)^{1/r} \tag{18}
\]
for all \(f \in \mathcal{S}, r \in (\frac{n}{n+\varepsilon}, 1)\) and \(\varepsilon \in (0,1)\), where \(M\) is the Hardy–Littlewood maximal function.

Thus, by choosing \(\frac{n}{n+\varepsilon} < r < p\) and making use of the boundedness of \(M\) on \(L^{p/r}\), we obtain
\[
\left\| T_{\sigma_j}^\varphi f \right\|_{h^p} = \left\| T_{\rho_0}^\varphi f \right\|_{L^p} \leq \left\| M (|\psi_0(D)f|') \right\|_{L^{p/r}}^{1/r} \leq \| \psi_0(D)f \|_{L^p} \leq \| f \|_{h^p} ,
\]
where the last inequality follows by Definition 2.2(ii). A standard density argument yields the result.

### 3.2. High-frequency analysis

To analyse \(T_{\sigma_j}^\varphi\), we need to use the atomic characterisation/decomposition of local Hardy spaces — that is, Definition 2.2(iii). It is also worth mentioning that the high-frequency case of the proof does not require the restriction \(p \in (n/n + 1, 1)\), and works for all \(p \in (0,1)\). Indeed, it is the lack of smoothness in the low-frequency part of the operator that leads to the counterexample in Section 4.

We also claim that in proving the boundedness of \(T_{\sigma_j}^\varphi\) from \(h^p\) to \(h^p\), it is enough to show the boundedness of \(T_{\sigma_j}^\varphi\) from \(h^p\) to \(L^p\). Assuming this claim, we first observe that the operators \(r_\varphi^a(D)\) and \(\psi_0(D)\) in Definition 2.2(iv) are pseudodifferential operators with symbols in \(S^0\) (uniformly in \(\varepsilon\)). As such, they map \(h^p\) to itself by a result of Goldberg [11]. Now since \(r_\varphi^a(D) \circ T_{\sigma_j}^\varphi = T_{\sigma_j}^\varphi r_\varphi^a(D)\) and \(\psi_0(D) \circ T_{\sigma_j}^\varphi = T_{\sigma_j}^\varphi \psi_0(D)\), under the hypothesis of the claim both \(r_\varphi^a(D) \circ T_{\sigma_j}^\varphi\) and \(\psi_0(D) \circ T_{\sigma_j}^\varphi\) map \(h^p\) to \(L^p\), and thus by Definition 2.2(iv) we would have that \(T_{\sigma_j}^\varphi\) maps \(h^p\) to itself. Therefore from now on our goal will be to prove the claim regarding the boundedness of \(T_{\sigma_j}^\varphi\) from \(h^p\) to \(L^p\).

#### 3.2.1. Estimates of the norm on small balls

Here we are concerned with estimates of the \(L^p\)-norm of \(T_{\sigma_j}^\varphi\) for atoms \(a\) supported in balls of radius smaller than 1. To this end, we introduce a second frequency decomposition to the Littlewood–Paley decomposition of Definition 2.1. This was inspired by the work of Fefferman [7] and famously used by Seeger, Sogge and Stein in [23].

This section closely follows the same line of thought as [23], in which each Littlewood–Paley shell \(\{\xi: 2^{j-1} \leq |\xi| \leq 2^{j+1}\}\) is further partitioned into \(O\left(2^{j(n-1)/2}\right)\) truncated cones of thickness \(2^{j/2}\). A clear exposition of the claims to follow can be found in [24, pp. 402–12].

For each \(j \in \mathbb{N}\) we choose a collection of unit vectors \(\{\xi_j^\varphi\}_j\) such that
- \(|\xi_j^\varphi - \xi_j^{\varphi'}| \geq 2^{-\frac{j}{2}}\) for \(\varphi \neq \varphi'\) and
- for each \(\xi \in \mathbb{S}^{n-1}\), there exists a \(\xi_j^\varphi\) such that \(|\xi - \xi_j^\varphi| < 2^{-j/2}\),
which is maximal with respect to the first property. It follows that it contains at most $O \left( 2^{j(n-1)/2} \right)$
elements. Associated to each $\xi_j^v$ is a cone
\[ \Gamma_j^v := \left\{ \xi \in \mathbb{R}^n : \frac{\xi_j^v}{|\xi|} \leq 2 \cdot 2^{-\frac{j}{2}} \right\} \]
whose central axis lies along $\xi_j^v$.

One can construct a partition of unity
\[ \sum_{v} \chi_j^v = 1 \] (19)
of $\mathbb{R}^n \setminus \{0\}$ subordinate to $\left\{ \Gamma_j^v \right\}_{j,v}$ which satisfies the estimates
\[ \left| \partial^\alpha_{\xi} \chi_j^v (\xi) \right| \leq C_a 2^j \frac{|\alpha|}{2^j} |\xi|^{-|\alpha|} \] (20)
for all multi-indices $\alpha$, and the better estimate
\[ \left| (\xi_j^v \cdot \nabla)^N \chi_j^v (\xi) \right| \leq C_N |\xi|^{-N}, \] (21)
for $N \geq 1$ along the direction $\xi_j^v$. Therefore, with $\psi_j$ from Definition 2.1,
\[ \psi_0(\xi) + \sum_{j=1}^{\infty} \sum_{v} \chi_j^v (\xi) \psi_j (\xi) = 1, \quad \text{for all } \xi \in \mathbb{R}^n. \] (22)

We now fix an $h^p$-atom $a$ supported in a ball $B(\bar{y}, r)$ with $r \leq 1$. We need to show that $\|Ta\|_{L^p} \leq C$, where the constant $C$ does not depend on the atom $a$ or the radius of its support $r$. To do this we introduce the rectangles
\[ R_j^v = \left\{ x \in \mathbb{R}^n : \left| x - \bar{y} + \nabla \varphi (\xi_j^v) \right| \leq 2A^{-\frac{j}{2}}, \left| \pi_j^v \left( x - \bar{y} + \nabla \varphi (\xi_j^v) \right) \right| \leq 2A^{-j} \right\}, \]
where $\pi_j^v$ is the orthogonal projection in the direction $\xi_j^v$ and the size of the constant $A$ depends on the size of the Hessian $\partial^2 \varphi$ but not on $j$; and we define the ‘region of influence’ as
\[ B^* = \bigcup_{2^{-j} \leq r} \bigcup_{v} R_j^v. \]

We then split
\[ \int_{\mathbb{R}^n} \left| T_{\sigma_2}^\varphi a (x) \right|^p \, dx = \int_{B^*} \left| T_{\sigma_2}^\varphi a (x) \right|^p \, dx + \int_{B^c} \left| T_{\sigma_2}^\varphi a (x) \right|^p \, dx. \] (23)

It can be shown that
\[ |B^*| \leq r, \]
so
\[ \int_{B^*} \left| T_{\sigma_2}^\varphi a (x) \right|^p \, dx \leq |B^*|^{1-p/2} \left( \int_{B^*} \left| T_{\sigma_2}^\varphi a (x) \right|^2 \, dx \right)^{p/2} \leq r^{(1-p/2)} \left\| T_{\sigma_2}^\varphi a \right\|_{L^p}^{p/2}. \] (24)

To estimate $\left\| T_{\sigma_2}^\varphi a \right\|_{L^2}^p$ we consider two cases: $-n/2 < m \leq 0$ and $m \leq -n/2$. 

In the case where $-n/2 < m < 0$, we can fix $q \in (1, 2]$ which satisfies
\[ \frac{1}{2} = \frac{1}{q} + \frac{m}{n}. \] (25)

Using the $L^2$-boundedness of $T^{\varphi}_{\sigma_2} \circ \langle D \rangle^{-m}$ (which is clear when it is viewed as a 0th-order Fourier multiplier) and the $L^q$ to $L^2$ boundedness of the Riesz potential $\langle D \rangle^m$, we obtain
\[ \| T^{\varphi}_{\sigma_2} a \|_{L^2}^p \leq \| a \|_{L^q}^p \leq c |B|^{p/q-1} \lesssim r^{n(p/q-1)}. \]

Combining this with formula (24), we obtain
\[ \int_{B^c} |T^{\varphi}_{\sigma_2} a(x)|^p \, dx \leq r^{(1-p/2)+n(p/q-1)} \leq 1, \]

where the last estimate follows from equation (25) because then
\[ 1 - \frac{p}{2} + n \left( \frac{p}{q} - 1 \right) = 1 - \frac{p}{2} + n \left( \frac{p}{2} - \frac{pm}{n} - 1 \right) = p \left( \frac{1}{p} - \frac{1}{2} + \frac{n}{2} - m - \frac{n}{p} \right) \]
\[ = p \left[ -(n-1) \left( \frac{1}{p} - \frac{1}{2} \right) - m \right] = 0. \]

If instead $m \leq -\frac{n}{2}$, then by setting $b = |B|^{1/p-1/q} a$, with $q$ once again satisfying equation (25) (so now $q < p < 1$), we see that $b$ is an $h^N$-atom which is also supported in $B$. In fact, since $r \leq 1$, $b$ is even an atom in $H^q$, so by [16, Corollary 2.3], we have that $T^{\varphi}_{\sigma_2}$ is bounded from $H^q$ to $L^2$, and so
\[ \int_{B^c} |bT^{\varphi}_{\sigma_2} a(x)|^p \, dx \leq r^{(1-p/2)} \| a \|_{H^q}^p \leq r^{(1-p/2)} |B|^{(1/q-1/p)} \| b \|_{H^q}^p \leq r^{(1-p/2)+n(p/q-1)} \leq 1 \]

once again.

To analyse the second term on the right-hand side of equation (23) we use the partition of unity (22) and decompose
\[ T^{\varphi}_{\sigma_2} = \sum_{j=0}^{\infty} T_j = \sum_j \sum_\nu T^\nu_j, \]

where $T^\nu_j$ is the operator with kernel
\[ K^\nu_j(x,y) = \int \sigma(\xi) \chi^\nu_j(\xi) \psi_j(\xi) e^{i(x-y) \cdot \xi + i \varphi(\xi)} \, d\xi. \]

Since $\varphi$ is homogeneous of degree 1, we can write $\varphi(\xi) = \nabla \varphi(\xi) \cdot \xi$ and so
\[ (x-y) \cdot \xi + \varphi(\xi) = \left( x-y + \nabla \varphi \left( \xi^\nu_j \right) \right) \cdot \xi + \left( \nabla \varphi(\xi) - \nabla \varphi \left( \xi^\nu_j \right) \right) \cdot \xi. \]

Just as in [23], the kernel can therefore be written as
\[ K^\nu_j(x,y) = \int b^\nu_j(\xi) e^{i \left( x - y + \nabla \varphi \left( \xi^\nu_j \right) \right) \cdot \xi} \, d\xi, \]

where $b^\nu_j(\xi) := \sigma(\xi) \chi^\nu_j(\xi) \psi_j(\xi) e^{i \left( \nabla \varphi(\xi) - \nabla \varphi \left( \xi^\nu_j \right) \right) \cdot \xi}$ satisfies the estimates
\[ \left| \partial^\alpha b^\nu_j(\xi) \right| \lesssim C_{\nu} 2^{-j \frac{|\alpha|}{2}} \quad \text{and} \quad \left( \xi^\nu_j \cdot \nabla \right)^{\nu} b^\nu_j(\xi) \lesssim C_{\nu} 2^{-j \frac{\nu}{2}}, \]
for all multi-indices $\alpha$ and for $N \geq 1$, in a similar way to formulas (20) and (21).

This leads to the kernel estimate
\[
\left| \partial^\alpha_f K_f^r(x, y) \right| \leq \frac{2^{j(m + \frac{n+1}{2} + |\alpha|)}}{(1 + 2^j |x - y + \nabla \varphi(\xi_j^r)|^2)^{j/2} (1 + 2^{j/2} |x - y + \nabla \varphi(\xi_j^r)|^{n+2})^{j/2}},
\]
(26)
for all multi-indices $\alpha$ and $N \geq 0$, where $x'$ denotes $x - \pi_j^r(x)$, the orthogonal complement to the projection in the direction $\xi_j^r$. (See [15, Lemma 3.2] for the details.)

To make use of this decomposition we estimate the second term on the right-hand side of equation (23) by
\[
\int_{B^{cc}} |T_j^r a(x)|^p \, dx \leq \sum_{2^j < r^{-1}} \int_{B^{cc}} |T_j a(x)|^p \, dx + \sum_{2^j > r^{-1}} \int_{B^{cc}} |T_j a(x)|^p \, dx. \tag{27}
\]
From formula (26) it is possible to prove that for $x \in B^{cc}$, any $N$ and any $M \geq \left\lceil n \left( \frac{1}{p} - 1 \right) \right\rceil$, we have the pointwise estimates
\[
\left| T_j^r a(x) \right| \lesssim \begin{cases} 
\frac{2^{j(m + \frac{n+1}{2})} 2^{jM} r^{n-p}}{\left(1 + 2^j |x - y + \nabla \varphi(\xi_j^r)|^{n+2}\right)^{j/2}}, & 2^j < r^{-1}, \\
\frac{2^{j(m + \frac{n+1}{2})} 2^{jM} r^{n-p}}{\left(1 + 2^j |x - y + \nabla \varphi(\xi_j^r)|^{n+2}\right)^{j/2}}, & 2^j \geq r^{-1}.
\end{cases}
\tag{28}
\]
(See [15, Lemma 3.4] for details.) For the first term on the right-hand side of formula (27), we use the first estimate of formula (28) to deduce
\[
\int_{B^{cc}} |T_j a(x)|^p \, dx \leq 2^{j^2} 2^{j \frac{n+1}{2}} 2^{jM} r^{2 - j \frac{n+1}{2}} r^{M} r^{n-n}. \tag{29}
\]
(See [15, Proposition 6.2] for details.) Summing over $2^j < r^{-1}$ yields
\[
\sum_{2^j < r^{-1}} \int_{B^{cc}} |T_j a(x)|^p \, dx \leq 1
\]
if $M$ and $N$ are chosen appropriately. For the second term in formula (27) we have that $2^j \geq r^{-1}$, and therefore using the second estimate of formula (28) yields
\[
\int_{B^{cc}} |T_j a(x)|^p \, dx \leq 2^{j^2} 2^{j \frac{n+1}{2}} 2^{-jM} r^{2 - j \frac{n+1}{2}} r^{M} r^{n-n} r^{2A} r^{4^j A} r^{4^j n} \tag{30}
\]
(See again [15, Proposition 6.2] for details.) Summing over $2^j \geq r^{-1}$ yields
\[
\sum_{2^j > r^{-1}} \int_{B^{cc}} |T_j a(x)|^p \, dx \leq 1
\]
for appropriate $M$ and $N$, which concludes the proof for atoms supported on balls of radius less than or equal to 1.

### 3.2.2. Estimates of the norm on large balls

When the atom is supported on a ball with radius greater or equal to 1, we use a strategy developed by Ruzhansky and Sugimoto [22]. Once again, we wish to show $\|T_j \varphi a\|_{L^p} \lesssim 1$, where $a$ is an atom, but this
time supported on a ball of radius \( r \geq 1 \). Without loss of generality, one can assume that this ball is centred at the origin. This is because the translation invariance of \( L^p \) yields

\[
\| T^\varphi_{s\tau} a \|_{L^p} = \| \tau_{-s} T^\varphi_{s\tau} T^{-s} a \|_{L^p},
\]

where \( \tau_s \) is the operator of translation by \( s \in \mathbb{R}^n \) and \( \tau_{-s} T^\varphi_{s\tau} \tau_s \) is exactly the same operator as \( T^\varphi_{s\tau} \).

Following [22], we introduce the function

\[
H(z) := \inf_{\xi \in \mathbb{R}^n} |z + \nabla \varphi(\xi)|
\]

and its associated level sets

\[
\Delta_r := \{ z \in \mathbb{R}^n ; H(z) > r \}.
\]

Clearly for \( r_1 \leq r_2 \) we have \( \Delta_{r_1} \supseteq \Delta_{r_2} \), and setting

\[
M := \sum_{|y| \leq n+1} \sup_{x, \xi \in \mathbb{R}^n} \left| \partial^\gamma \sigma_2(\xi) \langle \xi \rangle^{-m_\gamma(p)+|\gamma|} \right|,
\]

\[
N := \sum_{1 \leq |y| \leq n+2} \sup_{\xi \in \mathbb{R}^n} \left| \partial^\gamma \varphi(\xi) \langle \xi \rangle^{-1+|\gamma|} \right|,
\]

it is easy to check that both \( M \) and \( N \) are finite due to the decay, support and homogeneity properties of \( \sigma \) and \( \varphi \).

The following lemmas are special cases of [22, Theorem 2.2].

**Lemma 3.2.** Let \( r \geq 1 \). Then we have \( \mathbb{R}^n \setminus \Delta_{2r} \subseteq \{ z : |z| < (2 + N)r \} \). Furthermore, for \( x \in \Delta_{2r} \) and \( |y| \leq r \) we have

\[
H(x) \leq 2H(x - y)
\]

and therefore \( x - y \in \Delta_r \).

**Lemma 3.3.** The kernel

\[
K(z) = \int_{\mathbb{R}^n} \sigma_2(\xi) e^{iz \cdot \xi - i\varphi(\xi)} \, d\xi.
\]

of \( T^\varphi_{s\tau} \) is smooth on \( \bigcup_{r > 0} \Delta_r \), and for all \( L > n \) it satisfies

\[
\| H^L K \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^n \times \Delta_r)} \leq C(r, L, M, N),
\]

where \( C(r, L, M, N) \) is a positive constant depending only on \( L, r > 0, M \) and \( N \). For \( 0 < p \leq 1 \) and \( L > n/p \), the function \( H(z) \) satisfies the bound

\[
\| H^{-L} \|_{L^p(\Delta_r)} \leq C(r, L, N, p).
\]

Now returning to the problem of bounding the \( L^p \)-norm of \( T^\varphi_{s\tau} a \), we split

\[
\| T^\varphi_{s\tau} a \|_{L^p(\mathbb{R}^n)} \leq \| T^\varphi_{s\tau} a \|_{L^p(\Delta_{2r})} + \| T^\varphi_{s\tau} a \|_{L^p(\mathbb{R}^n \setminus \Delta_{2r})}.
\]

We first estimate the integral in formula (30) over \( \Delta_{2r} \). For \( x \in \Delta_{2r} \) and \( |y| \leq r \), Lemma 3.2 yields that \( H(x) \leq 2H(x - y) \) and \( x - y \in \Delta_r \). This together with Lemma 3.3 in turn implies

\[
\left| T^\varphi_{s\tau} a(x) \right| \leq 2^L H(x)^{-L} \int_{|y| \leq r} \left| H(x-y)^L K(x-y) a(y) \right| \, dy
\]

\[
\leq 2^L H(x)^{-L} \left\| H^L K \right\|_{L^\infty(\mathbb{R}^n \times \Delta_r)} \| a \|_{L^1} \leq C(n, L, M, N) H(x)^{-L}
\]
for $x \in \Delta_{2r}$, since $\|a\|_{L^1} \leq |B|^{1-1/p}$ and $r \geq 1$. Therefore, choosing $L > n/p$, Lemma 3.3 and the monotonicity of $\Delta_r$ yield
\[
\|T_{\sigma_2}^a\|_{L^p(\Delta_{2r})} \leq \|H(x)^{-L}\|_{L^p(\Delta_{2r})} \leq C(n, M, N),
\]
(31)
as required.

For the integral in formula (30) over $\mathbb{R}^n \setminus \Delta_{2r}$, Lemma 3.2 and Hölder’s inequality yield
\[
\|T_{\sigma_2}^a\|_{L^p(\mathbb{R}^n \setminus \Delta_{2r})} \leq \|\mathbb{R}^n \setminus \Delta_{2r}\|^{1-p/2} \|T_{\sigma_2}^a\|_{L^p(\mathbb{R}^n)}^{p}
\]
\[
\leq r^{n(1-p/2)} \|a\|_{L^p(\mathbb{R}^n)} \leq 1,
\]
which together with formula (31) proves the estimate $\|T_{\sigma_2}^a\|_{L^p} \leq 1$.

4. Examples showing the sharpness of results

In Section 3.1 we only succeeded in proving that the low-frequency part of an FIO is bounded on $h^p$ for $p > n/(n+1)$. Here we shall constructively prove that the generic behaviour of an FIO acting on a Schwartz function is no better than $O \left( |x|^{-(n+1)} \right)$ as $|x| \to \infty$, and so we cannot expect the boundedness of an FIO into $h^p \subseteq L^p$ for $p \leq n/(n+1)$ to hold. More specifically, for each dimension $n$, we will find a function $f \in \mathcal{S} \subseteq h^p$ for which
\[
T(f)(x) := \int_{\mathbb{R}^n} \hat{f}(\xi) e^{i x \cdot \xi + i|x||} \, d\xi = \left( \frac{\Gamma \left( \frac{n+1}{2} \right)}{\pi^{(n+1)/2}} \right) \left| |x|^{-(n+1)} + O \left( \frac{1 + \log |x|}{|x|^{n+3}} \right) \right),
\]
(32)
as $|x| \to \infty$. The function $f$ will be chosen so that $\hat{f}$ has compact support, thus showing that regardless of the order of the decay of the amplitude, Theorem 3.1 cannot hold if $0 < p \leq n/(n+1)$. In the case where $n = 1$, this fact can also be proved directly, without the need for equation (33), using integration by parts. A different proof, again in the case where $n = 1$, which yields the slightly stronger statement
\[
T(f)(x) = \left( \frac{\hat{f}(0)}{\pi i} \right) \frac{1}{x^2} + O \left( x^{-4} \right),
\]
as $|x| \to \infty$ can be found in [15].

We consider here the case where $n > 1$. For a function $f_0 : \mathbb{R}^+ \to \mathbb{C}$, we can define a radial function $f : \mathbb{R}^n \to \mathbb{C}$ by $f(x) = f_0(|x|)$ for all $x \in \mathbb{R}^n$. The Fourier transform of this $f$ is then also a radial function and can be used to define a transformation on $f_0$, as
\[
\mathcal{F}_n(f_0)(r) := \hat{f}(\xi),
\]
where $r = |\xi|$. For $n > 1$, the representation of the Fourier transform of a radial function (see, for example, [25, Chp 4, Thm 3.10]) together with properties of Bessel functions lead to the relation
\[
\mathcal{F}_n(f_0) = -\frac{1}{2\pi} \mathcal{F}_{n+2}(f_1),
\]
(33)
for $f_1(r) = f_0'(r)/r$, provided $f_0$ is continuously differentiable and
\[
f_0(r) = \begin{cases} O(r^{1-n}/2) & \text{as } r \to \infty, \\ O(r^{-n}) & \text{as } r \to 0. \end{cases}
\]
In order to prove definition (32), choose \( f \) to be a smooth radial function whose Fourier transform \( \hat{f} \) is compactly supported and equal to 1 in a neighbourhood of the origin. Furthermore, we set \( g_0(r) = f(\xi) \) for \( r = |\xi| \),

\[
\begin{align*}
  g_1(r) &= g_0(r) e^{ir}, \\
  g_2(r) &= g_0(r) \left( e^{ir} - 1 - ir + r^2/2 \right), \\
  g_3(r) &= g_0(r) \left( 1 - r^2/2 \right) \quad \text{and} \\
  g_4(r) &= g_0(r) ir.
\end{align*}
\]

Then \( T(f)(x) = (2\pi)^{-n} \mathcal{F}_n(g_1)(|x|) \) and

\[
\mathcal{F}_n(g_1) = \mathcal{F}_n(g_2) + \mathcal{F}_n(g_3) + \mathcal{F}_n(g_4).
\]

Since \( x \mapsto g_3(|x|) \) is smooth and compactly supported, \( \mathcal{F}_n(g_3)(r) = O(r^{-\mathcal{N}}) \) as \( r \to \infty \) for each \( \mathcal{N} \in \mathbb{N} \). We introduce a smooth cutoff function \( \chi \) which is equal to 1 on the unit ball supported in the double of the unit ball. Thus,

\[
\begin{align*}
  \mathcal{F}_n(g_2)(|x|) &= \int_{\mathbb{R}^n} \hat{f}(\xi) \left( e^{i|\xi|} (1 - |\xi|) + \frac{|\xi|^2}{2} \right) e^{ix \cdot \xi} \, d\xi \\
  &= \int_{\mathbb{R}^n} \hat{f}(\xi)/(\xi) \left( e^{i|\xi|} (1 - |\xi|) + \frac{|\xi|^2}{2} \right) e^{ix \cdot \xi} \, d\xi \\
  &\quad + \int_{\mathbb{R}^n} \hat{f}(\xi) \left( 1 - \chi(\xi/\lambda) \right) \left( e^{i|\xi|} (1 - |\xi|) + \frac{|\xi|^2}{2} \right) e^{ix \cdot \xi} \, d\xi \\
  &= A + B.
\end{align*}
\]

To estimate \( A \) and \( B \) we can easily see that for \( \xi \in \text{supp} (\hat{f}) \) we have

\[
|\partial^\alpha \xi \left( e^{i|\xi|} (1 - |\xi|) + \frac{|\xi|^2}{2} \right)| \lesssim |\xi|^{3-|\alpha|}.
\]

Therefore \( A \lesssim \lambda^{n+3} \), and for each \( \mathcal{N} \),

\[
|B| = \left| \int_{\mathbb{R}^n} \hat{f}(\xi) \left( 1 - \chi(\xi/\lambda) \right) \left( e^{i|\xi|} (1 - |\xi|) + \frac{|\xi|^2}{2} \right) \left( e^{ix \cdot \xi} \right) \, d\xi \right| \\
\lesssim \frac{1}{|x|^\mathcal{N}} \sum_{|\alpha_1| + |\alpha_2| + |\alpha_3| = \mathcal{N}} \int_{\mathbb{R}^n} \left| \partial^{\alpha_1} \hat{f}(\xi) \right| \left| \partial^{\alpha_2} \left( 1 - \chi(\xi/\lambda) \right) \right| \left| \partial^{\alpha_3} \left( e^{i|\xi|} (1 - |\xi|) + \frac{|\xi|^2}{2} \right) \right| \, d\xi \\
\lesssim \frac{1}{|x|^\mathcal{N}} \sum_{|\alpha_1| + |\alpha_2| + |\alpha_3| = \mathcal{N}} \lambda^{-|\alpha_2|} \int_{|\xi| \geq \lambda} |\xi|^{3-|\alpha_1|} |\xi| \, d\xi \\
\quad + \frac{1}{|x|^\mathcal{N}} \sum_{|\alpha_1| + |\alpha_3| = \mathcal{N}} \int_{1 \leq |\xi| \leq \lambda} |\xi|^{-|\alpha_1|+3-|\alpha_3|} \, d\xi,
\]

where by splitting the sum we can take advantage of the different support properties of \( 1 - \chi(\xi/\lambda) \) and its derivatives. Taking \( \mathcal{N} = n + 3 \), we find

\[
|B| \lesssim \frac{1}{|x|^{n+3}} (1 - \log(\lambda)),
\]

and therefore taking $\lambda = 1/|x|$ yields
\[
\mathcal{F}_n(g_2)(|x|) \leq |A| + |B| \leq \frac{1}{|x|^{n+3}} (1 + \log |x|),
\]
and thus $\mathcal{F}_n(g_2)(r) = O\left((1 + \log r)/r^{n+3}\right)$.

To estimate $\mathcal{F}_n(g_4)$, we make use of equation (33). For this purpose, we define
\[
\begin{align*}
h_0(r) &= g_4'(r)/r, \\
h_1(r) &= i g_4'(r), \\
h_2(r) &= i(g_0(r) - 1)/r \quad \text{and} \\
h_3(r) &= i/r.
\end{align*}
\]
Equation (33) then gives us
\[
\mathcal{F}_n(g_4) = -\frac{1}{2\pi} \mathcal{F}_{n+2}(h_0) = -\frac{1}{2\pi} \left( \mathcal{F}_{n+2}(h_1) + \mathcal{F}_{n+2}(h_2) + \mathcal{F}_{n+2}(h_3) \right).
\]
We have that $\mathcal{F}_{n+2}(h_1)(r) = O\left(r^{-\lambda}\right)$ as $r \to \infty$ for each $\mathcal{N} \in \mathbb{N}$, since $h_1$ is smooth and compactly supported. It can also be shown that $\mathcal{F}_{n+2}(h_2)(r) = O\left(r^{-\lambda}\right)$ as $r \to \infty$ for each $\mathcal{N} \in \mathbb{N}$, since $h_2$ is smooth and its higher-order derivatives decay sufficiently rapidly. Moreover, $\mathcal{F}_{n+2}(h_3)(r) = i2^{n+1}\pi^{(n+1)/2}\Gamma\left(\frac{n+1}{2}\right) r^{-(n+1)}$ (as can be found in, for example, [25, Chp 4, Thm 4.1]). Putting these together, we find that
\[
\mathcal{F}_n(g_4) = -\left(2^n\pi^{(n-1)/2}\Gamma\left(\frac{n+1}{2}\right)i\right)r^{-(n+1)} + O\left(r^{-\lambda}\right)
\]
as $r \to \infty$ for each $\mathcal{N} \in \mathbb{N}$, and therefore we have proved definition (32) in the case where $n > 1$.

Before we turn to the proof of Theorem 1.4, we provide an example to show that the value of $m$ in formula (8) is sharp. We do this in the case where $N = 2$, $p_0 = 2$ and $p_1 = p_2 = 4$. Consider the bilinear operator
\[
U(f, g)(x) = \int_{\mathbb{R}^{2n}} a(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{i x \cdot (\xi + \eta)} e^{i |\xi| - i |\eta| + i |\xi + \eta|} \, d\xi \, d\eta,
\]
where
\[
a(\xi, \eta) = \sum_{k=1}^{\infty} \psi_j(\xi) \overline{\psi_j(-\eta)} |\xi|^{m/2} |\eta|^{m/2},
\]
the $\psi_j$ are a Littlewood–Paley partition of unity as defined in Definition 2.1 and $m$ fails to satisfy formula (8), so
\[
m = -(n-1) \left( \left| \frac{1}{p_1} - \frac{1}{2} \right| + \left| \frac{1}{p_2} - \frac{1}{2} \right| + \left| \frac{1}{p_0} - \frac{1}{2} \right| \right) + \varepsilon = -\frac{(n-1)}{2} + \varepsilon
\]
for $\varepsilon > 0$. We can write $U(f, g) = e^{i\sqrt{-\Delta}}(T(f, g))$ for
\[
T(f, g)(x) = \int_{\mathbb{R}^{2n}} a(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{i x \cdot (\xi + \eta)} e^{i |\xi| - i |\eta|} \, d\xi \, d\eta,
\]
so the unitarity of \( e^{i\sqrt{-A}} \) implies that the boundedness of \( U \) from \( L^4 \times L^4 \) to \( L^2 \) is equivalent to the boundedness of \( T \) on the same spaces. We compute

\[
T \left( f, \overline{f} \right) (x) = \int_{\mathbb{R}^n} \left( \sum_{k=1}^{\infty} \left| \Psi_j(x) \right|^2 \right) f(x) e^{ix \cdot \overline{\xi}} e^{i|\xi|} d\xi d\eta
\]

\[
= \sum_{k=1}^{\infty} \left( \int_{\mathbb{R}^n} \Psi_j(x) \left| \xi \right|^2 f(x) e^{ix \cdot \overline{\xi}} e^{i|\xi|} d\xi \right) \left( \int_{\mathbb{R}^n} \overline{\Psi_j(x)} \left| \eta \right|^2 \overline{f(x)} e^{i\eta \cdot \overline{\xi}} e^{-i|\eta|} d\eta \right)
\]

\[
= \sum_{k=1}^{\infty} \left| \int_{\mathbb{R}^n} \Psi_j(x) \left| \xi \right|^2 \overline{f(x)} e^{i\xi \cdot \overline{\xi}} e^{i|\xi|} d\xi \right|^2 = \sum_{k=1}^{\infty} \left| \psi_j(D)(S(f))(x) \right|^2,
\]

where

\[
S(f)(x) = \int_{\mathbb{R}^n} \left( 1 - \psi_0(\xi) \right) \left| \xi \right|^4 \overline{f(x)} e^{i\xi \cdot \overline{\xi}} e^{i|\xi|} d\xi.
\]

If we assume that \( T \) is bounded from \( L^4 \times L^4 \) to \( L^2 \) and \( f \in L^4 \), then [12, Theorem 6.1.2, estimate (6.1.8)] says that there exists a polynomial \( Q \) such that we can estimate

\[
\|S(f) - Q\|_{L^4} \leq \left( \sum_{k=1}^{\infty} \left| \psi_j(D)(S(f))^2 \right| \right)^{1/2}
\]

\[
= \left( \sum_{k=1}^{\infty} \left| \psi_j(D)(S(f))^2 \right| \right)^{1/2} = \|T \left( f, \overline{f} \right) \|_{L^2}^{1/2} \leq \|f\|_{L^4}.
\]

However, if we let \( \overline{f}(\xi) = (1 - \psi_0(\xi)) \left| \xi \right|^4 e^{-i|\xi|} \) with

\[
\frac{2n+1}{4} < \lambda < \frac{2n+1}{4} + \frac{\varepsilon}{2},
\]

then [18, p. 302, fact (II-i)] shows us that \( f \in L^4 \) but \( S(f) \notin L^4 \). Moreover, \( S(f)(x) \sim |x|^{-n+\varepsilon}/4 \) as \( |x| \to 0 \), so regardless which polynomial \( Q \) is, estimate (34) leads to a contradiction. Therefore neither \( T \) nor \( U \) can be bounded operators from \( L^4 \times L^4 \) to \( L^2 \).

5. The identification of the endpoint cases

In order to prove Theorem 1.4, we wish to identify the various values of the exponents \( p_1, p_2, \ldots, p_N \) from which the general result claimed in Theorem 1.4 will follow via interpolation. These specific values are called endpoint cases, and to identify them we define the continuous convex piecewise linear function

\[
F(x) = \left\| x - \frac{1}{2} \right\|_{\ell^1} + \left\| x \cdot 1 - \frac{1}{2} \right\|_{\ell^1}, \text{ for } x \in \mathbb{R}^N,
\]

where \( 1 = (1, \ldots, 1) \in \mathbb{R}^N \). Bearing in mind that \( p_0 \) satisfies equation (7), the right-hand side of formula (8) can be written as

\[
-(n - 1)F(1/p_1, \ldots, 1/p_N).
\]

The fact that we are restricting our attention to exponents $1 \leq p_j \leq \infty$ $(j = 0, 1, \ldots, N)$ means we are interested in the behaviour of $F$ on the domain
\[ D := \{ x \in [0, 1]^N : x \cdot 1 \leq 1 \} \] (36)
and in understanding the set
\[ \{(x, s) \in D \times [0, \infty) : F(x) \leq s \}. \]
Since $F$ is convex and piecewise linear, this set is a convex unbounded polytope. Its extreme points lie on the graph of $F$ over $D$ and are in one-to-one correspondence with the extreme points of the subsets of $D$ on which $F$ is linear. The subsets of $D$ on which $F$ is linear, as intersections of the compact convex set $D$ with convex sets (in this case half-spaces), are compact and convex. By the Krein–Milman theorem, these subsets of $D$ are the closed convex hull of their extreme points. Thus our task is to identify these convex sets and their extreme points. This is the content of the following theorem:

**Theorem 5.1.** If $\{e_j\}_j$ is the standard basis in $\mathbb{R}^N$, then the set $D$ defined in definition (36) can be written as the union
\[ D = D^0_0 \cup D^0_1 \cup \left( \bigcup_{j=1}^N D^1_j \right), \]
where
\[ D^0_0 = \text{Hull} \left( \{0\} \cup \left\{ \frac{e_k}{2} \right\}_{k=1}^N \right) \]
\[ D^1_0 = \text{Hull} \left( \left\{ \frac{e_k}{2} \right\}_{k=1}^N \cup \left\{ \frac{e_k + e_\ell}{2} \right\}_{k, \ell=1}^N \right) \]
\[ D^1_j = \text{Hull} \left( \left\{ e_j, \frac{e_j}{2} \right\} \cup \left\{ \frac{e_j + e_k}{2} \right\}_{k \neq j} \right). \]
Moreover, $F$ defined in equation (35) is a linear function on each of these sets.

Before proving Theorem 5.1, we observe that the values $(1/p_1, \ldots, 1/p_N)$ corresponding to the endpoint cases we need to consider are exactly the points of the set
\[ \{0\} \cup \left\{ \frac{e_k}{2} \right\}_{k=1}^N \cup \left\{ \frac{e_k + e_\ell}{2} \right\}_{k, \ell=1}^N \cup \left\{ e_k \right\}_{k=1}^N. \]
This leads to the following corollary:

**Corollary 5.2.** It is sufficient to prove Theorem 1.4 for the following values of exponents:

(i) $p_j = \infty$ for all $j = 0, \ldots, N$;
(ii) $p_0 = 2$; and for any $1 \leq j \leq N$, $p_j = 2$; and $p_k = \infty$ for $k \neq j$;
(iii) $p_0 = 1$; and for any pair $1 \leq j_1 < j_2 \leq N$, $p_{j_1} = p_{j_2} = 2$; and $p_k = \infty$ for $j_1 \neq k \neq j_2$; and
(iv) $p_0 = 1$; and for any $1 \leq j \leq N$, $p_j = 1$; and $p_k = \infty$ for $k \neq j$.

**Proof.** The proof is a fairly standard application of multilinear interpolation theory as described in [13], using known results for interpolation spaces (for example, [17, Theorem 11]. Therefore we confine ourselves to a brief sketch. We define an analytic family of operators $\{T_z\}$ on the strip $0 < \text{Re} (z) \leq 1$, where $T_z$ is given by equation (4) with an amplitude $\sigma_z(x, \Xi)$, where $\sigma_z(x, \Xi) = \sigma(x, \Xi) \left( 1 + \sum_{j=1}^N |\xi_j|^2 \right)^{\frac{\gamma(z)}{2}}$ and $\gamma(z) = -m - zQ$, with $Q$ chosen so that when $\text{Re} (z) = 0$ and $\text{Re} (z) = 1$, we have $\sigma_z \in S^\alpha (n, N)$ and $\sigma_z \in S^\beta (n, N)$, where $\alpha$ and $\beta$ correspond to two different extremal cases as given in the statement of the corollary. Noting that in both cases the seminorms of $\sigma_z$ depend polynomially on $|\text{Im} z|$, the validity of the bounds for the extremal cases together with the aforementioned result of Grafakos and Mastyło [13, Theorem 1.1] yield the desired results. \hfill \Box
Proof of Theorem 5.1. Let $N' = N'(x)$ denote the number of coordinates such that $x_j \geq \nicefrac{1}{2}$ (for $j = 1, \ldots, N$). That $x \in D$ means $\sum_{j=1}^{N} x_j \leq 1$, which in turn implies that $N' \in \{0, 1, 2\}$. We can therefore decompose $D = D_0 \cup D_1 \cup D_2$, where for each $k = 0, 1, 2$,

$$D_k$$

is the closure of the set of points $x \in D$ for which $N'(x) = k$.

We observe that $D_2$ consists exactly of the vertices $\frac{1}{2}(e_j + e_k)$ for $1 \leq j < k \leq N$, and it is easy to check that these points are limit points of $D_1$. Therefore $D_2 \subset D_1$ and

$$D = D_0 \cup D_1.$$

We can further decompose

$$D_0 = D_0^0 \cup D_0^1,$$

where

$$D_0^0 = \left\{ x \in D_0 : 0 \leq x \cdot 1 \leq \frac{1}{2} \right\} \quad \text{and} \quad D_0^1 = \left\{ x \in D_0 : \frac{1}{2} \leq x \cdot 1 \leq 1 \right\}.$$

Since $0 \leq x \cdot 1 < \frac{1}{2}$ and $x_j \geq 0$ for $x = (x_1, \ldots, x_N) \in D_0^0$, all points $x \in D_0^0$ can be expressed as the convex hull of the points 0, and $\frac{1}{2}e_k$, for $k = 1, \ldots, N$. Therefore, $D_0^0 = \text{Hull} \left( \left\{ 0, \frac{e_1}{2}, \ldots, \frac{e_N}{2} \right\} \right)$.

Leaving $D_0^1$ for a moment, we next consider $D_1$. We can write

$$D_1 = \bigcup_{j=1}^{n} D_1^j,$$

where

$$D_1^j = \left\{ x \in D_1 : x_j \geq \frac{1}{2} \geq x_k \text{ for all } k \neq j \right\}.$$

Note that $D_1^j$ is the translation of $D_0^0$ by $\frac{e_j}{2}$, so it follows that

$$D_1^j = \frac{e_j}{2} + D_0^0$$
$$= \frac{e_j}{2} + \text{Hull} \left( \left\{ 0, \frac{e_1}{2}, \ldots, \frac{e_N}{2} \right\} \right)$$
$$= \text{Hull} \left( \left\{ e_j, \frac{e_j}{2} \right\} \cup \left\{ \frac{e_j + e_k}{2} \right\}_{k \neq j} \right).$$

We now return to $D_0^1$. Given a fixed arbitrary point $x \in D_0^1$, consider the maximal line segment contained in the ray from the origin through $x$ which is contained in $D_0^1$. This is a set of the form

$$\left\{ y = \lambda x : \lambda_- \leq \lambda \leq \lambda_+ \right\}.$$

The factor $\lambda_-$ will be determined by when the ray breaks through the plane $y \cdot 1 = 1/2$, so $\lambda_-$ solves the equation $\lambda_- x \cdot 1 = 1/2$, and $\lambda_+$ will be determined by when the ray first breaks through one of the planes $y \cdot e_j = 1/2$ ($j = 1, \ldots, N$) and $y \cdot 1 = 1$; therefore,

$$\lambda_+ = \min \left\{ \lambda_j : \lambda_j x \cdot e_j = 1/2 \text{ (} j = 1, \ldots, N \text{) and } \lambda_{N+1} x \cdot 1 = 1 \right\}.$$
However,

\[ \lambda x \in \text{Hull}\left(\left\{ \frac{e_1}{2}, \ldots, \frac{e_N}{2} \right\}\right), \]

\[ \lambda_j x \in \text{Hull}\left(\left\{ \frac{e_j}{2} \right\} \cup \left\{ \frac{e_j + e_k}{2} \right\}_{k \neq j} \right) \quad \text{if } \lambda_+ = \lambda_j \text{ for } j = 1, \ldots, N \text{ and} \]

\[ \lambda_{N+1} x \in \text{Hull}\left(\left\{ \frac{e_k + e_\ell}{2} \right\}_{k \neq \ell} \right) \quad \text{if } \lambda_+ = \lambda_{N+1}, \]

so it follows that

\[ x \in \text{Hull}\left(\left\{ \frac{e_k}{2} \right\}_{k=1}^N \cup \left\{ \frac{e_k + e_\ell}{2} \right\}_{k, \ell=1}^N \right). \]

Summarising, we can write

\[ D = D_0^0 \cup D_1^1 \cup \left( \bigcup_{j=1}^N D_j^j \right), \]

where each set is convex and the extreme points are the ones given in the statement of Theorem 5.1 (See Figure 1).

We now check that \( F \) is linear on these sets. For \( x \in D_0, x_k \leq \frac{1}{2} \) for all \( k \), so we have

\[ F(x) = \sum_{k=1}^N \left( \frac{1}{2} - x_k \right) + \left| \sum_{k=1}^N x_k - \frac{1}{2} \right| \]

\[ = \begin{cases} 
\frac{N-1}{2} & \text{if } x \in D_0^1, \\
\frac{N-1}{2} + (1 - 2x \cdot 1) & \text{if } x \in D_0^0.
\end{cases} \]

Now if \( x \in D_1^j \), then \( x_k \leq \frac{1}{2} \leq x_j \) for all \( k \neq j \), and so \( x \cdot 1 \geq 1/2 \). Thus we can write

\[ F(x) = \sum_{k \neq j} \left( \frac{1}{2} - x_k \right) + \left( x_j - \frac{1}{2} \right) + \sum_{k=1}^N x_k - \frac{1}{2} \]

\[ = \frac{N-1}{2} + 2x_j - 1. \]

Thus, in all cases, we see that \( F \) is linear on each of the convex sets \( D_0^0, D_1^1 \) and \( D_j^j \), for \( j = 1, \ldots, N \). \( \Box \)
6. Frequency decomposition of multilinear FIOs

In what follows we shall demonstrate that the regularity of $T^\Phi_\sigma$ can be obtained by considering three frequency regimes: when $\Xi$ lies inside a compact set, when one component of $\Xi = (\xi_1, \ldots, \xi_N)$ dominates the other; and when two fixed components of $(\xi_1, \ldots, \xi_N)$ are comparable to each other.

In all that follows we take $N > 1$. First we define the component of $\sigma$ with frequency support contained in a compact set. We introduce the cutoff function $\chi : \mathbb{R}^{nN} \to \mathbb{R}$, such that $\chi(\Xi) = 1$ for $|\Xi| \leq 1/8$ and $\chi(\Xi) = 0$ for $|\Xi| \geq 1/4$, and define

$$\sigma_0(x, \Xi) = \chi(\Xi) \sigma(x, \Xi).$$

To define the components of $\sigma$ where one frequency dominates all the others, we construct a cutoff function $\nu : \mathbb{R}^{nN} \to \mathbb{R}$ such that $\nu(\Xi) = 0$ for $|\xi_1| \leq 32\sqrt{N-1} |\Xi'|$ and $\nu(\Xi) = 1$ for $64\sqrt{N-1} |\Xi'| \leq |\xi_1|$, where $\Xi' := (\xi_2, \ldots, \xi_N)$. This can be done by taking $\lambda \in C^\infty(\mathbb{R})$ such that $\lambda(t) = 1$ if $t \leq c_1$ and $\lambda(t) = 0$ if $t \geq c_2$ for two real numbers $0 < c_1 < c_2 < 1$, which will be decided momentarily. Define

$$\nu(\Xi) = 1 - \lambda\left(\frac{|\xi_1|^2}{|\Xi|^2}\right) \in C^\infty(\mathbb{R}^{nN} \setminus \mathbb{R}).$$

By construction, it follows that

$$\nu(\Xi) = \begin{cases} 0 & \text{if } |\xi_1|^2 \leq c_1 |\Xi|^2, \\ 1 & \text{if } |\xi_1|^2 \geq c_2 |\Xi|^2. \end{cases}$$

and a calculation shows that taking

$$c_1 = 1 - \frac{1}{1 + 32^2(N-1)} = \frac{2^{10}(N-1)}{1 + 2^{10}(N-1)},$$
$$c_2 = 1 - \frac{1}{1 + 4 \cdot 32^2(N-1)} = \frac{2^{12}(N-1)}{1 + 2^{12}(N-1)},$$

ensures that we obtain the function $\nu$ with the required properties. Given $j = 1, \ldots, N$, we define $\Xi'_j := (\xi_1, \ldots, \xi_{j-1}, \xi_{j+1}, \ldots, \xi_N)$ and

$$\nu_j(\Xi) := \nu\left(\xi_j, \Xi'_j\right),$$

for all $\Xi \in \mathbb{R}^{nN}$. We then define the component of $\sigma$ for which $\xi_j$ dominates the other frequency components to be

$$\sigma_j(x, \Xi) = (1 - \chi(\Xi)) \nu_j(\Xi) \sigma(x, \Xi), \quad \text{for } j = 1, \ldots, N.$$

What remains of $\sigma$ will be split into functions on whose support two frequency components are comparable. Observe that the supports of the $\nu_j$ are disjoint, and therefore the $\Xi$-support of

$$\sigma(x, \Xi) - \sum_{j=0}^N \sigma_j(x, \Xi)$$

is contained in the set of all $\Xi$ for which no $\nu_j(\Xi)$ is equal to 1. We define

$$\tilde{\nu}(\Xi) = 1 - \lambda\left(\frac{|\xi_1|^2}{|\Xi|^2}\right) \in C^\infty(\mathbb{R}^{nN} \setminus \mathbb{R}).$$
for some constant $0 < c_3 < 1$ (to be chosen momentarily) and

$$\tilde{\nu}_j(\Xi) := \tilde{\nu}(\xi_j, \Xi').$$

For fixed $k$, if $\Xi$ is not contained in the support of $\tilde{\nu}_j$ for any $j \neq k$, then $|\xi_j|^2 \leq c_3 c_1 |\Xi|^2$ for all $j \neq k$, and consequently

$$|\xi_k|^2 \geq (1 - c_3 c_1 (N - 1)) |\Xi|^2.$$

Thus, we choose $c_3$ so that $1 - c_3 c_1 (N - 1) > c_2$, and all $\Xi$ which are not contained in the support of $\tilde{\nu}_j$ for any $j \neq k$ will be such that $\nu_k(\Xi) = 1$. Therefore the functions

$$\Theta_{j,k}(\Xi) := \frac{\tilde{\nu}_j(\Xi) \tilde{\nu}_k(\Xi)}{\left(\sum_{\ell=1}^{N} \tilde{\nu}_\ell(\Xi)\right)^2}$$

are a smooth partition of the $\Xi$-support of expression (38), and $|\xi_j| \approx |\xi_k|$ on the support of $\Theta_{j,k}$.

Defining

$$\sigma_{j,k}(x,\Xi) = (1 - \chi(\Xi))\Theta_{j,k}(\Xi) \left(\sigma(x,\Xi) - \sum_{\ell=0}^{N} \sigma_{\ell}(x,\Xi)\right), \quad \text{for } j, k = 1, \ldots, N,$$

we have completed our decomposition of the amplitude $\sigma$ as

$$\sigma(x,\Xi) = \sigma_0(x,\Xi) + \sum_{j=1}^{N} \sigma_j(x,\Xi) + \sum_{j\neq k} \sigma_{j,k}(x,\Xi),$$

where $\sigma_0$ has compact $\Xi$-support, $|\xi_j|$ dominates $|\Xi|$ on the $\Xi$-support of $\sigma_j$ and $|\xi_j| \approx |\xi_k|$ on the $\Xi$-support of $\sigma_{j,k}$.

It is easy to check that if $\sigma \in S^\mu(n,N)$, then $\sigma_j$ and $\sigma_{j,k}$ are also in $S^\mu(n,N)$ for all $j, k = 1, \ldots, N$, and $\sigma_0 \in S^\mu(n,N)$ for all $\mu \in \mathbb{R}$.

7. Boundedness results for $T^\Phi_{\sigma_j}$

We will restrict our discussion to the amplitude $\sigma_1$. This will be sufficient for the treatment of an arbitrary $\sigma_j$, since a permutation of the frequency variables $\xi_1, \ldots, \xi_N$ reduces the boundedness of $\sigma_j$ in one of the endpoint cases from Corollary 5.2 to an endpoint case for $\sigma_1$.

We begin by decomposing $\sigma_1$ in a similar fashion to Coifman and Meyer [5]. The rough idea is to first introduce a Littlewood–Paley partition of unity in the $\xi_1$ variable. We can then make use of the fact that $|\Xi| \lesssim |\xi_1|$ on the $\Xi$-support of $\sigma_1$ to see that for each term in the Littlewood–Paley decomposition, we can introduce for free a second Littlewood–Paley cutoff function in the variable $\xi_1 + \cdots + \xi_N$ (that is, the ‘dual’ frequency variable). The same support property allows us to also introduce low-frequency cutoff operators (written later as $P_k^{\mu,j}$) in each of the $\xi_j$-variables $(j = 2, \ldots, N)$ which restrict $|\xi_j| \lesssim 2^k$ when $|\xi_1| \approx 2^k$. For this purpose, it is more useful to have the squares of the functions form a partition of unity than the functions themselves – that is, equation (40) holds instead of equation (9). So although the $\psi_k$ in the following construction are essentially a Littlewood–Paley partition of unity in the sense of Definition 2.1, we emphasise that they depart slightly from that definition.

We introduce a positive, radial, radially decreasing, smooth cutoff function $\vartheta : \mathbb{R}^n \to \mathbb{R}$ which satisfies $\vartheta(\xi) = 1$ if $|\xi| \lesssim 1$ and $\vartheta(\xi) = 0$ if $|\xi| \gtrsim 2$; and we define the nonnegative functions $\theta_k, \psi_k$ and $\phi_k$ via the following relations:
\( \theta_k(\xi) := \theta(2^{3-k}\xi) \)
\( \psi_k(\xi)^2 := \theta(2^{-1-k}\xi)^2 - \theta(2^{-2-k}\xi)^2 \)
\( \phi_k(\xi)^2 := \theta(2^{-3-k}\xi)^2 - \theta(2^{-4-k}\xi)^2 \).

Using the support properties of these functions, it is easy to verify the following facts:

(i) \( \psi_k(\xi) = 1 \) for \( 2^{k-1} \leq |\xi| \leq 2^{k+1} \).
(ii) \( \psi_k(\xi) = 0 \) for \( |\xi| \leq 2^{k-2} \) and \( 2^{k+2} \leq |\xi| \).
(iii) \( \theta_k(\eta) = 1 \) for \( |\eta| \leq 2^{k-3} \).
(iv) \( \theta_k(\eta) = 0 \) for \( 2^{k-2} \leq |\eta| \).
(v) \( \phi_k(\xi + \eta) = 1 \) for \( 2^{k-3} \leq |\xi + \eta| \leq 2^{k+3} \).
(vi) \( \phi_k(\xi + \eta) = 0 \) for \( |\xi + \eta| \leq 2^{k-4} \) and \( 2^{k+4} \leq |\xi + \eta| \).

Given the support properties of \( \sigma_1 \), it follows that if \( \psi_k(\xi_1) \neq 0 \) and \( \sigma_1(x, \Xi) \neq 0 \), then

\[
|2^{-k} \Xi_1'| \leq \left| 2^{-k} \xi_1 \right| \leq \frac{2^2}{32\sqrt{N} - 1} = \frac{2^{-3}}{\sqrt{N} - 1},
\]

which implies that \( \theta_k(\xi_j) = 1 \) for \( j = 2, \ldots, N \).

Likewise, when \( \psi_k(\xi_1) \neq 0 \) and \( \sigma_1(x, \Xi) \neq 0 \), then

\[
\frac{1}{4} - \frac{1}{8} \leq \left| 2^{-k} \xi_1 \right| - \sqrt{N} - 1 \left| 2^{-k} \Xi_1' \right| \\
\leq \left| 2^{-k}(\xi_1 + \cdots + \xi_N) \right| \leq \left| 2^{-k} \xi_1 \right| + \sqrt{N} - 1 \left| 2^{-k} \Xi_1' \right| \leq 4 + \frac{1}{8} < 8,
\]

which implies \( \phi_k(\xi_1 + \cdots + \xi_N) = 1 \).

Observe that on the support of \( \sigma_1 \),

\[
|\Xi|^2 = |\xi_1|^2 + |\Xi_1'|^2 \geq 1/64, \quad |\xi_1|^2 \geq 32^2(N - 1)|\Xi_1'|^2.
\]

Then

\[
1/64 \leq \left( 1 + \frac{1}{32^2(N - 1)} \right) |\xi_1|^2,
\]

and so

\[
|\xi_1|^2 \geq \frac{16(N - 1)}{1 + 32^2(N - 1)} > 0.
\]

Finally, it follows directly from the definition before that each function \( \psi_k \) is radial and real-valued, and

\[
\sum_{k=-\infty}^{\infty} \psi_k(\xi)^2 = 1 \quad \text{for all } \xi \neq 0.
\]

Using these facts, there exists \( k_0 \in \mathbb{Z} \) (independent of \( x \)) such that we can write \( T^{\Phi}_{\sigma_1} \) as

\[
T^{\Phi}_{\sigma_1}(f_1, \ldots, f_N)(x) = \int_{\mathbb{R}^N} \sum_{k \geq k_0} \psi_k(\xi_1)^2 \prod_{j=2}^{N} \theta_k(\xi_j)^2 \phi_k(\xi_1 + \cdots + \xi_N)^2 \sigma_1(x, \Xi) \prod_{j=2}^{N} \xi_j \frac{\tilde{f}_j(\xi_j)}{e^{ix \cdot (\xi_1 + \cdots + \xi_N)} e^{i\Phi(\Xi)}} d\Xi,
\]
which by setting

$$\Phi(x, \Xi) := x \cdot (\xi_1 + \cdots + \xi_N) + \varphi_0(\xi_1 + \cdots + \xi_N) + \sum_{j=1}^{N} \varphi_j(\xi_j)$$

we can in turn write as

$$\int_{\mathbb{R}^n} \sum_{k \geq k_0}^{\infty} a(k, x, 2^{-k} \Xi) \left[ |\xi_1 + \cdots + \xi_N|^m \phi_k(\xi_1 + \cdots + \xi_N) \right] \times$$

$$\left[ |\xi_1|^m_1 |2^{-k} \xi_1|^{m_0-m_1} \psi_k(\xi_1) \tilde{f}(\xi_1) \right] \left[ \prod_{j=2}^{N} 2^{k_m} \theta_k(\xi_j) \tilde{f}_j(\xi_j) \right] e^{i\Phi(x, \Xi)} \ d\Xi,$$

where $m = \sum_{j=0}^{N} m_j$ and

$$a(k, x, \Xi) = \sigma_1(2^{-k} \Xi) \psi_1(\xi_1) \prod_{j=2}^{N} \theta_1(\xi_j) \phi_1(\xi_1 + \cdots + \xi_N) \left( \frac{2^{-k}}{\xi_1} \right)^{m_0} \left( \frac{2^{-k}}{\xi_1 + \cdots + \xi_N} \right)^{m_0}.$$
Finally, we can write formula (44) as

\[
B(f_1, \ldots, f_N)(x) = \sum_{k=k_0}^{\infty} M_m \circ T_{b_0}^{\varphi_0} \circ Q_k^0 \left[ \left( Q_k^{\mu_1} \circ T_{b_1}^{\varphi_1} \right)(f_1) \prod_{j=2}^{N} \left( P_k^{\mu_j} \circ T_{b_j}^{\varphi_j} \right)(f_j) \right](x),
\]

where

\[
Q_k^0(f)(\xi) = \phi_k(\xi) \hat{f}(\xi), \quad b_0(\xi) = |\xi|^{m_0} \chi_0(\xi),
\]

\[
Q_k^{\mu_1}(f)(\xi) = |2^{-k} \xi|^{m-m_0-m_1} \psi_k(\xi) e^{i2^{-k} \xi \cdot u_1} \hat{f}(\xi), \quad b_1(\xi) = |\xi|^{m_1} \chi_0(\xi),
\]

\[
P_k^{\mu_j}(f)(\xi) = \theta_k(\xi) e^{i2^{-k} \xi \cdot u_j} \hat{f}(\xi), \quad b_j(\xi, \xi) = 2^{km_j} \omega_k(\xi),
\]

for \( j = 2, \ldots, N; \omega_k(\xi) := \theta_k(\xi/2) \) is a bump function equal to 1 on the support of \( \theta_k \); and \( M_m \) denotes multiplication by \( m \).

The position of the operator \( M_m \) and the fact that \( m \) depends on both \( k \) and \( x \) cause problems if we wish to make use of various square-function and Carleson-measure estimates to estimate norms of equation (45). We can overcome the problems by observing that this dependency is in fact periodic. Indeed, since \( Q_k^0 = \left( Q_{k-1}^0 + Q_k^0 + Q_{k+1}^0 \right) \circ Q_k^0 \) and \( Q_k^0 \circ Q_k^0 \equiv 0 \) if \( |k - k'| \geq 2 \), we can write

\[
M_m \circ T_{b_0}^{\varphi_0} \circ Q_k^0 = \left( \sum_{k=k-1}^{k+1} T_{k,k'}^U \right) \circ Q_k^0 = \left( \sum_{\ell=-1}^{1} \sum_{k' \equiv \ell \pmod{3}} T_{k',k}^U \right) \circ Q_k^0,
\]

where \( T_{k,k}^U \) is the FIO with amplitude \( m(j, x, U) b_0(\xi) \phi_k(\xi) \) and phase \( \varphi_0 \). Observe that

\[
\mathcal{T}^U_k := \sum_{\ell=-1}^{1} \sum_{k' \equiv \ell \pmod{3}} T_{k',k}^U
\]

is periodic in \( k \) with period 3, and is an FIO with amplitude in \( S^{m_0} \). Thus, equation (45) can be rewritten as

\[
\sum_{\ell=0}^{2} \mathcal{T}^U_\ell \left( B_\ell(f_1, \ldots, f_N) \right)(x),
\]

where

\[
B_\ell(f_1, \ldots, f_N)(x) := \sum_{k' \equiv \ell \pmod{3}, k \geq k_0} \chi_0(2D) Q_k^0 \left[ \left( Q_k^{\mu_1} \circ T_{b_1}^{\varphi_1} \right)(f_1) \prod_{j=2}^{N} \left( P_k^{\mu_j} \circ T_{b_j}^{\varphi_j} \right)(f_j) \right](x),
\]

and \( \chi_0 \) is the same high-frequency cutoff introduced before (and is a symbol belonging to \( S^0 \)). Now, by Theorem 3.1, each \( \mathcal{T}^U_\ell \) is a bounded operator on \( X^p \) (with norms uniform in \( U \)), and so the boundedness of \( T_{b_0}^{\varphi_0} \) is reduced to studying the boundedness of \( B_\ell \). In the remainder of this section, we prove this boundedness in each of the endpoint cases from Corollary 5.2. Due to the symmetry of definition (46) in the indices \( j = 2, \ldots, N \), we only need to consider endpoint cases \( (p_0, \ldots, p_N) \) which are distinct within the equivalence class of permutations of \( (p_2, \ldots, p_N) \).

\[\text{The notation } Q_k^0 \text{ and } Q_k^{\mu_1} \text{ is potentially ambiguous, as } Q_k^{\mu_1}|_{u_1=0} \text{ is not the same operator as } Q_k^0. \text{ However, in practice no confusion need arise, so to avoid a profusion of notation, we tolerate this imprecision.}\]
Theorem \times \cdots \times \text{and precisely how this is done depends on the endpoint case considered, so we consider each case in turn.}

For the first factor we just use the quadratic estimate
\[
\left( \sum_{k \in \ell \mod 3, k \gg k_0} \int \left| Q^0_k \left( \chi_0(2D) f_0 \right)(x) \right|^2 \, dx \right)^{1/2} \lesssim \| \chi_0(2D) f_0 \| L^2 \leq 1.
\]

Thus it remains to control
\[
\left( \sum_{k \in \ell \mod 3, k \gg k_0} \int \left( Q^0_k \circ T_{b_1}^{\varphi_i} \right) (f_1)(x) \prod_{j=2}^N \left( P^m_j \circ T_{b_j}^{\varphi_j} \right) (f_j) \, dx \right)^{1/2}, \tag{47}
\]
and precisely how this is done depends on the endpoint case considered, so we consider each case in turn.

### 7.1. Boundedness with the target space \( L^2 \)

In this case we take \( m_0 = 0 \). By duality and definition (46), we have
\[
\| B_{\ell}(f_1, \ldots, f_N) \|_{L^2} = \sup_{\| f_0 \|_{L^2} = 1} \left| \int f_0(x) B_{\ell}(f_1, \ldots, f_N)(x) \, dx \right|
\]
\[
= \sup_{\| f_0 \|_{L^2} = 1} \left| \sum_{k \in \ell \mod 3, k \gg k_0} \int Q^0_k \left( \chi_0(2D) f_0 \right) (f_1)(x) \prod_{j=2}^N \left( P^m_j \circ T_{b_j}^{\varphi_j} \right) (f_j) \, dx \right|
\]
\[
\leq \sup_{\| f_0 \|_{L^2} = 1} \left( \sum_{k \in \ell \mod 3, k \gg k_0} \int \left| Q^0_k \left( \chi_0(2D) f_0 \right) (x) \right|^2 \, dx \right)^{1/2}
\times \left( \sum_{k \in \ell \mod 3, k \gg k_0} \int \left( Q^0_k \circ T_{b_1}^{\varphi_i} \right) (f_1)(x) \prod_{j=2}^N \left( P^m_j \circ T_{b_j}^{\varphi_j} \right) (f_j) \, dx \right)^{1/2}.
\]

For the first factor we just use the quadratic estimate
\[
\left( \sum_{k \in \ell \mod 3, k \gg k_0} \int \left| Q^0_k \left( \chi_0(2D) f_0 \right)(x) \right|^2 \, dx \right)^{1/2} \lesssim \| \chi_0(2D) f_0 \| L^2 \leq 1.
\]

Thus it remains to control
\[
\left( \sum_{k \in \ell \mod 3, k \gg k_0} \int \left( Q^0_k \circ T_{b_1}^{\varphi_i} \right) (f_1)(x) \prod_{j=2}^N \left( P^m_j \circ T_{b_j}^{\varphi_j} \right) (f_j) \, dx \right)^{1/2},
\]
and precisely how this is done depends on the endpoint case considered, so we consider each case in turn.

### 7.1.1. \( \text{bmo} \times \cdots \times \text{bmo} \times L^2 \to L^2 \)

Here we take \( n \geq 2, m_j = -(n - 1)/2, f_j \in \text{bmo} \) for \( j = 1, \ldots, N - 1, m_N = 0 \) and \( f_N \in L^2 \). By Theorem 3.1 we know that \( T_{b_1}^{\varphi_i}(f_1) \in \text{BMO} \) when \( f_1 \in \text{bmo} \). This implies that
\[
d\mu(x, t) = \sum_{k \in \mathbb{Z}} \left| Q^0_k \circ T_{b_1}^{\varphi_i} \right| (f_1)(x)^2 \, dx \delta_{2^{-k}}(t),
\]
where \( \delta_{2^{-k}} \) is a Dirac mass at the point \( 2^{-k} \), is a Carleson measure with the Carleson norm bounded by a constant multiple of \( \| f_1 \|_{\text{bmo}} \). Moreover, the nontangential maximal function of \( (x, t) \mapsto \left( P^m_k \circ T_{b_N}^{\varphi_N} \right) (f_N)(x) \delta_{2^{-k}}(t) \) is in \( L^2 \) when \( f_N \in L^2 \). Thus, to control formula (47) with formula (15) and conclude the proof in this endpoint case, it is enough to apply formula (49) from the following lemma to \( P^m_k \circ T_{b_j}^{\varphi_j} \) for each \( j = 2, \ldots, N - 1 \).

**Lemma 7.1.** Let
\[
m = -(n - 1) \left| \frac{1}{p} - \frac{1}{2} \right|, \quad n/(n + 1) < p \leq \infty.
\]

Let
\[
b(k, \xi) = 2^{km} \omega_k(\xi), \quad \overline{P^m_k(\overline{g})(\xi)} = \theta_k(\xi) e^{2^{-k} \xi \cdot u \overline{g}(\xi)},
\]

where \( \omega_k \) and \( \theta_k \) are the cutoff functions already defined. It follows that

\[
\sup_k \left\| \left( P^\mu_k \circ T_b^\varphi \right) (f) \right\|_{h^p} \leq \|f\|_{h^p},
\]

and for \( n \geq 2 \) we also have, for \( m = -(n - 1)/2 \),

\[
\sup_k \left\| \left( P^\mu_k \circ T_b^\varphi \right) (f) \right\|_{L^\infty} \leq \|f\|_{bmo}, \quad \text{and} \quad \sup_k \left\| \left( P^\mu_k \circ T_b^\varphi \right) (f) \right\|_{L^1} \leq \|f\|_{L^1}.
\]

**Proof.** The proof of formula (48) follows from the fact that the amplitude of \( P^\mu_k \circ T_b^\varphi \) is in \( S^m \) uniformly in \( k \). By duality, self-adjointness of the operators involved and interpolation, the second inequality in formula (49) follows from the first.

In order to establish the first inequality in formula (49), we write \( b = b^b + b^\flat \), where

\[
b^b(k, \xi) = b(k, \xi) (1 - \chi_0(\xi)) \quad \text{and} \quad b^\flat(k, \xi) = b(k, \xi) \chi_0(\xi).
\]

Now since \( m \leq 0 \) and \( 1 - \chi_0 \) is a low frequency cutoff, we can throw away the \( \omega \) in the definition of \( b \), which would then eliminate the \( k \)-dependency in \( b^b \). Then by the kernel estimates for the FIOs with amplitude \( b^b \) (see, for example, Lemma 2.3), for \( f \in bmo \) we have

\[
\left\| P^\mu_k T_b^\varphi (f) \right\|_{L^\infty} \leq \left\| T_{b^b}^\varphi (f) \right\|_{L^\infty} \leq \| (1 - \chi_0)(D)f \|_{L^\infty} \leq \|f\|_{bmo}.
\]

In order to ameliorate \( \left( P^\mu_k \circ T_b^\varphi \right) (f) \) so that we can better understand its action on \( bmo \) functions, we employ an argument from [21, page 27]. According to that argument, for \( n \geq 2 \) and \( m = -\frac{(n-1)}{2} \) we introduce an operator

\[
R_k = \sum_{j=k_0}^k Q_j 2^{(k-j)m}
\]

with some positive \( k_0 \), which enables us to replace \( \left( P^\mu_k \circ T_b^\varphi \right) (f) \) by \( P^\mu_k \circ R_k \circ T_b^\varphi (f) \) for \( n \geq 2 \), where \( \gamma(\xi) := \chi_0(\xi) |\xi|^m \in S^{-(n-1)/2} \).

By [21, Lemma 4.8], the operator \( R_k \) has a kernel \( K_k \) which has the following properties:

\[
\int K_k(z) \, dz = 0,
\]

and for each \( 0 < \delta < \frac{n-1}{2} \), the estimates

\[
|K_k(x-y)| \leq 2^{kn} \left( 1 + \frac{|x-y|}{2^k} \right)^{-n-\delta}
\]

and

\[
|K_k(x-y) - K_k(x-y')| \leq 2^{k(n+1)} |y-y'|
\]

hold for all \( x, y, y' \in \mathbb{R}^n \) and \( k \in \mathbb{Z} \). Therefore \( R_k \) satisfies

\[
\sup_{k \in \mathbb{Z}} \| R_k f \|_{L^q} \leq \|f\|_{L^q}, \quad 1 \leq q < \infty,
\]

and

\[
\sup \| R_k f \|_{L^\infty} \leq \|f\|_{BMO}.
\]
Using this BMO–$L^\infty$-boundedness (valid for $n \geq 2$), the global bmo-boundedness of FIOs with amplitudes in $S^{-(n-1)/2}$ (Theorem 3.1) and the $L^\infty$-boundedness of $P_k$ yield

$$\sup_k \left\| P_k T^\varphi (f) \right\|_{L^\infty} \lesssim \| \chi_0 (D) f \|_{\text{BMO}} \lesssim \| f \|_{\text{bmo}}.$$  

\[\square\]

**Remark 7.2.** Here we see that the assumption $n \geq 2$ is used in the proof of Lemma 7.1 to ensure that $\delta$ can be chosen positive. This is not just a feature of the proof, but is in fact necessary. As was shown in [21, Proposition 5.3], the bilinear operator in dimension $n = 1$ with amplitude $\sigma \equiv 1$ and phase functions $\varphi_1 = x_{\xi} + |\xi|$, $\varphi_2 = x_{\eta}$ and $\varphi_3 = 0$ fails to be bounded from bmo $\times L^2$ to $L^2$.

**7.1.2.** $L^2 \times \text{bmo} \times \cdots \times \text{bmo} \rightarrow L^2$

Here we take $m_1 = 0$, $f_1 \in L^2$, $m_j = -(n-1)/2$ and $f_j \in \text{bmo}$ for $j = 2, \ldots, N$. Noting that $b_1$ does not depend on $k$, the quadratic estimate

$$\left( \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \int \left| (Q_k^{m_1} \circ T_{b_1}^\varphi) (f_1) \right|^2 \right)^{1/2} \lesssim \left\| T_{b_1}^\varphi (f_1) \right\|_{L^2} \lesssim \| f_1 \|_{L^2}$$

follows with the help of formula (17) and Theorem 3.1. Applying this and formula (49) to expression (47) yields

$$\left( \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \int \left| (Q_k^{m_1} \circ T_{b_1}^\varphi) (f_1) \right|^2 \right)^{1/2} \lesssim \left( \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \int \left| (Q_k^{m_1} \circ T_{b_1}^\varphi) (f_1) \right|^2 \right)^{1/2} \prod_{j=2}^N \sup_k \left\| (P_k^{m_j} \circ T_{b_j}^\varphi) (f_j) \right\|_{L^\infty} \lesssim \| f_1 \|_{L^2} \prod_{j=2}^N \| f_j \|_{\text{bmo}}.$$  

**7.2. Boundedness with the target space $h^1$**

Now we take $m_0 = -(n-1)/2$, and so by duality and definition (46) we have

$$\| B_\ell (f_1, \ldots, f_N) \|_{h^1} = \sup_{\| f \|_{\text{bmo}} = 1} \left| \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \int Q_k^0 (\chi_0 (2D) f_0) \left( Q_k^{m_1} \circ T_{b_1}^\varphi \right) (f_1) \prod_{j=2}^N \left( P_k^{m_j} \circ T_{b_j}^\varphi \right) (f_j) \right|.$$  

\[(52)\]

Since $f_0 \in \text{bmo}$, we have that $\chi_0 (2D) f_0 \in \text{BMO}$. Therefore,

$$d\mu_{\delta_0} (x, t) := \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \left| Q_k^0 (\chi_0 (2D) f_0) (x) \right|^2 \, dx \, d\delta_{2^{-k}} (t)$$

is a Carleson measure with Carleson norm not exceeding a constant multiple of $\| f_0 \|_{\text{bmo}}^2$.

**7.2.1.** $\text{bmo} \times \cdots \times \text{bmo} \times h^1 \rightarrow h^1$

Here we take $m_j = -(n-1)/2$ for $j = 0, \ldots, N$, $f_j \in \text{bmo}$, $j = 0, \ldots, N-1$, and $f_N \in h^1$ in equation (52).
Since \( f_1 \in \text{bmo} \), Theorem 3.1 and definition (11) yield that \( T^{\varphi_1}_{b_1} (f_1) \in \text{BMO} \), and therefore

\[
d\mu_{f_1}(x, t) := \sum_{k \equiv \ell \pmod{3}, k \gg k_0} \left| Q_k^0 \circ T^{\varphi_1}_{b_1} (f_1)(x) \right|^2 \, dx \delta_{2^{-k}}(t)
\]
is a Carleson measure. Since we also have

\[
\left| Q_k^0 \circ \chi_0 (2D) (f_0)(x) \right| < \left| Q_k^0 \circ \chi_0 (2D) (f_0)(x) \right|^{\varphi_1} \circ T^{\varphi_1}_{b_1} (f_1)(x) \right|
\]
\[
\leq \frac{1}{2} \left( \| f_1 \|_{\text{bmo}} \| Q_k^0 \circ \chi_0 (2D) (f_0)(x) \|^2 + \| f_0 \|_{\text{bmo}} \| Q_k^0 \circ \chi_0 (2D) (f_0)(x) \|^2 \right)^{\varphi_1} \circ T^{\varphi_1}_{b_1} (f_1)(x) \right|^2,
\]
the measure

\[
d\mu_{f_0, f_1}(x, t) := \sum_{k \equiv \ell \pmod{3}, k \gg k_0} Q_k^0 \circ \chi_0 (2D) (f_0)(x) Q_k^0 \circ \chi_0 (2D) (f_0)(x) \, dx \delta_{2^{-k}}(t)
\]
is also Carleson, with Carleson norm bounded by \( \| f_0 \|_{\text{bmo}} \| f_1 \|_{\text{bmo}} \). Moreover, by formula (49), even

\[
d\mu_{f_0, \ldots, f_{N-1}}(x, t) := \sum_{k} \prod_{j=2}^{N-1} \left( p_k^{\mu_j} \circ T^{\varphi_j}_{b_j} \right) (f_j)(x) \delta_{2^{-k}}(t) \, d\mu_{f_0, f_1}(x, t)
\]
is a Carleson measure.

At this point we repeat the decomposition (50) of \( b_N \) into the sum \( b^b_N + b^\sharp_N \). We can see that since \( m_N = -(n-1)/2 \) and \( 1 - \chi_0 \) is a low-frequency cutoff, we can disregard the \( \omega_k \) in the definition of \( b^\sharp_N \), which means \( b^b_N \) is independent of \( k \). Then the characterisation of local Hardy spaces in Definition 2.2(v) and formula (14) yield

\[
\left| \sum_{k \equiv \ell \pmod{3}, k \gg k_0} \int \left( p_k^{\mu_N} \circ T^{\varphi_N}_{b_N} \right) (f_N)(x) \, d\mu_{f_0, \ldots, f_{N-1}}(x, 2^{-k}) \right|
\]
\[
\leq \prod_{j=0}^{N-1} \| f_j \|_{\text{bmo}} \int_{\mathbb{R}^n} \sup_{k \gg k_0} \sup_{|x-y|<2^{-k}} \left| \left( p_k^{\mu_N} \circ T^{\varphi_N}_{b_N} \right) (f_N) \right| \, dx
\]
\[
\leq \left\| T^{\varphi_N}_{b_N} (f_N) \right\|_{h^1} \prod_{j=0}^{N-1} \| f_j \|_{\text{bmo}} \leq \prod_{j=0}^{N-1} \| f_j \|_{\text{bmo}} \| f_N \|_{h^1}.
\]

To deal with \( \left( p_k^{\mu_N} \circ T^{\varphi_N}_{b_N} \right) (f_N) \), we continue to follow the proof of Lemma 7.1 and replace it with \( p_k^{\mu_N} \circ R_k^N \circ T^{\varphi_N}_{b_N} (f_N) \), where \( \gamma \in S^{mn} \). Lemma 2.6 leads us to conclude that

\[
\sum_k R_k^N \left( d\mu_{f_0, \ldots, f_{N-1}}(x, 2^{-k}) \right) (x) \delta_{2^{-k}}(t) \, dx
\]

This is necessary because \( b_N \) depends on \( k \). If it did not, the proof of this endpoint could be completed by arguing as in formula (54) directly with \( b_N \) instead of \( b^b_N \).
is also a Carleson measure. This, via formula (16), yields

\[
\left| \sum_{k=\ell \ (\text{mod } 3), k \geq k_0} \int \left( P_{\mu, k}^N \circ T_{\varphi, N}^{\ell} \right) \left( f_N \right) \, d\mu_{f_1, \ldots, f_{N-1}} \left( x, 2^{-k} \right) \right|
\]

\[
= \left| \sum_{k=\ell \ (\text{mod } 3), k \geq k_0} \int \left( P_{\mu, k}^N \circ T_{\varphi, N}^{\ell} \right) \left( f_N \right) R_{N, k}^{\ell} \left( \cdot, 2^{-k} \right) \, dx \right|
\]

\[
\lesssim \left\| T_{\varphi, N}^{\ell} \left( f_N \right) \right\|_{h^1} \prod_{j=0}^{N-1} \left\| f_j \right\|_{\text{bmo}} \lesssim \prod_{j=0}^{N-1} \left\| f_j \right\|_{\text{bmo}} \| f_N \|_{h^1}.
\]

### 7.2.2. $h^1 \times \text{bmo} \times \cdots \times \text{bmo} \to h^1$

Here we take $m_j = -(n - 1)/2$, for $j = 0, \ldots, N$, $f_0 \in \text{bmo}$, $f_1 \in h^1$ and $f_j \in \text{bmo}$, $j = 2, \ldots, N$. Using formula (49), from Lemma 7.1 we have

\[
\sup_k \left\| P_{\mu, k}^j T_{b, j}^{\varphi} \right\| \lesssim \| f_j \|_{\text{bmo}}, \quad j = 2, \ldots, N.
\]

We now take

\[
G(x) = \chi_0(2D)(f_0)(x), \quad v(2^{-k}, x) = \prod_{j=2}^{\infty} P_{\mu, k}^j \circ T_{b, j}^{\varphi} \left( f_j \right),
\]

and

\[
F(x) = \left( Q_{k}^{\mu_1} \circ T_{b_1}^{\varphi_1} \right) \left( f_1 \right) = \left( Q_{k}^{\mu_1} \circ T_{b_1}^{\varphi_1} \circ \chi_0(2D) \right) \left( f_1 \right),
\]

and thereafter apply Proposition 2.7, Theorem 3.1 and definition (11) to the right-hand side of equation (52) to obtain

\[
\sup_{\| f_0 \|_{\text{bmo}} = 1} \left| \sum_{k=\ell \ (\text{mod } 3), k \geq k_0} \int Q_{k}^{\mu_1} \left( \chi_0(2D)f_0 \right) \left( Q_{k}^{\mu_1} \circ T_{b_1}^{\varphi_1} \right) \left( \chi_0(2D)f_1 \right) \prod_{j=2}^{N} \left( P_{\mu, k}^j \circ T_{b, j}^{\varphi} \right) \left( f_j \right) \, dx \right|
\]

\[
\lesssim \| \chi_0(2D)f_1 \|_{H^1} \prod_{j=2}^{N} \left\| f_j \right\|_{\text{bmo}} \lesssim \| f_1 \|_{h^1} \prod_{j=2}^{N} \left\| f_j \right\|_{\text{bmo}},
\]

where we have also used formula (10) in dealing with $\| \chi_0(2D)f_1 \|_{H^1}$.

### 7.2.3. $L^2 \times L^2 \times \text{bmo} \times \cdots \times \text{bmo} \to h^1$

We choose $m_1 = m_2 = 0$, $f_1, f_2 \in L^2$, $m_j = -(n - 1)/2$ for $j = 0$ and $j = 3, \ldots, N$ and $f_0 \in \text{bmo}$. Starting once again with equation (52), we have, for all $\| f_0 \|_{\text{bmo}} = 1$,

\[
\left| \sum_{k=\ell \ (\text{mod } 3), k \geq k_0} \int Q_{k}^{\mu_1} \left( \chi_0(2D)f_0 \right) \left( Q_{k}^{\mu_1} \circ T_{b_1}^{\varphi_1} \right) \left( f_1 \right) \prod_{j=2}^{N} \left( P_{\mu, k}^j \circ T_{b, j}^{\varphi} \right) \left( f_j \right) \, dx \right|
\]

\[
\lesssim \left( \int \sum_{k \geq k_0} \left| Q_{k}^{\mu_1} \circ T_{b_1}^{\varphi_1} \left( f_1 \right) \right|^2 \, dx \right)^{1/2}
\]

\[
\left( \int \sum_{k=\ell \ (\text{mod } 3), k \geq k_0} \left| P_{\mu, k}^j \circ T_{b_1}^{\varphi} \left( f_2 \right) \right|^2 \left| Q_{k}^{\mu_1} \left( \chi_0(2D)f_0 \right) \right|^2 \prod_{j=3}^{N} \left| P_{\mu, k}^j \circ T_{b, j}^{\varphi} \left( f_j \right) \right|^2 \, dx \right)^{1/2}.
\]

(55)
Since \( f_j \in \text{bmo} \) for \( j = 0, 3, \ldots, N \), we can argue as we did for definition (53) to conclude that
\[
\sum_{k \geq k_0} \left| Q^0_k (\chi_0(2D) f_0) \right|^2 \prod_{j=3}^N \left| P^{\mu_j \circ T_{b_j}^{\phi_j}} f_j \right|^2 \, dx \delta_{2^{-k}}(t)
\]
defines a Carleson measure, with Carleson norm bounded by \( \| f_0 \|_{\text{bmo}}^2 \prod_{j=4}^N \| f_j \|_{\text{bmo}}^2 \). The \( L^2 \)-boundedness of FIOs from Theorem 3.1, together with a quadratic estimate (17) in the first factor and a nontangential maximal function estimate (15) in the second, yields that formula (55) is bounded by
\[
\| f_1 \|_{L^2} \times \| f_2 \|_{L^2} \prod_{j=3}^N \| f_j \|_{\text{bmo}}.
\]

We would also like to note that when \( N = 2 \), the functions \( f_j \), with \( j = 3, \ldots, N \), do not appear in these estimates.

### 7.2.4. \( \text{bmo} \times L^2 \times L^2 \times \text{bmo} \times \cdots \times \text{bmo} \rightarrow h^1 \)

We choose \( m_2 = m_3 = 0, f_2, f_3 \in L^2, m_j = -\frac{n-1}{2} \) for \( j = 0, 1, 4, \ldots, N \), and \( f_0, f_1 \) are both in bmo. Continuing from equation (52), we have, for all \( \| f_0 \|_{\text{bmo}} = 1 \),
\[
\left| \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \int Q_k^0 (\chi_0 (2D) f_0) \left( Q_k^{\mu_1 \circ T_{b_1}^{\phi_1}} f_1 \right) \prod_{j=2}^N \left( P_{k}^{\mu_j \circ T_{b_j}^{\phi_j}} f_j \right) \, dx \right| \leq \left( \int \sum_{k \geq k_0} \left| P_k^{\mu_2 \circ T_{b_2}^{\phi_2}} f_2 \right|^2 \left| Q_k^{\mu_1 \circ T_{b_1}^{\phi_1}} f_1 \right|^2 \, dx \right)^{1/2} \times \left( \sum_{k \equiv \ell \pmod{3}, k \geq k_0} \int \left| P_{k}^{\mu_3 \circ T_{b_3}^{\phi_3}} f_3 \right|^2 \left| Q_k^0 (\chi_0 (2D) f_0) \right|^2 \prod_{j=4}^N \left| P_{k}^{\mu_j \circ T_{b_j}^{\phi_j}} f_j \right|^2 \, dx \right)^{1/2}.
\]

Since \( f_j \in \text{bmo} \) for \( j = 0 \) and \( j = 4, \ldots, N \), arguing once again as we did for definition (53), we see that
\[
\sum_{k \geq k_0} \left| Q_k^0 (\chi_0 (2D) f_0) \right|^2 \prod_{j=4}^N \left| P_{k}^{\mu_j \circ T_{b_j}^{\phi_j}} f_j \right|^2 \, dx \delta_{2^{-k}}(t)
\]
is a Carleson measure, with Carleson norm bounded by \( \| f_0 \|_{\text{bmo}}^2 \prod_{j=4}^N \| f_j \|_{\text{bmo}}^2 \), and similarly,
\[
\sum_{k \geq k_0} \left| Q_k^{\mu_1 \circ T_{b_1}^{\phi_1}} (f_1) \right|^2 \, dx \delta_{2^{-k}}(t)
\]
defines a Carleson measure, with Carleson norm bounded by \( \| f_1 \|_{\text{bmo}}^2 \). The \( L^2 \)-boundedness of FIOs (Theorem 3.1) and the nontangential maximal function estimate (15) yield that the right-hand side of the previous inequality is bounded by
\[
\| f_2 \|_{L^2} \times \| f_3 \|_{L^2} \prod_{j=4}^N \| f_j \|_{\text{bmo}}.
\]
7.3. Boundedness with the target space \( \text{bmo} \)

Here the only case to consider is the \( \text{bmo} \times \cdots \times \text{bmo} \rightarrow \text{bmo} \) boundedness of the operator in definition (46). In this case we take \( m_j = -(n-1)/2 \), \( j = 0, \ldots, N \), \( f_0 \in h^1 \) and \( f_j \in \text{bmo} \) for \( j = 1, \ldots, N \). Using definition (46) and duality, pairing against \( f_0 \), we must bound

\[
\sup_{\|f_0\|_{h^1}=1} \left| \sum_{k \equiv j_i \pmod{3}, k \gg k_0} \int Q_k^0(\chi_0(2D)f_0)(x) \left( Q_k^{\phi_i} \circ T_{b_1}^{\phi_i} \right)(f)(x) \prod_{j=2}^N \left( P_{b_j}^{\phi_i} \circ T_{b_j}^{\phi_i} \right)(f_j) \, dx \right|. \tag{56}
\]

To bound this further, we apply Proposition 2.7. We take \( F(x) = \chi_0(2D)f_0(x) \), \( G(x) = T_{b_1}^{\phi_1}(f_1)(x) \) and \( v(2^{-k}, x) = \prod_{j=2}^N \left( P_{b_j}^{\phi_j} \circ T_{b_j}^{\phi_j} \right)(f_j)(x) \). Clearly \( \|F\|_{H^1} \leq \|f_0\|_{h^1} = 1 \), and definition (11) and Theorem 3.1 yield that \( \|G\|_{\text{bmo}} \leq \|f_1\|_{\text{bmo}} \). Applying formula (49), from Lemma 7.1 we have

\[
\|v(2^{-k}, t)\|_{L_{2,k,x}} \leq \prod_{j=2}^N \left\| P_{b_j}^{\phi_j} \circ T_{b_j}^{\phi_j} \right\|_{L_{2,k,x}} \leq \|f_j\|_{\text{bmo}}.
\]

It follows that formula (56) is bounded by \( \prod_{j=1}^N \|f_j\|_{\text{bmo}} \), as required.

8. Boundedness results for \( T_{\sigma_{j,k}}^{\Phi} \)

Our analysis of \( T_{\sigma_{j,k}}^{\Phi} \) begins very similarly to that of \( T_{\sigma_{j}}^{\Phi} \) in Section 7. Just as in that case, the symmetry of the operators under permutations of the frequency variables allows us to restrict our attention to just one of the \( \sigma_{j,k} \), the argument for all the others being identical. We choose to study \( \sigma_{1,2} \), so \( |\xi_1| \) and \( |\xi_2| \) are comparable to each other. More precisely, we know that

\[
c_1 c_3 |\Xi|^2 \leq |\xi_1|^2 \quad \text{and} \quad c_1 c_3 |\Xi|^2 \leq |\xi_2|^2,
\]

so \( c_1 c_3 |\xi_1|^2 \leq |\xi_2|^2 \leq \frac{1}{c_1 c_3} |\xi_1|^2 \).

on the \( \Xi \)-support of \( \sigma_{1,2}(x, \Xi) \), with the constants \( c_1 \) and \( c_3 \) being the same as in Section 6. We choose an integer \( k_1 \) so that \( 2^{-k_1} \leq c_1 c_3 \) and define \( \hat{\zeta}_k \) via

\[
\hat{\zeta}_k(\xi) := \theta(2^{-k-k_1-2} \xi)^2 - \theta(2^{3+k_1-k} \xi)^2,
\]

so that when \( \psi_k(\xi_1) \neq 0 \) and \( \sigma_1(x, \Xi) \neq 0 \),

\[
2^{-k_1-2} \leq c_1 c_3 |2^{-k} \xi_1| \leq 2^{-k} |\xi_2| \leq \frac{1}{c_1 c_3} |2^{-k} \xi_1| \leq 2^{k_1+2},
\]

which implies \( \hat{\zeta}_k(\xi_2) = 1 \).

With the same choice of \( \psi_k, \theta_k \) and \( \chi_0 \) as in Section 7, we can argue as we did there to write \( T_{\sigma_{1,2}}^{\Phi} \) as

\[
T_{\sigma_{1,2}}^{\Phi}(f_1, \ldots, f_N)(x) = \int_{\mathbb{R}^N} \sum_{k \gg k_0} \psi_k(\xi_1)^2 \hat{\zeta}_k(\xi_2)^2 \sigma_{1,2}(x, \Xi) \chi_0(\xi_1) \hat{f}_1(\xi_1) \times \chi_0(\xi_2) \hat{f}_2(\xi_2) \prod_{j=3}^N \theta_k(\xi_j)^2 \hat{f}_j(\xi_j) e^{i x \cdot (\xi_1 + \cdots + \xi_N + i \Phi(\Xi))} \, d\Xi \tag{57}
\]

and then define

\[
a(k, x, \Xi) = \sigma_{1,2}(x, 2^k \Xi) \psi_1(\xi_1) \psi_1(\xi_2) \prod_{j=2}^N \theta_1(\xi_j) \left( \frac{2^{-k}}{|\xi_1|} \right)^{m_m} \left( \frac{2^{-k}}{|\xi_2|} \right)^{m_2},
\]

where once again \( \sum_{j=1}^N m_j = m \), so that using definition (42), equation (57) can be rewritten as
\[
\sum_{k \geq k_0} \int_{\mathbb{R}^n} a(k, x, 2^{-k} \Xi) 2^{kn_0} \bar{\theta}_k(\xi_1 + \cdots + \xi_N) |2^{-k} \xi_1|^{m-m_2-m_1} \psi_k(\xi_1) \times |\xi_1|^{m_1} \chi_0(\xi_1) \bar{f}_1(\xi_1) |\xi_2|^{m_2} \chi_0(\xi_2) \bar{f}_2(\xi_2) \prod_{j=3}^N 2^{km_j} \theta_k(\xi_j) \bar{f}_j(\xi_j) e^{i\Phi(x, \Xi)} \, d\Xi.
\]

(58)

Just as in Section 7, the Fourier inversion formula yields

\[
a(k, x, \Xi) = \int \frac{m(k, x, U)}{(1 + |U|^2)^M} e^{i\Xi U} \, dU, \quad U = (u_1, \ldots, u_N),
\]

for a smooth bounded function \(m\).

So formula (58) can be written as a weighted average in \(U = (u_1, \ldots, u_N)\) of

\[
\sum_{k=k_0}^{\infty} m(k, x, U) \prod_{j=3}^N 2^{km_j} \theta_k(\xi_j) \bar{f}_j(\xi_j) e^{i\Phi(x, \Xi)} \, d\Xi.
\]

Therefore, we need to prove the boundedness of the operator

\[
D(f_1, \ldots, f_N)(x) = \sum_{k=k_0}^{\infty} M_m \circ T_{d_0}^\phi \circ P_k^0 \left( Q_{k_1}^u \circ T_{d_1}^{\phi_1} (f_1) \left( Q_{k_2}^u \circ T_{d_2}^{\phi_2} (f_2) \left( \prod_{j=3}^N \left( P_{k_j}^u \circ T_{d_j}^{\phi_j} (f_j) \right) \right) \right) \right) (x),
\]

where

\[
\begin{align*}
\bar{P}_k^0(f)(\xi) &= \theta_k(\xi) \bar{f}(\xi), & d_0(k, \xi) &= 2^{kn_0} \omega_k(\xi), \\
\bar{Q}_k^u(f)(\xi) &= |2^{-k} \xi|^{m-m_1-m_2} \psi_k(\xi) e^{i2^{-k} \xi \cdot u_1} \bar{f}(\xi), & d_1(\xi) &= |\xi|^{m_1} \chi_0(\xi), \\
\bar{Q}_k^u(f)(\xi) &= \psi_k(\xi) e^{i2^{-k} \xi \cdot u_2} \bar{f}(\xi), & d_2(\xi) &= |\xi|^{m_2} \chi_0(\xi), \\
\bar{P}_k^u(f)(\xi) &= \theta_k(\xi) e^{i2^{-k} \xi \cdot u_1} \bar{f}(\xi), & d_j(k, \xi) &= 2^{kn_0} \omega_k(\xi),
\end{align*}
\]

for \(j = 3, \ldots, N\); \(\omega_k(\xi) := \theta_k(\xi/2)\) is a bump function equal to 1 on the support of \(\theta_k\); and \(M_m\) denotes multiplication by \(m\).

We now proceed to consider all the necessary endpoint cases. Just as in Section 7, due to the symmetry of the form of equation (59) in the indices \(j = 1, 2\) and \(j = 3, \ldots, N\), we only need to consider endpoint cases \((p_0, \ldots, p_N)\) which are distinct within the equivalence class of permutations of \((p_1, p_2)\) and \((p_3, \ldots, p_N)\). In each case, we fix

\[
\frac{1}{p_0} = \sum_{j=1}^N \frac{1}{p_j}, \quad 1 \leq p_j \leq \infty, \quad j = 0, \ldots, N,
\]

and

\[
m_j := -(n-1) \left| \frac{1}{2} - \frac{1}{p_j} \right|, \quad j = 0, \ldots, N,
\]

\(^3\)The same ambiguity of notation arises here as in equation (45). See footnote 1.
and consider \( f_j \in X^{P_j} \) for \( j = 1, \ldots, N \). Using duality in equation (59), it is enough to estimate

\[
\sum_{k \geq k_0} \int P_k^0 \circ T_{d_0}^{-\varphi_0} (M_{m,f_0}) \left[ \left( Q_{k}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right)(f_1) \left( Q_{k}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right)(f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right)(f_j) \right] \, dx,
\]

for \( f_0 \in X^{P_0} \) with \( \|f_0\|_{X^{P_0}} = 1 \).

Comparing this analysis with that of \( T_{\varphi_j}^{-1} \), observe that what was \( Q_k^0 \) (a multiplier supported on an annulus) in equation (45) has been replaced by \( P_k^0 \) (a multiplier supported on a ball) in equation (59). This means that our technique to remove the dependency of \( M_m \) on \( k \) will no longer be directly applicable. In the case where \( p_0 = 1 \) and \( p_0 = \infty \), the \( k \)-dependency is not problematic, and methods already introduced in Section 7 can be successfully applied again here. In the case where \( p_0 = 2 \), this dependency is more problematic. The possibility of replacing \( \left( P_k^0 \circ T_{d}^{\varphi} \right)(f) \) with \( P_k^0 \circ R_k \circ T_{\gamma}^{\varphi}(f) \) as in Lemma 7.1 is not available to us, since \( m_0 = 0 \), and therefore this method does not allow us to use formula (17) to estimate the \( f_0 \) term. We present an alternative approach which can successfully deal with this \( k \)-dependency in this case in Section 8.1.

8.1. The endpoint cases with target space \( L^2 \)

We write

\[
P_k^0 = \sum_{\ell = k_0 + 1}^{k} Q_{\ell} + P_{k_0}^0,
\]

where \( Q_{\ell}(f)(\xi) = (\theta_{\ell}(\xi) - \theta_{\ell-1}(\xi)) \hat{f}(\xi) \), and so formula (60) is the sum of

\[
\sum_{k \geq k_0} \int P_k^0 \circ T_{d_0}^{-\varphi_0} (M_{m,f_0}) \left[ \left( Q_{k}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right)(f_1) \left( Q_{k}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right)(f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right)(f_j) \right] \, dx
\]

\[
\leq \left( \sum_{k \geq k_0} \int \left| P_k^0 \circ T_{d_0}^{-\varphi_0} (M_{m,f_0}) \left( Q_{k}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right)(f_2) \right|^2 \, dx \right)^{1/2} \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right)(f_j) \right] \, dx
\]

and

\[
\sum_{k = k_0}^{\infty} \sum_{\ell = k_0}^{k} \int Q_{\ell} \circ T_{d_0}^{-\varphi_0} (M_{m,f_0}) \left[ \left( Q_{k}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right)(f_1) \left( Q_{k}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right)(f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right)(f_j) \right] \, dx
\]

\[
= \sum_{\ell = k_0}^{\infty} \sum_{k = \ell}^{\infty} \int Q_{\ell} \circ T_{d_0}^{-\varphi_0} (M_{m,f_0}) \left[ \left( Q_{k}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right)(f_1) \left( Q_{k}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right)(f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right)(f_j) \right] \, dx
\]

\[
= \sum_{\ell = k_0}^{\infty} \sum_{k = \ell}^{\infty} \int Q_{\ell} \circ T_{d_0}^{-\varphi_0} (M_{m,f_0}) \left[ \left( Q_{\ell+k}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right)(f_1) \left( Q_{\ell+k}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right)(f_2) \prod_{j=3}^{N} \left( P_{\ell+k}^{\mu_j} \circ T_{d_j}^{\varphi_j} \right)(f_j) \right] \, dx,
\]

where we remind the reader that now in the last expression \( d_0 \) and \( M_m \) depend on \( \ell + k \), and we have taken \( m_0 = 0 \). Given the frequency support properties on \( Q_{\ell} \circ T_{d_0}^{-\varphi_0} \), we can redefine \( d_0 = 1 \) without changing the operator and so make it independent of \( k + \ell \). Equally, the composition \( Q_{\ell} \circ T_{d_0}^{-\varphi_0} \circ M_m \) can be replaced by a finite sum of operators of the form \( Q_{\ell} \circ T_{d_0}^{-\varphi_0} \circ M_k \), where \( M_k \) depends only on \( k \).
(and $x$ and $U$), in the same way as we obtained definition (46). Thus our task is to bound

$$
\sum_{\ell=0}^{\infty} \int Q_{\ell} \circ T_{d_{0}}^{-\phi_0}(M_{k_{0}}f_0) \left( Q_{\ell+k}^2 \circ T_{d_{1}}^{-\phi_1}(f_1) \right) \left( Q_{\ell+k}^2 \circ T_{d_{2}}^{-\phi_2}(f_2) \right) \prod_{j=3}^{N} \left( P_{\ell+j}^j \circ T_{d_{j}}^{-\phi_j}(f_j) \right) \, dx
$$

$$
\approx \left( \sum_{\ell=k_{0}}^{\infty} \int \left| Q_{\ell} \circ T_{d_{0}}^{-\phi_0}(M_{k_{0}}f_0) \right|^2 \, dx \right)^{1/2}
$$

$$
\times \left( \sum_{\ell=k_{0}}^{\infty} \int \left| \left( Q_{\ell+k}^2 \circ T_{d_{1}}^{-\phi_1}(f_1) \right) \left( Q_{\ell+k}^2 \circ T_{d_{2}}^{-\phi_2}(f_2) \right) \prod_{j=3}^{N} \left( P_{\ell+j}^j \circ T_{d_{j}}^{-\phi_j}(f_j) \right) \right|^2 \, dx \right)^{1/2}
$$

$$
\leq \|f_0\|_{L^2} \left( \sum_{k \geq k_{0}} \int \left( Q_{k}^2 \circ T_{d_{2}}^{-\phi_2}(f_2)(x) \right)^2 \, dx \prod_{k=2}^{d_{2}} (\delta_{2-k}(t)) \right)^{1/2}
$$

(where we made use of formula (17)) so that it is summable in $k$; plus we must, of course, bound formula (61).

We begin by further estimating the first factor on the right-hand side of formula (61). In each endpoint case that follows we will have $p_2 = \infty$, so that

$$
\sum_{k \geq k_{0}} \left| \left( Q_{k}^2 \circ T_{d_{2}}^{-\phi_2}(f_2)(x) \right)^2 \right| \, dx \prod_{k=2}^{d_{2}} (\delta_{2-k}(t))
$$

is always a Carleson measure, with Carleson norm bounded by $\|f_2\|_{bmo}$. Observe also that Lemma 2.3 yields

$$
\left( P_{k_{0}}^0 \circ T_{d_{0}}^{-\phi_0} \circ M_{m} \right)(f_0) = \left( P_{k_{0}}^0 \circ T_{d_{0}}^{-\phi_0} \circ P_{k}^0 \circ M_{m} \right)(f_0) = K \ast \left( \left( P_{k}^0 \circ M_{m} \right)(f_0) \right)
$$

for $k \geq k_{0}$, with $|K(\cdot)| \lesssim (\cdot)^{-n-\varepsilon}$.

Therefore, using Minkowski’s integral inequality and estimate (14), the first factor on the right-hand side of formula (61) can be controlled using the nontangential maximal function as

$$
\|f_2\|_{bmo} \int |K(z)| \left( \int_{k \geq k_{0}, |y-x| \leq 2^{-k}} \left| P_{k}^0(M_{m}f_0)(y-z) \right|^2 \, dx \right)^{1/2} \, dz.
$$

However, since $P_{k}$ is convolution with a Schwartz function scaled by a factor $2^{-k}$ and $M_{m}$ is uniformly bounded, we have

$$
\sup_{k \geq k_{0}, |y-x| \leq 2^{-k}} \left| P_{k}^0(M_{m}f_0)(y-z) \right| \lesssim |(M_{m}f_0)(x-z)|,
$$

where $M$ is the Hardy–Littlewood maximal function. Thus we have the estimate

$$
\left( \sum_{k \geq k_{0}} \int \left| P_{k_{0}}^0 \circ T_{d_{0}}^{-\phi_0}(M_{m}f_0) \left( Q_{k}^2 \circ T_{d_{2}}^{-\phi_2}(f_2) \right)^2 \, dx \right)^{1/2} \leq \|f_0\|_{L^2} \|f_2\|_{bmo}
$$

for the first factor in formula (61).

We will see that to estimate formula (62) uniformly in $k$ is a similar task to what was done in Section 7. We must, however, also obtain summability in $k$. The content of the next lemma is the observation that there is some decay in the size of the Carleson norms that appear.
Lemma 8.1. If \( n \geq 2 \) and \( f \in \text{bmo} \), then for \( j = 1, 2 \),
\[
d\mu_k(x, t) = \sum_{k' = 0}^{\infty} \left| \left( Q_{k+k'}^{\mu} \circ T_{d_j}^{\varphi} \right)(f)(x) \right|^2 \delta_{2^{-k'}e}(t) \, dx
\]
is a Carleson measure, with Carleson norm \( 2^{-k/2} \| f \|_{\text{bmo}}^2 \).

**Proof.** For definiteness, take \( j = 1 \). Since we can write \( Q_k^{\mu} \circ T_{d_1}^{\varphi} = Q_k^{\mu} \circ T_{d_1}^{\varphi} \circ \tilde{Q}_{k+\ell} \), where \( \tilde{Q}_{k+\ell} \) maps \( \text{bmo} \) into \( L^\infty \) uniformly in \( k + \ell \), as a first step we consider \( f \in L^\infty \).

The operator \( Q_k^{\mu} \circ T_{d_1}^{\varphi} \) is just the \((k + \ell)\)th component of the Seeeger–Sogge–Stein decomposition of the Fourier integral operator \( T_{d_1}^{\varphi} \), which we saw in Section 3.2.1. This in turn is split into \( O \left( 2^{(k+\ell)(n-1)/2} \right) \) separate operators \( T_{k+\ell}^\gamma(v = 1, 2, \ldots, c 2^{(k+\ell)(n-1)/2}) \) with kernels \( K_{k+\ell}^\gamma(x, y) \) which, as can be seen from formula (26), satisfy
\[
|K_j^\gamma(x, y)| \leq c 2^j \left\{ 1 + 2^j \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1 \right\} + \frac{1}{2^{j/2}} \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1^{-N}, \tag{65}
\]
for any \( N > 0 \) and all \( j \geq 0 \). Here we have chosen a coordinate system where \( x_1 \) is parallel to \( \xi_j^\gamma \) (which was also defined in Section 3.2.1), and \( x' \) denotes the vector of remaining coordinates. For a given ball \( B \subset \mathbb{R}^n \) with centre \( x_0 \) and radius \( r \leq 1 \), we write \( g_j^\gamma = f \chi_{\mathcal{R}_j^\gamma} \) and \( h_j^\gamma = f \chi_{\mathcal{R}^\gamma} \chi_{\mathcal{R}_j^\gamma} \), with \( \mathcal{R}^\gamma \) being a rectangle with side length \( 2r \) parallel to \( \nabla \varphi_1 \left( \xi_j^\gamma \right) \), side length \( 2r^{1/2} \) in the remaining directions and centre \( x_0 + \nabla \varphi_1 \left( \xi_j^\gamma \right) \). Clearly, then, \( f = g_j^\gamma + h_j^\gamma \) and
\[
\left( Q_k^{\mu} \circ T_{d_1}^{\varphi} \right)(f) = \sum_v T_j^\gamma(f) = \sum_v T_j^\gamma(g_j^\gamma) + \sum_v T_j^\gamma(h_j^\gamma).
\]
Since \( T_j^\gamma \) are multipliers whose \( L^2 \)-norms are bounded by \( 2^{-j(n-1)/2} \) and whose symbols have almost disjoint support – that is, with finitely many overlaps – we have
\[
\int_B \left| \sum_v T_j^\gamma(g_j^\gamma)(x) \right|^2 \, dx \leq \int \left| \sum_v T_j^\gamma(g_j^\gamma)(x) \right|^2 \, dx \leq \sum_v \int T_j^\gamma(g_j^\gamma)(x)^2 \, dx \leq \sum_v 2^{-j(n-1)} \int |g_j^\gamma(x)|^2 \, dx \leq \sum_v 2^{-j(n-1)} \left| \mathcal{R}_j^\gamma \right| \| f \|^2_{L^\infty} \leq 2^{-j(n-1)/2} r^{-(n-1)/2} |B| \| f \|^2_{L^\infty}.
\]
Using formula (65), we also have
\[
\left| T_j^\gamma(h_j^\gamma)(x) \right| \leq c 2^j f_1(y) \left\{ 1 + 2^j \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1 \right\} + 2 j/2 \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1^{-N} dy \leq 2^{-j(n-1)/2} \left| \mathcal{R}_j^\gamma \right| \| f_1 \|_{L^\infty} \int \left( \mathcal{R}_j^\gamma \right)^c \left\{ 1 + 2^j \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1 \right\} + 2 j/2 \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1^{-N} dy \leq 2^{-j(n-1)/2} \| f_1 \|_{L^\infty} \int \left( \mathcal{R}_j^\gamma \right)^c \left\{ 1 + 2^j \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1 \right\} + 2 j/2 \left\| \left( x + \nabla \varphi_1 \left( \xi_j^\gamma \right) - y \right) \right\|_1^{-N} dy.\]

For $x \in B$ and $y \in (\mathcal{R}_j^\nu)^c$, we must have either

$$2^j \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right| \geq 2^j r \quad \text{or} \quad 2^{j/2} \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right| \geq 2^{j/2} r^{1/2}.$$  \hfill (66)

Moreover, for those $j$ such that $2^{-j} \leq r$, we have $2^j r \geq 2^{j/2} r^{1/2}$. Thus, for all such $j$, formula (66) yields

$$1 + 2^j \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right| + 2^{j/2} \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right|^\nu \geq 2^{j/2} r^{1/2} + 2^j \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right| + 2^{j/2} \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right|^\nu.$$  

Therefore,

$$\int (\mathcal{R}_j^\nu)^c \frac{c 2^{j(n+1)/2}}{\left\{ 1 + 2^j \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right| + 2^{j/2} \left| (x + \nabla \varphi_1 \left( \xi_j^\nu \right) - y) \right|^\nu \right\}^{n+1} dy \leq \int (\mathcal{R}_j^\nu)^c \frac{c 2^{j(n+1)/2}}{\left\{ 2^{j/2} r^{1/2} + 2^j \left| y_1 \right| + 2^{j/2} |y'| \right\}^{n+1} dy \leq \int (\mathcal{R}_j^\nu)^c \frac{c 2^{j(n+1)/2}}{\left\{ 2^{j/2} r^{1/2} + 2^j \left| y_1 \right| + 2^{j/2} |y'| \right\}^{n+1} dy \leq \int \frac{c 2^{j(n+1)/2}}{\left\{ 2^{j/2} r^{1/2} + 2^j \left| y_1 \right| + 2^{j/2} |y'| \right\}^{n+1} dy \leq \int \frac{2^{-j/2}}{r^{1/2}} \int \frac{c r^{1/2}}{\left\{ 2^{j/2} r^{1/2} + 2^j \left| y_1 \right| + 2^{j/2} |y'| \right\}^{n+1} dy \leq 2^{-j/2} \frac{2^{j(n-1)/2}}{r^{1/2}} \| f \|_{L^\infty}.$$  

We conclude that for $x \in B$ and $j$ such that $2^{-j} \leq r$,

$$\left| T_j^\nu \left( h_j^\nu \right) (x) \right| \leq 2^{-j(n-1)/2} \frac{2^{-j/2}}{r^{1/2}} \| f \|_{L^\infty}.$$  

Combining these estimates enables us to estimate

$$\int_{B \times [0, r]} |d\mu_k(x, t)| = \sum_{2^{-\ell} \leq r} \int_B \left| \left( Q_{k+\ell}^{\nu_1} \circ T_{d_1^{\nu_1}} \circ Q_{k+\ell} \right)(f) \right|^2 dx \leq \sum_{2^{-\ell} \leq r} \left( 2^{-k(n-1)/2} 2^{-\ell(n-1)/2} r^{-(n-1)/2} + 2^{-k/2} 2^{-\ell/2} r^{-1/2} \right) |B| \| Q_{k+\ell}(f) \|_{L^\infty} \leq 2^{-k(n-1)/2 + 2^{-k/2}} |B| \| f \|_{bmo}^2 \leq 2^{-k/2} |B| \| f \|_{bmo}^2,$$  \hfill (67)

for $k \geq 0$ and $n \geq 2$.

Now if the radius $r$ of $B$ is larger than 1, then we cover $B$ by balls $B_j$ of radius $\frac{1}{2}$, observing that there are $O(r^n)$ such balls $\{ B_j \}$ needed for this covering. Furthermore, we observe that for $r > 1$, we must have either
equation (67) yields
\[
\int_{B \times [0, r]} |d\mu_k(x, t)| = \int_{B \times [0, 1]} |d\mu_k(x, t)| \leq \sum_{\mathcal{O}(r^n)} \int_{B_j \times [0, 1]} |d\mu_k(x, t)| \\
\leq \sum_{\mathcal{O}(r^n)} 2^{-k/2} 2^{-n} \|f\|_{\text{bmo}}^2 \leq 2^{-k/2} \|B\| \|f\|_{\text{bmo}}^2.
\]
Thus, we have proved that $d\mu_k(x, \ell)$ is a Carleson measure with norm at most $2^{-k/2} \|f\|_{\text{bmo}}^2$, provided $n \geq 2$.

\[\square\]

### 8.1.1. $\text{bmo} \times \cdots \times \text{bmo} \times L^2 \to L^2$

Here we take $n \geq 2$, $m_j = -(n-1)/2$, $f_j \in \text{bmo}$ for $j = 1, \ldots, N-1$, $m_N = 0$ and $f_N \in L^2$.

Lemma 7.1 shows us that
\[
\sup_{k \geq k_0} \left\| (P_{k}^{\mu_j} \circ T_{d_j}^{\phi_j}) (f_j) \right\|_{L^\infty} \leq \|f_j\|_{\text{bmo}} \quad \text{for } j = 3, \ldots, N \text{ whenever } p_j = \infty.
\]
(68)
Using formulas (68) and (15) and Theorem 3.1, we can estimate
\[
\left( \sum_{k \geq k_0} \int \left| (Q_{k}^{\mu_i} \circ T_{d_i}^{\phi_i}) (f_i) \prod_{j=3}^{N} (P_{k}^{\mu_j} \circ T_{d_j}^{\phi_j}) (f_j) \right|^2 \right)^{1/2} \\
\leq \|f_i\|_{\text{bmo}} \prod_{j=3}^{N-1} \|f_j\|_{\text{bmo}} \|f_N\|_{L^2},
\]
and combining this with formula (64) bounds formula (61), as required.

To bound formula (62), we see from Lemma 8.1 and formula (68) that
\[
\sum_{k \geq k_0} \left| (Q_{k+\ell}^{\mu_i} \circ T_{d_i}^{\phi_i}) (f_i) \prod_{j=3}^{N-1} (P_{k}^{\mu_j} \circ T_{d_j}^{\phi_j}) (f_j) \right|^2 \text{d}x \delta_{2^{-k}}(t)
\]
is a Carleson measure, with norm $2^{k/2} \prod_{j=2}^{N-1} \|f_j\|_{\text{bmo}}^2$. Therefore, again by formula (15) and Theorem 3.1, we see that formula (62) is bounded by $2^{k/4} \|f_0\|_{L^2} \prod_{j=1}^{N-1} \|f_j\|_{\text{bmo}} \|f_N\|_{L^2}$, which again is sufficient for our purposes.

### 8.1.2. $L^2 \times \text{bmo} \times \cdots \times \text{bmo} \to L^2$

Here we take $m_1 = 0$, $f_1 \in L^2$, $m_j = -(n-1)/2$ and $f_j \in \text{bmo}$ for $j = 2, \ldots, N$.

Using formulas (68) and (17) and Theorem 3.1, we can estimate
\[
\left( \sum_{k \geq k_0} \int \left| (Q_{k+\ell}^{\mu_i} \circ T_{d_i}^{\phi_i}) (f_i) \prod_{j=3}^{N} (P_{k}^{\mu_j} \circ T_{d_j}^{\phi_j}) (f_j) \right|^2 \text{d}x \right)^{1/2} \\
\leq \|f_0\|_{L^2} \|f_i\|_{L^2} \prod_{j=3}^{N} \|f_j\|_{\text{bmo}},
\]
and combining this with formula (64) bounds formula (61), as required.

To bound formula (62), we see from Lemma 8.1 and formula (68) that
\[
\sum_{k \geq k_0} \left| (Q_{k+\ell}^{\mu_i} \circ T_{d_i}^{\phi_i}) (f_i) \prod_{j=3}^{N} (P_{k}^{\mu_j} \circ T_{d_j}^{\phi_j}) (f_j) \right|^2 \text{d}x \delta_{2^{-k}}(t)
\]
is a Carleson measure, with norm $2^{k/2} \prod_{j=2}^{N} \| f_j \|_{\text{bmo}}^2$. Therefore, by formula (15) and Theorem 3.1, we see that formula (62) is bounded by $2^{k/4} \| f_0 \|_{L_2^1} \| f_i \|_{L_2^1} \prod_{j=2}^{N} \| f_j \|_{\text{bmo}}$, which is sufficient to conclude the proof of this endpoint case.

### 8.2. The endpoint cases with target space $h^1$

The operator $M_m$ (which we recall depends on $k$) can be viewed as a pseudodifferential operator, and therefore (see [11]),

$$\| M_m(f_0) \|_{\text{bmo}} \leq \sum_{|\alpha| \leq 1} \| \partial^\alpha m \|_{L^\infty} \| f_0 \|_{\text{bmo}} \leq \| f_0 \|_{\text{bmo}},$$

with implicit constants independent of $k$. Thus Lemma 7.1 yields

$$\sup_{k \gg k_0} \left\| \left( Q^{\mu_j}_{k} \circ T_{d_j}^{\phi_j} (M_m f_0) \right) \right\|_{L^\infty} \leq \| f_0 \|_{\text{bmo}} \leq 1. \quad (69)$$

Moreover, as a scholium to Lemma 7.1, we have

$$\sup_{k \gg k_0} \left\| \left( O^{\mu_j}_{k} \circ T_{d_j}^{\phi_j} (f_j) \right) \right\|_{L^\infty} \leq \| f_j \|_{\text{bmo}} \quad \text{for } j = 1, 2 \text{ when } p_j = \infty. \quad (70)$$

#### 8.2.1. $\text{bmo} \times \cdots \times \text{bmo} \times h^1 \to h^1$

Here we take $m_j = -(n-1)/2$ for $j = 0, \ldots, N$, $f_j \in \text{bmo}$ for $j = 0, \ldots, N-1$ and $f_N \in h^1$.

By formulas (68) and (69), we see that

$$d\mu(x, t) := \sum_{k \gg k_0} P^0_k \circ T_{d_0}^{\phi_0} (M_m f_0) \times \left[ \left( Q^{\mu_1}_{k} \circ T_{d_1}^{\phi_1} \right) (f_1) \right] \left[ \left( Q^{\mu_2}_{k} \circ T_{d_2}^{\phi_2} \right) (f_2) \right] \prod_{j=3}^{N-1} \left( P^{\mu_j}_{k} \circ T_{d_j}^{\phi_j} \right) (f_j) \, dx \delta_2^{-k}(t)$$

defines a Carleson measure, with Carleson norm bounded by

$$\| f_0 \|_{\text{bmo}} \prod_{j \neq 0} \| f_j \|_{\text{bmo}} \| f_i \|_{\text{bmo}} \| f_2 \|_{\text{bmo}}.$$

So formula (60) becomes

$$\sum_{k \gg k_0} \int P^{\mu_N}_{k} \circ T_{d_N}^{\phi_N} (f_N)(x) \, d\mu \left( x, 2^{-k} \right),$$

and arguing as in Section 7.2.1, it follows that

$$\left| \sum_{k \gg k_0} \int P^{\mu_N}_{k} \circ T_{d_N}^{\phi_N} (f_N)(x) \, d\mu \left( x, 2^{-k} \right) \right| \leq \prod_{j=0}^{N-1} \| f_j \|_{\text{bmo}} \| f_N \|_{h^1}.$$

#### 8.2.2. $h^1 \times \text{bmo} \times \cdots \times \text{bmo} \to h^1$

Here we take $m_j = -(n-1)/2$ for $j = 0, \ldots, N$, $f_0 \in \text{bmo}$, $f_1 \in h^1$ and $f_j \in \text{bmo}$ for $j = 2, \ldots, N$.

Using estimates (68) and (69) again together with Proposition 2.7, Theorem 3.1 and definition (11), we can estimate formula (60) by
\[ \|f_0\|_{\text{bmo}} \prod_{j=3}^{N} \|f_j\|_{\text{bmo}} \left\| T_{d_1}^{\varphi_1}(f_1) \right\|_{H^1} \left\| T_{d_2}^{\varphi_2}(f_2) \right\|_{\text{BMO}} \leq \|f_0\|_{\text{bmo}} \prod_{j=3}^{N} \|f_j\|_{\text{bmo}} \|f_1\|_{H^1} \|f_2\|_{\text{bmo}}. \]

### 8.2.3. $L^2 \times L^2 \times \text{bmo} \times \cdots \times \text{bmo} \to h^1$

We choose $m_1 = m_2 = 0$, $f_1, f_2 \in L^2$, $m_j = -\frac{n-1}{2}$, and $f_j \in \text{bmo}$ for $j = 3, \ldots, N$.

Once again, estimates (68) and (69) and Theorem 3.1, this time together with formula (17), mean we can estimate formula (60) by

\[
\sum_{k \gg k_0} \int \left| (Q_k^{\mu_1} \circ T_{d_1}^{\varphi_1})(f_1) (Q_k^{\mu_2} \circ T_{d_2}^{\varphi_2})(f_2) \right| \, dx \prod_{j=3}^{N} \|f_j\|_{\text{bmo}} 
\leq \left( \sum_{k \gg k_0} \int \left| (Q_k^{\mu_1} \circ T_{d_1}^{\varphi_1})(f_1) \right|^2 \, dx \right)^{1/2} \left( \sum_{k \gg k_0} \int \left| (Q_k^{\mu_2} \circ T_{d_2}^{\varphi_2})(f_2) \right|^2 \, dx \right)^{1/2} \prod_{j=3}^{N} \|f_j\|_{\text{bmo}},
\]

where we have also used the Cauchy–Schwarz inequality and quadratic estimates.

### 8.2.4. $\text{bmo} \times \text{bmo} \times \cdots \times \text{bmo} \times L^2 \times L^2 \to h^1$

We choose $m_j = -\frac{n-1}{2}$ and $f_j \in \text{bmo}$ for $j = 1, \ldots, N-2$, and $m_j = 0$, $f_j \in L^2$ for $j = N, N-1$.

Via estimates (68) and (69),

\[
\sum_{k \gg k_0} P_0^k \circ T_{d_0}^{-\varphi_0}(M_{m,f_0}) \left[ (Q_k^{\mu_1} \circ T_{d_1}^{\varphi_1})(f_1) (Q_k^{\mu_2} \circ T_{d_2}^{\varphi_2})(f_2) \right] \prod_{j=3}^{N-2} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j}(f_j) \right) \delta_{2^{-k}}(t) \, dx
\]

can be seen to be a Carleson measure. Since $d_j$ is independent of $k$ when $m_j = 0$ for $j = N$ or $N-1$, formula (15) together with Theorem 3.1 can be used to estimate formula (60) by

\[
\prod_{j=1}^{N-2} \|f_j\|_{\text{bmo}} \left\| T_{d_{N-1}}^{\varphi_{N-1}}(f_{N-1}) \right\|_{L^2} \left\| T_{d_N}^{\varphi_N}(f_N) \right\|_{L^2} \leq \prod_{j=1}^{N-2} \|f_j\|_{\text{bmo}} \|f_{N-1}\|_{L^2} \|f_N\|_{L^2}.
\]

### 8.2.5. $L^2 \times \text{bmo} \times \text{bmo} \times \cdots \times \text{bmo} \times L^2 \to h^1$

We choose $m_1 = m_N = 0$, $f_1, f_N \in L^2$, $m_j = -\frac{n-1}{2}$, and $f_j \in \text{bmo}$ for $j = 2, \ldots, N-1$.

This time we again first apply estimates (68) and (69) to formula (60), but then the Cauchy–Schwarz inequality, to obtain the estimate

\[
\|f_0\|_{\text{bmo}} \prod_{j=3}^{N-1} \|f_j\|_{\text{bmo}} \left( \sum_{k \gg k_0} \int \left| (Q_k^{\mu_1} \circ T_{d_1}^{\varphi_1})(f_1) (P_k^{\mu_N} \circ T_{d_N}^{\varphi_N})(f_N) \right|^2 \, dx \right)^{1/2} 
\times \left( \sum_{k \gg k_0} \int \left| (Q_k^{\mu_2} \circ T_{d_2}^{\varphi_2})(f_2) \right|^2 \, dx \right)^{1/2}.
\]
Thereafter, formulas (15) and (17) and Theorem 3.1 lead us to the bound
\[ \|f_0\|_{\text{bmo}} \|f_1\|_{L^2} \prod_{j=2}^{N-1} \|f_j\|_{\text{bmo}} \|f_N\|_{L^2}. \]

8.3. The endpoint case with target space \( \text{bmo} \)

Here we take \( m_j = -(n - 1)/2 \) and \( f_j \in \text{bmo} \) for \( j = 1, \ldots, N \).

Just as we did in the proof of Lemma 7.1, and with the same notation, we write
\[
P_k^0 \circ T_{d_0}^{-\varphi_0} = P_k^0 \circ T_{d_0}^{-\varphi_0} + P_k^0 \circ T_{d_0}^x
= P_k^0 \circ T_{d_0}^{-\varphi_0} + \sum_{j=k_0}^{k} 2^{(k-j)m_0} Q_j \circ T_{d_0}^{-\varphi_0}
\]  

(71)

with the help of equation (51).

To estimate the term arising from the sum in \( j \) in equation (71), we argue as in Section 8.1 and are led to the expression
\[
\sum_{k=0}^{\infty} 2^{km_0} \sum_{\ell=k_0}^{\infty} \int Q_\ell \circ T_{d_0}^{-\varphi_0} (M_k f_0) \left( Q_{d_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1) \left( Q_{d_0}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right) (f_2) \prod_{j=3}^{N} \left( P_{d_j}^{\mu_j} \circ T_{d_j}^{\varphi_j} \right) (f_j) \, dx.
\]

The sum in \( \ell \) can be estimated using formula (68), the fact (from Lemma 8.1) that
\[
\sum_{\ell \geq k_0} \left| \left( Q_{d_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1)(x) \left( Q_{d_0}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right) (f_2)(x) \right| \, dx \delta_{2^{-\ell}}(t)
\]

is a Carleson measure with Carleson norm of size \( 2^{-k/2} \|f_1\|_{\text{bmo}} \|f_2\|_{\text{bmo}} \) and formula (16). It is then straightforward to sum in \( k \).

To deal with the first term of the right-hand side of equation (71), we write
\[ P_k^0 \circ T_{d_0}^{-\varphi_0} \circ M_m = T_{d_0}^{-\varphi_0} \circ P_k^0 \circ M_m
= T_{d_0}^{-\varphi_0} \circ \left[ P_k^0, M_m \right] + T_{d_0}^{-\varphi_0} \circ M_m \circ P_k^0. \]

A fairly standard calculation shows that the kernel of \( \left[ P_k^0, M_m \right] \) is integrable and of size \( 2^{-k} \). This, combined with the estimate of the kernel of \( T_{d_0}^{-\varphi_0} \) from Lemma 2.3, shows that
\[
\left\| T_{d_0}^{-\varphi_0} \circ \left[ P_k^0, M_m \right] (f_0) \right\|_{L^1} \lesssim 2^{-k} \|f_0\|_{L^1} \lesssim 2^{-k} \|f_0\|_{H^1},
\]

which, together with formulas (68) and (70), proves
\[
\sum_{k=k_0}^{\infty} \int T_{d_0}^{-\varphi_0} \circ \left[ P_k^0, M_m \right] (f_0) \left( Q_{d_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1) \left( Q_{d_0}^{\mu_2} \circ T_{d_2}^{\varphi_2} \right) (f_2) \prod_{j=3}^{N} \left( P_{d_j}^{\mu_j} \circ T_{d_j}^{\varphi_j} \right) (f_j) \, dx
\]
\[
\lesssim \|f_0\|_{H^1} \prod_{j=1}^{N} \|f_j\|_{\text{bmo}}.
\]
Finally, the term associated with $T_{d_0^0}^{-\varphi_0} \circ M_m \circ P_k^0$ can be dealt with by first writing
\begin{equation}
\sum_{k=k_0}^{\infty} \int T_{d_0^0}^{-\varphi_0} \circ M_m \circ P_k^0 (f_0) \left( Q_{k_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1) \left( Q_{k_0}^{\mu_1} \circ T_{d_2}^{\varphi_2} \right) (f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right) (f_j) \, dx
= \sum_{k=k_0}^{\infty} \int M_m \circ P_k^0 (f_0) T_{d_0^0}^{\varphi_0} \left( Q_{k_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1) \left( Q_{k_0}^{\mu_1} \circ T_{d_2}^{\varphi_2} \right) (f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right) (f_j) \, dx.
\end{equation}

The kernel estimate of $T_{d_0^0}^{-\varphi_0}$ from Lemma 2.3 shows that since
\begin{equation}
\sum_{\ell \gg k_0} \left| \left( Q_{k_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1) \left( Q_{k_0}^{\mu_1} \circ T_{d_2}^{\varphi_2} \right) (f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right) (f_j) \right| \, dx \delta_{2^{-\ell}}(t)
\end{equation}
is a Carleson measure, then even
\begin{equation}
\sum_{\ell \gg k_0} \left| T_{d_0^0}^{\varphi_0} \left( Q_{k_0}^{\mu_1} \circ T_{d_1}^{\varphi_1} \right) (f_1) \left( Q_{k_0}^{\mu_1} \circ T_{d_2}^{\varphi_2} \right) (f_2) \prod_{j=3}^{N} \left( P_k^{\mu_j} \circ T_{d_j}^{\varphi_j} \right) (f_j) \right| \, dx \delta_{2^{-\ell}}(t)
\end{equation}
is a Carleson measure. Therefore, applying the uniform bound of $m$ and formula (16) in equation (72) completes the proof.

9. Boundedness results for $T_{\sigma_0}^D$

For the case of $T_{\sigma_0}^D$ given by
\begin{equation}
T_{\sigma_0}^D (f_1, \ldots, f_N) (x) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \sigma_0 (x, \xi) \prod_{j=1}^{N} \left( \hat{f}_j (\xi_j) e^{i x \cdot \xi_j} \right) e^{i \xi \cdot \Phi (\xi)} \, d\xi,
\end{equation}
we use a separation-of-variables technique as follows.

Let $Q$ be a closed cube in $\mathbb{R}^n$ of side length $L$ which compactly contains the $\xi$-support of $\sigma_0$. We extend $\sigma_0(x, \xi)|_{\xi \in Q}$ periodically in the $\xi$-variables with period $L$ to $\tilde{\sigma}_0(x, \xi) \in C^\infty (\mathbb{R}^n \times \mathbb{R}^{nN})$. Set $\zeta \in C_c^\infty (\mathbb{R}^{nN})$ with supp $\zeta \subset Q$ and $\zeta = 1$ on the $\xi$-support of $\sigma_0(x, \xi)$, so that we have $\sigma_0(x, \xi) = \tilde{\sigma}_0(x, \xi) \zeta (\xi)$. We can then find the Fourier series coefficients of $\tilde{\sigma}_0(x, \xi)$:
\begin{equation}
\sigma_0(x, \xi) = \frac{1}{L^n} \int_Q e^{-i \xi \cdot \xi} K \tilde{\sigma}_0(x, \xi) \, d\xi,
\end{equation}
where $\xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^{nN}$, $K = (k_1, \ldots, k_N) \in \mathbb{R}^{nN}$ and $\xi \cdot K = \sum_{j=1}^{N} \xi_j \cdot k_j = \sum_{j=1}^{N} \xi_j^j k_j$.

Also observe that using this notation, we have $|k_j|^2 = \sum_{j=1}^{N} (k_j^j)^2$. Integration by parts then yields
\begin{equation}
|\partial^n a_K (x)| = \frac{C_{n, M, L}}{|k_j^j|} \int e^{-i \xi \cdot \xi} K \partial_{\xi_j}^{2M} \partial_{\xi_j}^n \sigma_0(x, \xi) \, d\xi.
\end{equation}
for all multi-indices $\alpha$, any $M \geq 0$ and some constants $c_{n, M, L}$. Therefore, the boundedness of the $\Xi$-support of $\sigma_0(x, \Xi)$ and the fact that $|\partial^\alpha a_K (x)| \leq 1$ imply
\[
|\partial^\alpha a_K (x)| \leq \left( 1 + \sum_{j=1}^{N} |k_j|^2 \right)^{-M}
\tag{73}
\]
for all $x \in \mathbb{R}^n$ and $M \geq 0$.

We now choose $\theta \in \mathcal{O}_c^\infty (\mathbb{R}^n)$ such that $1 = \prod_{j=1}^{N} \theta (\xi_j)$ for $\Xi = (\xi_1, \ldots, \xi_N)$ on the support of $\zeta$. We then even have
\[
1 = \theta \left( \frac{\xi_1 + \cdots + \xi_N}{\sqrt{N}} \right) \prod_{j=1}^{N} \theta (\xi_j)
\]
for $\Xi = (\xi_1, \ldots, \xi_N)$ on the support of $\zeta$. Using the Fourier expansion of $\tilde{\sigma}_0 (x, \Xi)$, we can write
\[
T_{\tilde{\sigma}_0} (f_1, \ldots, f_N) (x) = \sum_{K \in \mathbb{Z}^{nN}} a_K (x) T_{\tilde{\sigma}_0} (x)^{\theta (\cdot / \sqrt{N})} \left( \prod_{j=1}^{N} T_{\theta}^{\phi_j} \circ \tau_{2\pi k_j} (f_j) \right) (x),
\]
where $\tau_h f (x) := f (x - h)$.

Since we only need to consider the endpoint cases of Corollary 5.2, the analysis is confined to the spaces $h^1$, $L^2$ and bmo. Now observe that since $\theta \in \mathcal{O}_c^\infty (\mathbb{R}^n)$, Lemma 2.3 and formulas (10) and (11) yield
\[
\left\| T_{\theta}^{\phi_j} (f) \right\|_{L^p} \leq \left\| f \right\|_{X_p^p} \quad \text{and} \quad \left\| T_{\tilde{\sigma}_0} (x)^{\theta (\cdot / \sqrt{N})} (f) \right\|_{X_p^p} \leq \left\| f \right\|_{L^p}
\]
for $p = 1, 2, \infty$. Combining these estimates with the translation invariance of the norms and Hölder’s inequality gives
\[
\left\| T_{\tilde{\sigma}_0} (x)^{\theta (\cdot / \sqrt{N})} \left( \prod_{j=1}^{N} T_{\theta}^{\phi_j} \circ \tau_{2\pi k_j} (f_j) \right) \right\|_{X_p^p} \leq \prod_{j=1}^{N} \left\| f_j \right\|_{X_p^p}
\]
for all the endpoint cases of $p_0, p_1, \ldots, p_N$ in Corollary 5.2. Finally, the boundedness of $T_{\tilde{\sigma}_0}^{\phi_0}$ follows by applying formula (73) with the inclusions $\mathcal{O}_c^1 \cdot h^1 \subseteq h^1$, $L^\infty \cdot L^2 \subseteq L^2$ and $\mathcal{O}_c^1 \cdot \text{bmo} \subseteq \text{bmo}$ (see [11]).
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