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Abstract

This thesis explored the epidemiology of Posttraumatic Stress Disorder (PTSD) and different aspects of the disorder. Firstly, we investigated the lifetime prevalence of traumatic experiences and PTSD in the general adult population in Sweden and evaluated the impact of different trauma types, trauma frequency, and perceived distress. The results show that traumatic experiences are common and PTSD is not rare; roughly one out of ten traumatic events results in PTSD, with a 5.6% lifetime prevalence. The female/male ratio is 2:1. The risk for PTSD increases considerably with a high trauma-associated emotional impact. The distressing impact of a given trauma appears to be higher in women than in men, indicating an increased vulnerability in women. Secondly, we hypothesized that traffic road accidents (TRA’s) are one of the most prevalent types of traumatic events in Swedish society; therefore, we examined the impact of event and response characteristics associated with TRA’s on PTSD development. The data demonstrate that of those who had experienced a TRA (n=1074, 58.9%), 6.1% reported lifetime PTSD. TRA’s associated with fatal accidents and injury to oneself and related to high distress more than double the risk for PTSD. Thirdly, we compared the relative merits of the DSM-IV’s three-factor solution for PTSD symptoms to alternative models. We found that the symptomatology is equally well accounted for using all factor analytic models as yet presented in the literature; the DSM-IV, we found, provides as good a fit to data as other models. Fourthly, we examined the neurofunctional correlates of PTSD symptoms and whether a treatment-induced (serotonin reuptake inhibitor - SSRI) reduction of PTSD symptoms is associated with altered rCBF during symptom provocation. Our results indicate that PTSD symptoms correlates with areas involved in memory, emotion, attention, and motor control and that SSRI treatment normalizes provocation-induced rCBF in these areas.
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‘Hush! no, no – it’s the water,’ said Lord Peter, with chattering teeth; ‘it’s up to their waists down there, poor devils. But listen! can’t you hear it? Tap, tap, tap – they’re mining us – but I don’t know where – I can’t hear – I can’t. Listen, you! There it is again – we must find it – we must stop it .... Listen! Oh, my God! I can’t hear – I can’t hear anything for the noise of the guns. Can’t they stop the guns?’
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1. Introduction

1.1 About this thesis

Posttraumatic Stress Disorder (PTSD) is a debilitating anxiety disorder resulting from exposure to trauma. More knowledge is needed on its prevalence and the factors that determine it, as well as on brain mechanisms related to its symptomatology.

This thesis is based on four empirical studies with the general aims of investigating:

1. the prevalence of PTSD and trauma exposure in the general population in Sweden.
2. the impact of traffic road accidents (TRA’s) on PTSD development
3. the structure of posttraumatic stress symptoms using a model fitting approach
4. the neurofunctional correlates of PTSD symptoms and the effects of selective serotonin reuptake inhibitor (SSRI) treatment on brain blood flow using positron emission tomography (PET) imaging techniques.

1.2 Historical perspectives on posttraumatic stress disorder

1.2.1 Trauma in the history of psychiatry

It is a common belief that Sigmund Freud was the forefather of the current PTSD nosology. At the end of the 19th century, Sigmund Freud presented the case study of Anna O., who was suffering from hysterical symptoms that appeared to be related to traumatic sexual experiences in her childhood. In fact, Freud noticed an increasing number of women with complaints who reported exposure to sexual events in their childhoods.
Freud’s original model of neurosis, the Seduction Theory, was, indeed, a posttraumatic paradigm that emphasized external traumatic events. In 1897, however, he suddenly shifted his paradigmatic focus to intrapsychic fantasy as the central point for traumatic neurosis – the Oedipal Theory. What Freud actually did was to transform his views into the theory that fantasies of childhood sexuality led to neurotic behavior, rather than fully recognizing the probability of childhood sexual abuse – a traumatic event – as the source of the problems (cf. Wilson, 1994; DeMause, 1997; Nemiah, 1998). Freud’s shift of paradigm had a great influence on the view of the consequences of traumatic events, as was reflected in both the DSM-I (APA, 1952) and the DSM-II (APA, 1968). In these early DSM versions, classifications of stress response syndromes were described as transient reactive processes – temporary, rather harmless, disturbances. In contrast, present diagnostic systems focus on symptom persistence.

Thus, the origin of trauma theory and research must be sought elsewhere. The first true researcher on traumatic events was probably John Eric Erichsen. In his book On Railway and Other Injuries of the Nervous System (Erichsen, 1867), he described the symptoms of patients who had suffered railway accidents, giving special attention to symptoms that occurred days or weeks after the accident, such as memory loss, sleeping problems and nightmares. Erichsen thought that this syndrome, “railway spine,” was an effect of chronic myelomeningitic changes in the spinal cord and the brain. Herman Oppenheim was probably the first to use the term “traumatic neurosis” when he, in 1889, described observations made during his work at the Nervenklinik der Charité (Oppenheim, 1889). In his doctoral thesis Eduard Stierlin described his observations of a mining accident and a railway accident and proposed that emotions and fright are the most important etiological factors for the development of a neurosis. Stierlin postulated that emotions lead to lowered resistance within the nervous system and that personal dispositions can cause the development of a neurosis (Stierlin, 1909; 1911); he clearly took into account the victims’ individual vulnerabilities.

During Word War I, the effect of combat stress was recognized. Many soldiers suffered from “war neurosis” or “shell shock”. This problem was not first regarded as mental illness but rather as physical injury resulting from blasts and noises from bombardment (Ahrenfeldt, 1958). However, by 1917, special centers were established for mental treatment of “shell shock”. Later that same year, Dr. T. W. Salmon sent his The Care and Treatment of Mental Diseases and War Neuroses (“Shell Shock”) in the British Army (Salmon, 1917) to the U.S. Surgeon General, and the first principles of America’s trauma psychiatry were developed. (As early as the American
Civil War, however, the descriptions of a shell shock-like disorder known as “Da Costa’s Syndrome” had been documented).

The use of psychophysiological assessment also began during World War I. Under bombardment, soldiers experienced severe heart palpitations that produced incapacitating levels of distress, termed “irritable heart syndrome” or “soldiers heart”. In one study, Meakins and Wilson (1918) measured heart rate before and after the presentation of an unexpected sulfuric flame and the firing of a gun under the chair where the soldier being tested was seated. Soldiers with “irritable heart syndrome” who were unable to return to duty showed remarkably stronger heart rate responses than did soldiers who were able to return to duty, again addressing the issue of individual vulnerability.

During World War II, the most frequent symptoms of veterans hospitalized with “operational fatigue” included irritability, difficulty falling asleep, startle reaction, difficulty concentrating, preoccupation with combat experiences, tremor, evidence of sympathetic over-activity and nightmares (Grinker and Spiegel, 1945).

Thus, many of the psychological phenomena in today’s PTSD diagnosis have long been recognized and, to some extent, described in disorders such as railway spine, traumatic neurosis, shell shock, irritable heart syndrome, and operational fatigue (Schnurr, 1991; Trimble, 1984).

1.2.2 The history of PTSD symptoms is the history of the “hysteria” construct

Behaviors now being regarded as diagnostic criteria for PTSD, such as “recurrent and intrusive distressing recollections of the event, including images, thoughts, or perceptions” and “illusions, hallucinations, and dissociative flashback episodes” were long regarded as symptoms of hysteria.

The term “hysteria” is derived from the Greek word “hystera,” meaning uterus (Veith, 1965). As a construct, hysteria has its beginnings in Egyptian and Greek medicine. Edward Jordan (1569–1632) was probably the first to assume that the etiology of hysteria lay in natural, rather than supernatural, causes (Trimble, 1981). In spite of that, individuals with hysteria were believed to be possessed by demons or the devil himself and were often persecuted or put to death. Society's reaction was to stigmatize the victims; the focus was entirely on the pathologies of the individual, with little if any interest in external traumatic events as possible factors contributing to the symptoms.

The traumatic origins of hysteria were not acknowledged until the 19th century when, in 1853, the physician Robert Carter claimed that the etiology of hysteria included external events (Veith, 1965). In 1890, Charcot’s
student Pierre Janet formulated a theory that emphasized the role of dissociation between cognition and affect in the etiology of hysteria (van der Kolk, Weisaeth, and van der Hart, 1996). Traditional psychoanalysis, operating on the Oedipal assumption, however, still refused to see the role of trauma in hysterical symptoms, instead treating actual expressions of traumatic events, especially in childhood, as fantasies (DeMause, 1997; van der Kolk, Weisaeth, and van der Hart, 1996). The impact of traditional psychoanalysis during the 20th century led to society’s (including the scientific establishment) reluctance to acknowledge hysterical symptoms as having been caused by traumatic experiences. Until 1980, symptoms currently considered as possible reactions to traumatic events were regarded as being due only to individual pathology and were not seen as environmentally determined.

1.3 The diagnosis of posttraumatic stress disorder

1.3.1 The traumatic stressor – an etiological agent

Since the beginning of the psychiatric establishment, controversy concerning the consequences of traumatic events has existed. This was strongly evident in the first two versions of the DSM. In the DSM-I, for instance, trauma could only lead to “gross stress reactions,” which were part of “transient situational personality disorders”. Extreme traumatic events were thought to lead only to transient and temporary disturbances and, if the disturbances were chronic, another diagnostic label had to be used. Posttraumatic symptoms, if acknowledged and recognized at all, were regarded as being due to individual endogenous pathology, rather than to exogenous traumatic events. Freud’s spirit still had a considerable influence on the diagnostic committee’s standpoint and much of the early works of Stierlin, Carter, Janet, and others, was forgotten.

It was not until the beginning of 1980 that the characteristic symptoms of PTSD were formally codified in diagnostic nomenclature (DSM-III, APA, 1980). At the same time, the symptoms connected with the construct of “hysteria” disappeared from the DSM system, and were divided into several other mental disorders, including PTSD (van der Kolk, Pelcovitz, Roth, Mandel, McFarlane, and Herman, 1996).

PTSD is now considered to develop in the aftermath of a traumatic experience if the symptoms persist longer than one month. Shorter reactions to traumatic events should be classified in DSM terms as Acute Stress Disorder or, when milder, as Adjustment Disorder. In the DSM-III, a
traumatic event was described as “a psychologically traumatic event that is generally outside the range of usual human experience”. In the DSM-III-R (APA 1987), the traumatic event also had to be “markedly distressing to almost everyone”. In the DSM-IV (APA 1994), even more emphasis is placed on exposure to the traumatic event, coupled with the individual’s reaction – he or she must respond with “intense fear, helplessness, or horror”. Thus, the DSM-IV takes the individual’s vulnerability into account because a strong emotional response is equally as important as a traumatic event. Thus, PTSD is conceptualized as an interaction between an external event and a subjective response (see Table 1).

Table 1 The diagnostic criteria for trauma prevalence according to the DSM-IV, criterion A.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>A. The person has been exposed to a traumatic event in which both of the following were present:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A1 The person experienced, witnessed, or was confronted with an event or events that involved actual or threatened death or serious injury, or a threat to the physical integrity of self or others.</td>
</tr>
<tr>
<td></td>
<td>A2 The person’s response involved intense fear, helplessness, or horror. Note: In children, this may be expressed instead by disorganized or agitated behavior.</td>
</tr>
</tbody>
</table>

1.3.2 The symptoms – a reaction to trauma
With some slight differences, the symptoms have been described from the introduction of the DSM-III, in three different clusters, or criteria: an intrusive and re-experience category (criterion B), an avoidance and numbing category (criterion C), and a hyperarousal category (criterion D) (see Table 2). Note that criterion B and criterion C are specifically connected to an event while criterion D is not.
Table 2 The diagnostic criteria for PTSD symptom prevalence according to the DSM-IV, criteria B–D.

<table>
<thead>
<tr>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. The traumatic event is persistently re-experienced in one (or more) of the following ways:</td>
</tr>
<tr>
<td>B1. Recurrent and intrusive distressing recollections of the event, including images, thoughts, or perceptions.</td>
</tr>
<tr>
<td>Note: In young children, repetitive play may occur in which themes or aspects of the trauma are expressed.</td>
</tr>
<tr>
<td>B2. Recurrent distressing dreams of the event.</td>
</tr>
<tr>
<td>Note: In children, there may be frightening dreams without recognizable content.</td>
</tr>
<tr>
<td>B3. Acting or feeling as if the traumatic event were recurring (includes a sense of reliving the experience, illusions, hallucinations, and dissociative flashback episodes, including those that occur on awakening or when intoxicated).</td>
</tr>
<tr>
<td>Note: In young children, trauma-specific reenactment may occur.</td>
</tr>
<tr>
<td>B4. Intense psychological distress at exposure to internal or external cues that symbolize or resemble an aspect of the traumatic event.</td>
</tr>
<tr>
<td>B5. Physiological reactivity on exposure to internal or external cues that symbolize or resemble an aspect of the traumatic event.</td>
</tr>
<tr>
<td>C. Persistent avoidance of stimuli associated with the trauma and numbing of general responsiveness (not present before the trauma), as indicated by three (or more) of the following:</td>
</tr>
<tr>
<td>C1. Efforts to avoid thoughts, feelings, or conversations associated with the trauma</td>
</tr>
<tr>
<td>C2. Efforts to avoid activities, places, or people that arouse recollections of the trauma</td>
</tr>
<tr>
<td>C3. Inability to recall an important aspect of the trauma</td>
</tr>
<tr>
<td>C4. Markedly diminished interest or participation in significant activities</td>
</tr>
<tr>
<td>C5. Feeling of detachment or estrangement from others</td>
</tr>
<tr>
<td>C6. Restricted range of affect (e.g., unable to have loving feelings)</td>
</tr>
<tr>
<td>C7. Sense of a foreshortened future (e.g., does not expect to have a career, marriage, children, or a normal life span)</td>
</tr>
<tr>
<td>D. Persistent symptoms of increased arousal (not present before the trauma), as indicated by two (or more) of the following:</td>
</tr>
<tr>
<td>D1. Difficulty falling or staying asleep</td>
</tr>
<tr>
<td>D2. Irritability or outbursts of anger</td>
</tr>
<tr>
<td>D3. Difficulty concentrating</td>
</tr>
<tr>
<td>D4. Hypervigilance</td>
</tr>
<tr>
<td>D5. Exaggerated startle response</td>
</tr>
</tbody>
</table>
1.3.3 Criteria E and F – validation criteria of the symptoms

The symptoms in criteria B–D must endure at least one month (criterion E) and must be severe enough to cause subjective distress or functional impairment (criterion F).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.</td>
<td>Duration of the disturbance (symptoms in criteria B, C, and D) is more than one month.</td>
</tr>
<tr>
<td>F.</td>
<td>The disturbance causes clinically significant distress or impairment in social, occupational, or other important areas of functioning.</td>
</tr>
</tbody>
</table>

Thus, the DSM-IV requires that the person experience either significant distress or that the PTSD symptoms cause marked impairment in an important area of functioning. Criteria E and F can therefore be regarded as measures of the effects of the symptoms described in criteria B–D. These symptoms (criteria B–D), such as loss of interest in social activities and feeling emotionally numb, interfere with communication, trust, emotional intimacy, and responsible assertiveness, and may lead to an emotionally isolated life. Being constantly on guard and easily startled, combined with experiencing terrifying nightmares, prevents the individual from sleeping restfully, which can, in turn, lead to difficulties in maintaining employment. Trauma memories and flashbacks and an ongoing struggle to avoid trauma reminders become obstacles to living a normal life.

1.3.4 A comparison of criteria for a PTSD diagnosis in different versions of the DSM

On the one hand, the demands in the DSM-IV seem less stringent than in previous versions, since it provides considerable latitude in the definition of a traumatic event (as long as it elicits a strong emotional response). On the other hand, neither the DSM-III nor the DSM-III-R demands that both persistent avoidance of stimuli associated with the trauma and numbing of general responsiveness should be present for the diagnosis, while the DSM-IV does. This simultaneity of avoidance and numbing, added to the most current criterion, F (concerning distress or impairment in social, occupational, or other important areas of the individual’s functioning),
makes the DSM-IV more arduous. A difference of lesser magnitude is seen in the placement of the symptom of physiologic reactivity; it has been moved from the hyperarousal cluster to the re-experiencing cluster, shifting criterion D6 in the DSM-III-R to criterion B5 in the DSM-IV.
2. Background to the empirical studies

2.1 The epidemiology of posttraumatic stress disorder

Epidemiological research is concerned with three major questions: How common is the disorder? Who is afflicted with it? What causes it? In studies of PTSD epidemiology, the researcher has two challenges. The first is to measure trauma exposure; i.e., to assess trauma experience according to criterion A in the DSM-IV. The second challenge is case identification. The heart of epidemiological studies is case versus control comparisons (here, the definition of a “case” is someone who meets the diagnostic criteria for PTSD). PTSD has a rather complex and diverse symptomatology and can be difficult to detect, requiring the researcher to make comprehensive assessments. Although the syndromes of PTSD are rather distinct and identifiable as described in the DSM-IV (see Table 2), individuals suffering from PTSD can differ in their overall pattern and severity of symptoms and may show differing degrees of impairment.

2.1.1 Trauma prevalence

The most widely studied type of trauma assessed in association with PTSD (i.e., articles indexed in Entrez PubMed, June 2003) is war exposure (1177 articles), especially that experienced by male Vietnam veterans (Vietnam veterans: 629 articles; male Vietnam veterans: 543 articles). Another commonly studied trauma type is the retrospective examination of childhood physical and sexual abuse in adults (sexual abuse: 197 articles; physical abuse: 91 articles). The third most common focus has been on physical and sexual assault, especially with women as victims (physical assault: 86 articles; on women: 80 articles; sexual assault: 141 articles; on women: 133 articles).

The National Comorbidity Survey (Kessler, Sonnega, Bromet, Hughes, and Nelson, 1995), using the DSM-III-R criteria and a modified version of the Diagnostic Interview Schedule (DIS) (measuring an extensive number of psychiatric disorders, not only PTSD), found that 60.7% of men and 51.2%
of women had experienced at least one traumatic event at some point in their lives. The most recent study of a large community sample of younger adults (aged 18–45) in the USA, examining DSM-IV-diagnosed PTSD using the DIS and the Composite International Diagnostic Interview (CIDI), showed a total traumatic event prevalence of 89.6% (Breslau et al. 1998) (see Table 4).

Table 4 The life-time prevalence of trauma and Posttraumatic Stress Disorder (PTSD) in community samples from the general population

<table>
<thead>
<tr>
<th>Country</th>
<th>Sample features</th>
<th>Exposure to at least one traumatic event %</th>
<th>Prevalence %</th>
<th>Risk of PTSD after exposure to trauma %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male Female Total</td>
<td>Male Female Total</td>
<td>Male Female Total</td>
<td>Reference</td>
</tr>
<tr>
<td>USA</td>
<td>community sample 2493 persons</td>
<td>0.5 1.3 1.0</td>
<td>Helzer et al. 1987</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>community sample 2985 persons aged 18-95</td>
<td>2.3 0.9 1.7 1.3</td>
<td>Davidson et al. 1991</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>national sample 4.008 women aged 18-95</td>
<td>68.9 68.9 12.3 12.3 17.9</td>
<td>Resnick et al. 1993</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>national sample 5.877 persons aged 15-54</td>
<td>60.7 51.2 55.8 5.0 10.4 7.8</td>
<td>Kessler et al. 1995</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>community sample 2181 persons aged 18-45</td>
<td>89.6 8.3 9.2</td>
<td>Breslau et al. 1998</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>community sample 3021 persons aged 14-24</td>
<td>25.2 17.7 21.4 1.0 2.2 1.3 7.8</td>
<td>Perkonigg et al. 2000</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>national sample 1.824 persons aged 18-70</td>
<td>84.8 77.1 80.8 3.6 7.4 5.6 6.9</td>
<td>Frans et al. 2003</td>
<td></td>
</tr>
</tbody>
</table>

The types of traumas most strongly associated with PTSD and the sociodemographic correlates of PTSD are not fully understood. It has been suggested that certain traumatic events, such as sexual abuse, give rise to PTSD more often than do others and that perceived trauma intensity could
be a prime factor influencing PTSD development (cf. Norris, 1992). There have been reports of gender specificity, with combat experience being most commonly associated with PTSD in men, whereas in women rape and sexual assault carry stronger risks (Kessler, Sonnega, Bromet, Hughes, and Nelson, 1995). Thus, gender differences may, in part, reflect exposure to different trauma types or different exposure rates, or, alternatively, differential effects of the perceived impact of the event.

2.1.2 PTSD prevalence

A number of studies have investigated posttraumatic stress disorder in individuals exposed to different traumatic events. For example, combat, rape, natural disasters, serious motor vehicle accidents, and crime experiences seem to have a strong relation to the subsequent development of PTSD (Acierno, Resnick, Kilpatrick, Saunders, and Best, 1999; Armenian et al., 2000; Blanchard, Hickling, Taylor, Loos, and Gerardi, 1994; Brenner, Southwick, Darnell, and Charney, 1996; Briere and Elliott, 2000; Brewin, Andrews, Rose, and Kirk, 1999; Bryant and Harvey, 1995; Darves-Bornoz, Pierre, Lepine, Degiovanni, and Gaillard, 1998; Foa, Riggs, and Gershuny, 1995; Kato, Asukai, Miyake, Minakawa, and Nishiyama, 1996; Keane et al., 1998; Kilpatrick et al., 1989; Kozaric-Kovacic, Folnegovic-Smale, Skrinjaric, Szajnberg, and Marusic, 1995; Kozaric-Kovacic, Hercigonja, and Grubisic-Ilic, 2001; Mayou, Bryant, and Ehlers, 2001; McFarlane, Clay, and Bookless, 1997; Mellman, Randolph, Brawman-Mintzer, Flores, and Milanes, 1992; Pittman, Orr, Forgue, de Jong, and Claiborn, 1987; Taylor, Kuch, Koch, Crockett, and Passey, 1998; Ursano et al., 1999; Valentinier, Foa, Riggs, and Gershuny, 1996).

Studies in the general population, particularly studies with randomly selected subjects, are relatively scarce, with only half a dozen published, the majority reporting prevalence rates in the United States (see Table 4). Helzer, Robins, and McEvoy (1987) and Davidson, Hughes, Blazer, and George (1991), both used DSM-III criteria and the DIS (Robins, Helzer, Croughan, Williams, and Spitzer, 1981) to assess PTSD reported rates of 1.0% and 1.3%, respectively. Leaving that requirement and estimating signs and symptoms of PTSD irrespective of traumatic events Resnick, Kilpatrick, Dansky, Saunders, and Best (1993) reported a DSM-III-R-defined prevalence rate of 12.3% in women. The National Comorbidity Survey (Kessler, Sonnega, Bromet, Hughes, and Nelson, 1995) reported a prevalence rate of 10.4% in women and 5.0% in men. The average number of 7.8% in the Kessler, Sonnega, Bromet, Hughes, and Nelson (1995) study is similar to figures reported by Breslau et al. (1998), who observed an average 8.3% lifetime prevalence and a conditional risk of developing PTSD
after exposure to trauma at roughly 10%. (The two latter studies used the DSM-IV’s criteria.)

A recent German study (Perkonigg, Kessler, Storz, and Wittchen, 2000) reported considerably lower lifetime PTSD prevalence rates (1% for men and 2.2% for women) in young Germans (14–24 years old), suggesting a European-American PTSD prevalence mismatch.

To the best of our knowledge, apart from this German study, there exists no other published study on PTSD prevalence in the general population in Europe. Thus, the general aim of the first study was to investigate the prevalence of traumatic experiences and the lifetime prevalence of posttraumatic stress disorder in the general adult population in Sweden.

2.2 Traffic road accidents and posttraumatic stress disorder

A number of case control studies have investigated PTSD in individuals exposed to motor vehicle accidents (MVA’s). For example, in survivors of MVA’s, PTSD prevalence rates ranging from 10–46% have been noted (Blanchard, Hickling, Taylor, Loos, and Gerardi, 1994; Brom, Kleber, and Hofman, 1993; Mayou, Tyndel, and Bryant, 1997). Nearly all case-control studies have included individuals seeking medical attention after their accidents (cf. Blanchard, Hickling, Taylor, Loos, and Gerardi, 1994). The possibility exists that self-selected samples are not representative of the population at large and that prevalence figures are inflated in self-referred samples. The possibility also exists that event- and response-related factors are distributed unevenly between case-control and general population studies and contribute to outcome differences. For example, confrontation with fatal accidents, the extent of physical injury and perceiving a threat to life may all relate to PTSD development (Green, Lindy, and Grace, 1985; Kilpatrick et al., 1989) and it is likely that these factors are more common in self-selected than random samples. None of the major epidemiological studies in the general population, cited above, have focused specifically on MVA’s or TRA’s, even though Breslau et al. (1998), for instance, reported an overall MVA prevalence of 67.4%. We hypothesized that TRA’s should be one of the most prevalent traumatic events in Swedish society; therefore, the general aim of the second study was to investigate the impact of such events on PTSD development.
2.3 Some methodological issues

2.3.1 PTSD and comorbidity

In clinical cohorts of PTSD patients, up to 80% have at least one additional psychiatric diagnosis. Thus, PTSD, comorbid with other DSM-IV Axis I and Axis II disorders, is actually much more common than “pure” PTSD. The most common comorbid disorders are alcoholism and drug abuse (60–80%), affective disorders (26–65%), personality disorders (40–60%), and other anxiety disorders (30–60%) (Brown, Campbell, Lehman, Grisham, and Mancill, 2001; Friedman, 1990; Jordan, et al., 1991; Kofoed, Friedman, and Peck, 1993; Kulka, et al., 1991; Schnurr, Friedman, and Bernardy, 2002; Spivak, Segal, Laufer, Mester, and Weizman, 2000; Zayfert, Becker, Unger, and Shearer, 2002). In addition, PTSD patients often present with problems of affect regulation, impulsive behavior, inappropriate sexual behavior, and a wide variety of somatic complaints (Andreski, Chilcoat, and Breslau, 1998; Herman, 1992; Shalev, Bleich, and Ursano, 1990; Sharp and Harvey, 2001; Weisberg et al., 2002). Many studies have also described neurobiological abnormalities associated with PTSD (Bremner, 2002; Bremner et al., 1995, 1997; Friedman, 1990; Friedman, Charney, and Deutch, 1995; Gerhards, Yehuda, Shoham, and Hellhammer, 1997; Gurvits et al., 1996; Hull, 2002; Murburg, 1994; Southwick et al., 1997; Stein, Koverola, Hanna, Torchia, and McClarty, 1997; Villarreal et al., 2002; Yehuda, 1998; Yehuda, 2002a).

In the present studies, no data on comorbid disorders will be presented since comorbidity was allowed for – but not assessed –, as “pure” PTSD is probably atypical.

2.3.2 The assessment of trauma exposure in PTSD

To assess trauma prevalence according to the DSM-IV, the measurement tool must cover three degrees of involvement: it must assess direct personal exposure (“it happened to me”) and it must also include exposure through witnessing (“I saw it happen to someone else”) and vicarious exposure (“I know someone it happened to”). Tools that are used to measure trauma exposure must take these three different forms of exposure modes into account and provide separate items for each type of exposure.

There are several instruments, structured interviews as well as self-administered formats, with acceptable psychometric properties that are useful in assessing PTSD prevalence. Some of these include the CIDI, the Structured Clinical Interview for DSM-IV Disorders (SCID), the Impact of Event Scale (IES), the DIS, the Clinician Administered PTSD Scale (CAPS),
the Minnesota Multiphasic Personality Inventory-2 (MMPI-2), and the PTSD checklist scale (PCL/PCLS). Other measurements have been useful in clinical and research applications exploring different aspects of PTSD, such as the Wechsler Adult Intelligence Scale-Revised (WAIS-R), the Wechsler Memory Scale (WMS), Wisconsin Card Sorting Test, Stroop interference, and different methods of psychophysiological assessment and brain imaging.

2.3.3 The use of questionnaires in PTSD research

Challenging common sense, evidence is accumulating suggesting that more sensitive information is likely to be revealed in questionnaires than in interview settings (cf. Durant and Carey, 2002; Jolly, Wiesner, Wherry, Jolly, and Dykman, 1994; Paivio, 2001; Turner, Lessler, and Gfroerer, 1992). The diagnosis of PTSD is primarily based on self-reports, whether using questionnaires or interviews. In PTSD research, it is necessary to rely on these self-reports of traumatized individuals, although attempts have been made to validate subjective reports with actual trauma occurrence (e.g., comparing them with archival sources such as state records of crime or other sources such as newspapers). None of these studies did report any differences between the objective sources and the self-reported experience nor has evidence suggested that the traumatized state or the symptoms themselves should interfere with memory retrieval of the traumatic event (cf. Schnurr, Friedman, and Bernardy, 2002).

Besides being cost-effective and easy to manage, questionnaires, compared to interviews, have other distinctive advantages. Many (Kessler, Sonnega, Bromet, Hughes, and Nelson, 1995; Resnick, Kilpatrick, Dansky, Saunders, and Best, 1993) have stated that victims can be embarrassed to admit to the trauma experience, as in the case of sexual abuse. Other traumas may be difficult to admit to or to recall. Therefore, Kessler, Sonnega, Bromet, Hughes, and Nelson (1995), in interviewing trauma victims, used a booklet that described the 12 traumatic experiences they were assessing. In questionnaires, different traumatic events can be described in the same way. As separating frequency from intensity in trauma assessment is vital for an accurate evaluation of criterion A2 (see Table 1); a range of options per traumatic event can be rated on a Likert scale. This method can be used to indicate the number of trauma occurrences and to give a gross estimation of the subject’s level of perceived fear and horror per occurrence.

Thus, the use of questionnaires can provide a more effective means of revealing unpleasant experiences than can an interview setting.

The psychometric properties of the measurement tools of trauma exposure may be difficult to establish and, in the case of criterion validity, extremely difficult. Construct validity (i.e., the event in the questionnaire seems
reasonable) and concurrent validity (i.e., there is a correlation to other, similar scales) are the validity values that must suffice. Test-retest reliability is the correct stability method but internal consistency (e.g., alpha) is not applicable to traumatic event measures because the experience of one event does not necessarily imply the experience of another. In Table 5, the most frequently used scales for trauma assessment are listed.

**Table 5** Descriptions of self report measures of trauma exposure

<table>
<thead>
<tr>
<th>Scale</th>
<th>Number of event items</th>
<th>Data provided for prevalence impact assessment</th>
<th>Stability (test-retest)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traumatic Stress Schedule</td>
<td>10</td>
<td>yes yes</td>
<td>0.88</td>
<td>Norris 1990</td>
</tr>
<tr>
<td>Traumatic Events Questionnaire</td>
<td>11</td>
<td>yes yes</td>
<td>0.91</td>
<td>Vrana &amp; Lauterbach 1994</td>
</tr>
<tr>
<td>Trauma History Questionnaire</td>
<td>24</td>
<td>yes no</td>
<td>0.54 - 0.92</td>
<td>Mueser et al. 2001</td>
</tr>
<tr>
<td>Stressful Life Events Screening Questionnaire</td>
<td>20</td>
<td>yes yes</td>
<td>0.73</td>
<td>Goodman et al. 1998</td>
</tr>
</tbody>
</table>

In symptom measures, on the other hand, it is important to establish both internal consistency and stability over time. Criterion validity is often presented in terms of the scale’s correlation with other symptom measures but most important is to show the scale’s ability to correctly classify individuals into diagnostic groups. The degree of the scale’s sensitivity (the proportion of cases correctly classified) and its specificity (the proportion of non-cases correctly classified) are the most crucial figures when judging its quality. In Table 6, the most frequently used scales for PTSD symptoms are listed.
Although there are a great number of measurement tools, none is perfect, and we have to accept less-than-perfect assessments. However, of vital importance is the evaluation of each tool through a standard psychometric procedure, with special emphasis on sensitivity and specificity.

### 2.3.4 Symptomatology

There has been a debate over whether descriptions of symptoms are best-accomplished using categorical or dimensional models (cf. Costa and McCrea, 1990). For example, in the area of personality disorders, there is empirical support from a wealth of data that individuals vary in dimensions rather than categories. The same could be claimed for PTSD. For example, fulfilling 95% rather than 100% of the criteria for a diagnosis would not render that individual a PTSD diagnosis, yet such a “sub-clinical” disorder might cause prominent stress, compromised well being, and malfunctioning.

It might also be argued that PTSD is not a unitary phenomenon but is composed of a spectrum of symptoms. Certain symptoms might tend to cluster together, while others might be relatively independent. Whether such clustering represents the same, similar or different disorders might be debated. However, it seems vital to find models that may group certain clusters of symptoms together in order to improve diagnostic capability. For example, it might be argued that if certain symptoms consistently cluster together, the number of questions used to define such symptom groups could be narrowed and hence the diagnostic system could be simplified.
One possible way to perform such reductions involves factor analytic techniques. There have been two factor analyses reported in the literature on symptom clustering in PTSD: Foa, Riggs, and Gershuny (1995) reported a three-factor solution and Taylor, Kuch, Koch, Crockett and Passey (1998) reported a two-factor solution. Neither of these solutions corresponds to what is suggested in the DSM-IV, using one arousal, one avoidance/numbing, and one re-experiencing factor. Foa, Riggs and Gershuny (1995), for example, grouped different individual symptoms under different higher order factors than does the DSM-IV, while Taylor, Kuch, Koch, Crockett and Passey (1998) found only one intrusion and one arousal factor.

The factor analyses made by both these research teams used data from specially selected samples. It seems therefore of importance to compare these models to each other using data from the general population to determine which one fits the data the best. (A random population sample would also improve generalizability.)

Thus, the aim of the third study was to use confirmatory factor analysis in order to establish which model provides the best fit to the empirical data collected through postal surveys in a random sample from the general population and in a random community sample in Sweden.

2.4 Neuroimaging findings in posttraumatic stress disorder

Neuroimaging techniques provide tools to investigate both structural and functional brain abnormalities in PTSD but the results are far from uniform. The central findings of neuroimaging studies are presented in Table 7.
Neuroimaging studies have especially focused on two major brain structures – the hippocampus and the amygdala. The most replicated structural finding is hippocampal volume reduction using Magnetic Resonance Imaging (MRI) (cf. Bremner et al., 1995, 1997; Gurvits et al., 1996; Stein, Koverola, Hanna, Torchia, and McClarty, 1997). The amygdala is regarded as the central structure in the emotional network of the brain (cf. Angrilli et al., 1996; Dager, Layton, and Richards, 1996; Davis, Gendelman, Tischler, and Gendelman, 1982; LeDoux, 1996) and, therefore, a great amount of effort has been put into investigating activity in the amygdala, especially during symptom provocation. However, neuroimaging studies of regional cerebral blood flow (rCBF) in PTSD have not invariably demonstrated an increased rCBF in the amygdala during symptom provocation. For example, Bremner et al. (1999a) and Shin et al. (1999) did not report amygdalar activation in response to sexual abuse reminders, while Rauch et al. (1996) and Shin et al. (1997) both reported a right-sided amygdalar activation in patients with PTSD resulting from war and combat experiences. Liberzon et al. (1999), who compared combat sounds to white noise, reported activation in the left amygdaloid region. But when comparing combat slides combined with combat sounds to neutral slides paired with music, Bremner et al. (1999b) did not observe increased activity in the amygdala. Pissioti et al. (2002) observed right-amygdalar activation during auditory trauma reminders and found that individual differences in rCBF were highly correlated with fear experience. In addition, Rauch et al. (2000) reported exaggerated automatic amygdalar responses to masked fearful human faces in PTSD subjects and Semple et al. (2000) observed increased right-amygdala rCBF in PTSD patients during a performance task, suggesting a generally heightened sensitivity to aversive stimuli and demanding tasks in PTSD.

The failure to demonstrate unambiguous results of amygdalar activation may be due to its involvement in encoding the emotional significance of an

<table>
<thead>
<tr>
<th>Finding</th>
<th>Replicability a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decreased hippocampal volume</td>
<td>+++ b)</td>
</tr>
<tr>
<td>Increased amygdala activity</td>
<td>+++ b)</td>
</tr>
<tr>
<td>Decreased Broca's area (left inferior cortex) activity</td>
<td>+ b)</td>
</tr>
<tr>
<td>Hemispheric lateralisation</td>
<td>+++ b)</td>
</tr>
<tr>
<td>Decreased anterior cingulate cortex activation</td>
<td>++ b)</td>
</tr>
<tr>
<td>Decreased N-acetyl aspartate in medial temporal regions</td>
<td>+</td>
</tr>
<tr>
<td>Activation in visual cortex</td>
<td>+ b)</td>
</tr>
</tbody>
</table>

a) Replicability was rated as follows: (+)two, (++)three and (+++) four or more studies. b) Inconsistent findings.
event but not necessarily in the recall of the event per se (Cahill et al., 1996). Also, individuals traumatized by sexual abuse may react with shame rather than fear and, because shame does not seem to activate the amygdala, this may be part of the explanation for the inconsistency.

Alterations have been observed in the motor (Bremner et al., 1999b; Rauch et al., 1996) and parietal cortices, particularly the retrosplenial area (Bremner et al., 1999b; Fischer, Wik, and Fredrikson, 1996), and in visual association cortex (Bremner et al., 1999b). Increased rCBF has been demonstrated in other limbic and paralimbic regions and both decreased and increased rCBF have been observed in the temporal and prefrontal cortices after symptom provocation. For example, in the anterior cingulate cortex, rCBF has been reported to both increase (Liberzon et al. 1999; Rauch et al. 1996; Shin et al. 1997) and decrease (Bremner et al. 1999b; Shin et al. 1997, 1999) as a function of trauma exposure. Decreased rCBF has been observed in Broca’s area when viewing an aversive videotape (Fischer, Wik, and Fredrikson, 1996), combat pictures (Shin et al., 1997) or listening to traumatic scripts (Rauch et al. 1996). Thus, affected brain territories and the direction of change are not always consistent across studies. Future investigations must broaden the selected trauma populations and incorporate a wider spectrum of trauma, using comparable study designs and imaging techniques in order to establish generalizability.

In addition, studies on the treatment of PTSD indicate that both cognitive behavioral therapy (CBT) (cf. Chemtob, Novaco, Hamada, and Gross, 1997; Foa, Hearst-Ikeda, and Perry 1995) and pharmacological therapy (cf. Frank, Kosten, Giller, and Dan, 1988; Katz et al., 1994–95) could alleviate symptoms. For example, selective serotonin reuptake inhibitors (SSRI’s) (van der Kolk et al., 1994), exposure therapy (cf. Marks, Lovell, Noshirvani, Livianou, and Thrasher, 1998; Zlotnick et al., 1997), and eye movement desensitization and reprocessing (cf. Carlson, Chemtob, Rusnak, Hedlund, and Muraoka, 1998; Marcus, Marquis, and Sakai, 1997) have all been reported to reduce symptoms in patients with PTSD. The neurobiological mechanisms through which those treatments work are not well understood. In obsessive compulsive disorder and social phobia, it has been reported that both SSRI-preparations and CBT alleviate symptoms by reducing synaptic activity in areas that initially seem to have an increased neural activity. Schwartz, Stoessel, Baxter, Martin, and Phelps (1996) reported that increased glucose metabolic rates in the nucleus caudate were reduced both by SSRI and exposure paired with response prevention. Likewise, an initially heightened amygdala activity during symptom provocation (Tillfors et al., 2001) in individuals diagnosed with social phobia was reduced both by SSRI and CBT (Furmark et al., 2002).
Due to the paucity of neuroimaging data and because the most commonly utilized treatment for PTSD involves SSRI’s, the aim of the fourth study was to examine the neurofunctional correlates of PTSD symptoms in a patient suffering from combat-related PTSD and to evaluate the effect of a specific SSRI (Fluoxetine) on rCBF during symptom provocation before and after treatment.

Thus, the specific scientific aims of the empirical studies were

* to investigate trauma and PTSD prevalence as related to gender, age, education, ethnicity, and place of residence (Study I)
* to evaluate the conditional risk for PTSD in relation to different traumatic events and perceived emotional impact (Study I)
* to investigate the impact of event and response characteristics associated with traffic road accidents on PTSD development (Study II)
* to test whether previously presented alternative models of the PTSD symptom structure fit the data equally well as the criteria described in the DSM-IV (Study III)
* to examine the neurofunctional correlates of PTSD symptoms in a patient suffering from combat-related PTSD (Study IV)
* to elucidate whether a treatment-induced reduction of PTSD symptoms is associated with altered rCBF during symptom provocation (Study IV).
3. The empirical studies

3.1 General aspects of the method in Studies I, II, and III

3.1.1 Samples

The sample, used in all three studies, consisted of 3,000 subjects (1,500 men and 1,500 women); aged 18–70 years, randomly selected from the general population in Sweden by use of a population-based registry (the Sema Group). A questionnaire, described below, was mailed to each subject, together with a separate ID-sheet, two stamped return envelopes, and an explanatory letter, in which the aim of the study was described and participant anonymity was guaranteed. To secure anonymity, subjects were asked to return the questionnaire and the ID-sheet in separate envelopes. A reminder was mailed to non-responders after three weeks. After six weeks, questionnaires and stamped return envelopes were again sent out to non-responders, followed by another reminder after another two weeks. Respondents were asked to reveal their names and addresses, should they be willing to be contacted in the future. Those 157 who did so received the questionnaire six months after the initial assessment, in order to evaluate test-retest reliability. In addition, they also filled out the PTSD checklist (PCL) (Blanchard, Jones-Alexander, Buckley, and Forneris, 1996; Weathers, Litz, Herman, Huska, and Keane, 1993), which is a questionnaire used in diagnosing PTSD that has been validated against the CAPS (Blake et al., 1990). Thus, questionnaire answers from the second cohort were used to study the test-retest reliability and validity of the questionnaire (i.e., sensitivity and specificity). Seventy-five individuals (2.5%) returned their ID-sheets but refused to participate in the study. Eight subjects (0.26%) were considered by their relatives to be too ill to participate. Sixty-six individuals (2.2%) could not be reached by mail and their questionnaires were returned undelivered. The replies from five respondents (0.16%) were impossible to interpret, and 1,022 subjects (34%) did not respond at all. Thus, a total of
1,824 individuals (60.8%) were qualified for analyses (863 men, 961 women; mean age = 42.99; SD = 14.85).

The second sample, used only in study III, was treated identically except that TRA-related questions were not included (see 3.3.2). This sample consisted of 1,000 men and 1,000 women aged 18–70 years, randomly selected from a Swedish population-based registry incorporating the greater Stockholm area (Enator). Interpretable questionnaires were obtained from 1,207 individuals (60.4%).

3.1.2 Questionnaire design and diagnostic procedure

The questionnaire contained two different sections. The first descriptive section evaluated the following sociodemographic variables: gender, age, place of residence (city, urban vs. countryside, rural), educational level (low, medium, and high, corresponding to 1–9 years of elementary school, high school or trade school, and university or university college training, respectively) and immigration (whether the respondent was domestic- or foreign-born).

The second section was diagnostic. The diagnostic procedure followed the DSM-IV. First, to fulfill criterion A, the person had to admit that s/he had experienced, witnessed, or been confronted with an event involving actual or threatened death or serious injury, or a threat to the physical integrity of him-/herself or others. In addition, the person’s response had to be characterized as “intense fear, helplessness, or horror”. Thereafter followed true/false (yes or no) questions using all DSM-IV items for criteria B–D. Criterion B was met if at least one symptom of re-experiencing the traumatic event was present, as indexed by five types of questions. The first type included questions on “intrusive images, thoughts or perceptions”. The second re-experience question inquired whether the individual had had frightening dreams of the trauma. A third question pertained to whether there were feelings as if the traumatic event were recurring. The fourth concerned whether psychological distress in similar situations was present. Finally, we inquired whether physiological reactions to trauma-related cues occurred. Three or more symptoms had to be consistently confirmed to fulfill the avoidance/numbing criterion, criterion C. The first set of questions concerned the avoidance of thoughts, feelings, or conversations associated with the traumatic event. To gauge the second symptom, participants were asked if efforts were made to avoid activities, places, or people that aroused recollection of the trauma. The third symptom examined was an inability to recall an important aspect of the trauma, and the fourth was a loss of interest in participation in significant activities. The fifth and sixth sets of questions affirmed feelings of detachment from others and restricted affect or
numbness, respectively. Finally, subjects were asked if they had a sense of a foreshortened future.

Criterion D was fulfilled if at least two symptoms of increased arousal were reported. Questions on the following areas were asked: difficulty in falling or staying asleep, outbursts of anger or irritability, difficulty concentrating, and hypervigilance. Finally, subjects were asked to state if they had an exaggerated startle response.

In order to fulfill criterion E, disturbance duration had to be more than one month.

Criterion F was met if the subject reported that he or she had experienced marked distress or functional impairment in at least one of three life domains (personal, social, or professional life).

Thus, the questionnaire separated the assessment of event prevalence and PTSD symptoms, instead of instituting a method that required the subject to note the connection between a given traumatic event and PTSD symptoms, as in the DIS, used in The Epidemiologic Catchment Area research project (Helzer, Robins, and McEvoy, 1987). The DIS has been criticized because the traumatic event and PTSD are not independently assessed but instead the events that induce the symptoms of PTSD are required to be subjectively perceived as being related to the traumatic event that predated the symptoms. The alternatives for answers on the questionnaire were ‘yes’ or ‘no,’ appropriate response choices since the categorical definitions of symptoms in DSM-IV calls for a categorical assessment arrangement, verifying the presence or absence of the events or symptoms.

### 3.1.3 Trauma event assessment

To evaluate trauma experiences, seven different traumatic events were assessed using true/false alternatives. If the true alternative was endorsed, questions then followed on experienced trauma intensity, rated on a ten-point scale ranging from ‘no distress’ (1) to ‘maximum distress’ (10). The following traumatic events were rated: robbery, physical assault, sexual assault (including any type of unwanted sexual activity), sudden unexpected death of a loved one (tragic death), war experience, and TRA’s. A blank space for “other traumas” was supplied and to be rated accordingly. All individuals who reported an “other trauma” also reported at least one other traumatic event. Thus, the variable “other traumas” was used when estimating trauma frequency and experienced trauma intensity but is not reported separately.
3.1.4 Psychometric properties
The six-month test-retest reliability of the questionnaire was 0.86 (n=157). Using the PCL (Weathers, Litz, Herman, Huska, and Keane, 1993) as a reference, the sensitivity of the questionnaire was estimated at 100% (19 of 18) and the specificity at 99% (136 of 137) for the DSM-IV’s criteria B–D (n=155); diagnosis using the questionnaire resulted in one false positive and one false negative. The PCL has been correlated with the CAPS, one of the most valid instruments for assessing PTSD, with an overall correlation of 0.93 (Blanchard, Jones-Alexander, Buckley, and Forneris, 1996). Thus, the psychometric properties of the questionnaire were deemed satisfactory (cf. Mueser et al., 2001; cf. Ventureyra, Yao, Cottraux, Note, and De Mey-Guillard, 2002).

3.1.5 Attrition analysis
Approximately six months after the last reminder, 50 non-responders, matched to the original sample with respect to sex, age, and place of residence (urban or rural), were selected from the group of 1,022 non-responders, to be interviewed in a telephone survey (25 men, 25 women; mean age = 40.3; SD = 16.3; range 18–70 years). If a subject refused (n=8) or was unreachable by telephone, another matched subject was chosen from the list of non-responders. Those selected were first asked whether they were willing to answer some brief questions from the questionnaire. Those who responded positively were then asked whether they had suffered any traumatic event. If they had, they were asked whether they had found it too difficult to answer the questionnaire due to being impaired or severely troubled when reminded of the trauma. If the answer was “yes” to this last question, we investigated if criterion F was fulfilled by asking if they experienced significant distress or impairment in social, occupational, or other important areas of daily functioning. Thus, the proxy marker for the diagnosis involved trauma experience, admitting to severe distress, and functional impairment. The attrition analysis resulted in an estimated PTSD prevalence (6.0%) at the same level as the epidemiological study, suggesting that the sample was representative of the population at large.

3.1.6 Some methodological weaknesses of the studies
To obtain a lifetime trauma history in PTSD epidemiological research is, indeed, a challenge in many respects. In the overall trauma assessment, we did not ask the subject to state the chronological order of the events; in case of multiple traumatic events, they were requested to rate only the emotional impact of the traumatic events. Therefore, we can not evaluate the effect of
3.2 Study I

Trauma exposure and posttraumatic stress disorder in the general population

3.2.1 Aims and background

The first aim of Study I was to investigate the prevalence of lifetime traumatic experiences and posttraumatic stress disorder in the general adult population of Sweden. The second aim was to evaluate the impact of different trauma types, trauma frequency, and perceived distress on gender differences in PTSD by using logistic regression analysis techniques to statistically control for various contributing factors, in order to disentangle their relative independent contribution. The third aim was to assess the conditional risk for developing PTSD; i.e., overall risk and risk given the trauma exposure. We also related the conditional risk for PTSD to trauma intensity and frequency. The fourth aim was to evaluate whether PTSD was more common among domestic- or foreign-born individuals, and if urban versus rural differences exist.

3.2.2 Method

The method for data collection, including sample and assessment method, was identical in Study I, Study II, and Study III, as stated above. Contingency tables were analyzed using $\chi^2$-tests. To describe the association between variables, estimates of odds ratios (OR’s) and logistic regression analysis were used. Student’s $t$-tests and analyses of variance were used to compare group means. Tests were performed in StatView 5.0 for Macintosh (Abacus Concepts, 1996) and in the Statistical Analysis Software (SAS) 6.08 for PC (SAS Institute, 1990). All statistical tests were adapted for unequal variances and hence degree of freedom was adapted for unequal variances and therefore varies.

3.2.3 Main results

A total of 102 subjects (3.6% of the men, 7.4% of the women, 5.6% overall), met the criteria for posttraumatic stress disorder (see Table 8).
Neither age nor educational level had any impact on PTSD prevalence, whereas gender and ethnicity had. Those born abroad had an almost threefold increased risk of PTSD (see Table 8). The percentage of the foreign-born subjects reporting PTSD was 13.7% (13 of 95) for men and 12.2% (14 of 115) for women ($F^2 (1) <1$; n.s.). Among the Swedish-born, the comparative percentages were 2.3% (18 of 766) for men and 6.7% (57 of 846) for women ($F^2 (1) = 16.5; P < .0001$). The OR and CI associated with ethnicity was 3.02 (1.90–4.82); $P < .0001$.

Traumatic experiences were highly common, with 80.8% of the sample having experienced at least one traumatic event (see Table 9). More men than women had experienced trauma. An increased prevalence of trauma exposure was also associated with a young age, a high educational level, and with being born abroad.

### Table 8: Sociodemographic and descriptive characteristics of subjects with and without lifetime PTSD.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PTSD - lifetime</th>
<th>No PTSD</th>
<th>$\chi^2$ (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>CIs</td>
<td>n</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>men</td>
<td>3.6</td>
<td>2.4 - 4.8</td>
<td>31</td>
</tr>
<tr>
<td>women</td>
<td>7.4</td>
<td>5.7 - 9.1</td>
<td>71</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>6.1</td>
<td>4.1 - 8.1</td>
<td>35</td>
</tr>
<tr>
<td>35-54</td>
<td>6.2</td>
<td>4.5 - 7.9</td>
<td>50</td>
</tr>
<tr>
<td>55-70</td>
<td>3.9</td>
<td>2.1 - 5.7</td>
<td>17</td>
</tr>
<tr>
<td>Educational level $a)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>4.5</td>
<td>2.8 - 6.2</td>
<td>26</td>
</tr>
<tr>
<td>Medium</td>
<td>5.7</td>
<td>4.1 - 7.3</td>
<td>44</td>
</tr>
<tr>
<td>High</td>
<td>6.8</td>
<td>4.5 - 9.1</td>
<td>32</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swedish born</td>
<td>4.6</td>
<td>3.6 - 5.6</td>
<td>75</td>
</tr>
<tr>
<td>Foreign born</td>
<td>12.9</td>
<td>8.4 - 17.4</td>
<td>27</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>6.0</td>
<td>4.7 - 7.3</td>
<td>80</td>
</tr>
<tr>
<td>Rural</td>
<td>4.7</td>
<td>2.8 - 6.6</td>
<td>22</td>
</tr>
</tbody>
</table>

* $p<.05$; ** $p<.01$; *** $p<.001$; **** $p<.0001$

$a)$ Low: grades 1-9 or elementary school; Medium: high school, trade school or technical education below university level; High: university or university college

CI = Confidence Interval
The trauma most commonly experienced was TRA’s (59%), whereas the least commonly encountered was sexual assault (5.8%). Most traumatic events were experienced more frequently by men than women: robbery: 14.8% vs. 10.9%, \( \chi^2(1) 5.9; P < .05 \); physical assault 59.2% vs. 37.7% \( \chi^2(1) 83.7; P < .001 \); traffic accidents: 68.3% vs. 50.5% \( \chi^2(1) 59.2; P < .001 \). The exception was sexual assault, where the reverse was true, with 10% for women and 1.2% for men \( \chi^2(1) 63.2; P < .001 \). Multiple traumas were reported by 77.9% (570 of 732) of the men and 69.6% (516 of 741) of the women \( \chi^2(1) = 12.5; P < .001 \). Women reported greater distress to all events compared to men \( (t(1452) = 15.96; P < .0001) \). The average reported mean (±SD) distress of those who had experienced trauma was 6.1 (±2.20) for men and 7.8 (±1.99) for women \( (t(1452) = 15.96; P < .0001) \). Multiple traumatic experiences were associated with higher mean distress ratings in both men and women (6.0 vs. 5.6; \( P < .05 \) and 7.8 vs. 7.2; \( P < .0001 \)).

## Table 9
Sociodemographic and descriptive characteristics of subjects who reported at least one specific traumatic event.a)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Trauma-prevalence</th>
<th>No trauma</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>Cls</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>men</td>
<td>84.8</td>
<td>82.4 - 87.2</td>
</tr>
<tr>
<td>women</td>
<td>77.1</td>
<td>74.4 - 79.8</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>83.0</td>
<td>79.9 - 86.1</td>
</tr>
<tr>
<td>35-54</td>
<td>83.0</td>
<td>80.4 - 85.6</td>
</tr>
<tr>
<td>55-70</td>
<td>73.7</td>
<td>69.6 - 77.8</td>
</tr>
<tr>
<td>Educational level b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>73.1</td>
<td>69.5 - 76.7</td>
</tr>
<tr>
<td>Medium</td>
<td>83.2</td>
<td>80.6 - 85.8</td>
</tr>
<tr>
<td>High</td>
<td>86.6</td>
<td>83.5 - 89.7</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swedish born</td>
<td>80.1</td>
<td>78.2 - 82.0</td>
</tr>
<tr>
<td>Foreign born</td>
<td>86.2</td>
<td>81.5 - 90.9</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>81.3</td>
<td>79.2 - 83.4</td>
</tr>
<tr>
<td>Rural</td>
<td>79.6</td>
<td>76.0 - 83.2</td>
</tr>
</tbody>
</table>

*a) including robbery, physical assault, sexual assault, tragic death, war, traffic accident, and other disaster or hazard

b) Low: grades 1-9 or elementary school; Medium: high school, trade school or technical education below university level; High: university or university college

CI = Confidence Interval

\( p < .05; \quad ** p < .01; \quad *** p < .001; \quad **** p < .0001 \)
Those born abroad more frequently reported experiences of robbery, physical assault, tragic death, and war. Distress ratings were higher for robbery, physical assault, war, and TRA’s (3.57 < t < 5.0; .001 > P > .0001), with no difference for sexual assault and tragic deaths (1 < t < 1.5; n.s.).

The conditional probability of PTSD given at least one trauma was 6.9% (CI = 5.6–8.2). The conditional risk of PTSD was not influenced by age ($\chi^2(2) = 1.7$; n.s.) or education ($\chi^2(1) < 1$) but it was by ethnicity and gender, with 14.9% of the foreign-born reporting with PTSD as compared to 5.8% of the domestic-born individuals ($\chi^2(1) = 19.0; P < .001$), and 4.2% of men (CI = 2.7–5.7) as compared to 9.6% of women (CI = 7.5–11.7), ($\chi^2(1) = 15.5; P < .0001$) reporting with PTSD. Multiple- as compared to single-trauma experiences resulted in a higher conditional risk of 8.5% vs. 2.6% ($\chi^2(1) = 14.4; P < .0001$); in men 5.1% (29 of 570) vs. 1.2% (2 of 162) ($\chi^2(1) = 3.7; P = .06$); and in women 12.2% (63 of 516) vs. 3.6% (8 of 225) ($\chi^2(1) = 12.6; P < .001$).

A logistic regression analysis with gender and ethnicity as covariates demonstrated that all events except TRA’s independently contributed to the prediction of a PTSD diagnosis. Gender made an independent contribution when accounting for trauma type but the increased risk for a PTSD diagnosis in those born abroad was explained by trauma type (see Table 10). Trauma type independently explained about 20% of the variance, while gender fell short of 2%.

### Table 10

<table>
<thead>
<tr>
<th>Types</th>
<th>estimate</th>
<th>Odds ratio</th>
<th>95% CIs</th>
<th>p</th>
<th>% variance explained (cum.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.79</td>
<td>2.20</td>
<td>1.33 - 3.64</td>
<td>**</td>
<td>2.0</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>0.40</td>
<td>1.49</td>
<td>0.80 - 2.79</td>
<td>n.s</td>
<td>4.8</td>
</tr>
<tr>
<td>Significant Predictors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robbery</td>
<td>0.84</td>
<td>2.31</td>
<td>1.40 - 3.80</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Physical Assault</td>
<td>0.99</td>
<td>2.68</td>
<td>1.55 - 4.65</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Sexual Assault</td>
<td>1.61</td>
<td>5.02</td>
<td>2.87 - 8.77</td>
<td>****</td>
<td>21.5</td>
</tr>
<tr>
<td>Tragic Death</td>
<td>0.65</td>
<td>1.92</td>
<td>1.22 - 3.01</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>War</td>
<td>0.79</td>
<td>2.21</td>
<td>1.08 - 4.52</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Traffic Accident</td>
<td>-0.05</td>
<td>0.95</td>
<td>0.60 - 1.51</td>
<td>n.s</td>
<td></td>
</tr>
</tbody>
</table>

* p<.05; ** p<.01; *** p<.001; **** p<.0001
CI = Confidence Interval
Because men, when compared to women, reported an increased trauma frequency, while women had higher distress ratings, we entered average intensity and frequency as well as gender and ethnicity as factors in a logistic regression analysis. Both trauma intensity and frequency made independent contributions to the diagnosis, while gender and ethnicity were accounted for. Perceived distress and trauma frequency explained roughly 10 times more of the variance than ethnicity and gender did (see Table 11).

<table>
<thead>
<tr>
<th>Types</th>
<th>estimate</th>
<th>Odds ratio</th>
<th>95% CIs</th>
<th>p</th>
<th>% variance explained (cum.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.41</td>
<td>1.50</td>
<td>0.92 - 2.51</td>
<td>n.s.</td>
<td>2.0</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>0.23</td>
<td>1.26</td>
<td>0.72 - 2.20</td>
<td>n.s.</td>
<td>2.9</td>
</tr>
<tr>
<td>Significant Predictors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trauma intensity</td>
<td>0.48</td>
<td>1.61</td>
<td>1.37 - 1.90</td>
<td>****</td>
<td>12.1</td>
</tr>
<tr>
<td>Trauma frequency</td>
<td>0.57</td>
<td>1.67</td>
<td>1.48 - 1.87</td>
<td>****</td>
<td>26.2</td>
</tr>
</tbody>
</table>

* p<.05; ** p<.01; *** p<.001; **** p<.0001
CI = Confidence Interval

We also investigated the relation between perceived distress, gender, trauma frequency, and ethnicity. First, we excluded perceived distress as a predictor from the logistic regression analysis. The result showed that gender (OR = 3.06; CI = 1.92–4.87; \( P < .0001 \)) and trauma frequency (OR = 1.79; CI = 1.60–2.00; \( P < .0001 \)) both were significant predictors of PTSD, whereas the effect of ethnicity was not significant. We then excluded trauma frequency as a predictor and found that ethnicity (OR = 2.30; CI = 1.41–3.75; \( P < .001 \)) and perceived distress (OR = 1.55; CI = 1.35–1.78; \( P < .0001 \)) were both significant predictors, whereas gender was not.

Multiple traumatic experiences were associated with higher mean distress ratings, both in men and women (6.0 vs. 5.6; \( P < .05 \) and 7.8 vs. 7.2; \( P < .0001 \)). As is evident from Figure 1, distress ratings of six or seven did not increase the risk for PTSD, while ratings of eight and above did. The pattern was similar for men and women. However, when the proportion of men and women giving distress ratings of up to five were compared to those giving ratings of five or higher, it became evident that women were
underrepresented in the low distress area and over-represented in the high distress area.

![Figure 1](image)

*Figure 1* Odds ratios and 95% confidence interval for a diagnosis of PTSD plotted against subjective units of distress with 0–5 in men as a reference rating.

### 3.2.4 Conclusions

Traumatic events are commonly experienced in the general population but most exposures do not lead to posttraumatic stress disorder. The highest PTSD risk was associated with sexual and physical assault, robbery, and multiple trauma experiences and the lowest with TRA’s. Women reported PTSD more often than men. Controlling for trauma type did not account for gender differences, while controlling for experienced distress did. An increased frequency of traumatic events and those with a highly distressing impact are associated with an increased risk. Thus, the conditional probability for PTSD varied as a function of trauma type, frequency, and impact of the event, with increased rates associated with prevalent trauma exposure and higher perceived distress. The latter accounted for the gender effect, suggesting that gender differences in PTSD in part represent a generally greater vulnerability to stress in women. The increased risk of PTSD associated with being foreign-born as compared to domestic-born was accounted for both by the fact that certain trauma types were more common among the foreign-born and also by the higher rate of experienced event-related distress in those born abroad.
3.3 Study II

Traffic road accidents and posttraumatic stress disorder in the general population

3.3.1 Aim and background

The aim of Study II was to relate PTSD lifetime prevalence to event- and response-related factors associated with TRA’s in a random sample from the general population. Specifically, we studied whether perceived distress, number of accidents, degree of physical injury and material damage, as well as type of involvement (e.g., being a driver or a passenger vs. being unprotected (walking/cycling) vs. being a bystander) affect PTSD prevalence rates.

3.3.2 Method

The method for data collection, including sample and assessment method, was identical in Study II to that in Studies I and III as previously described. In addition, questions relevant for event- and response-related factors in TRA’s included the following yes/no items: “Were you a victim of the accident as a driver of a motor vehicle, a passenger, a pedestrian, a cyclist, or a bystander? (Choose one). Were you physically injured? Was the accident a fatal one? Were other people physically injured? Was there material damage only?”

Contingency tables were analyzed using $\chi^2$-tests. OR’s and logistic regression were used to tease out the association between variables. Student’s $t$-tests were also calculated to compare group means. Tests were performed in the SAS 6.08 for PC.

3.3.3 Main results

As reported in Study I, of the 102 cases (5.6%) diagnosed with PTSD, 31 (3.6%) were men and 71 (7.4%) were women. Of those involved in any TRA (N = 1,074), 65 individuals (6.1%) (42 women and 23 men) reported the presence of PTSD. Besides a gender (covariate) effect, the experience of robbery, physical and sexual assault, as well as war and tragic deaths but not TRA’s, were associated with an increased risk for a PTSD diagnosis. An increased number of accidents and enhanced perceived distress was related to higher PTSD prevalence when accounting for gender used as a covariate. Female sex contributed significantly to the prediction of a PTSD diagnosis (see Table 12).
Thus, high-perceived distress after accident involvement and frequent TRA’s predicted a PTSD diagnosis. Logistic regression demonstrated that accidents with maximum or near maximum distress ratings but not high accident frequency were associated with PTSD when controlling for robbery experiences, sexual and physical assault, war, and tragic death. High distress accidents were more likely to involve fatalities and injury to the respondent but not to others and were associated with a PTSD prevalence rate of 14%. Type of involvement, such as being in a car (driver or passenger), being unprotected (pedestrian or bicyclist), or being a bystander, did not have differential effects on perceived trauma impact.

### 3.3.4 Conclusions

Fourteen percent of those who had experienced a severe TRA had a diagnosis of PTSD, in contrast to less than 5% of those who had experienced less severe accidents. Thus, in a random general population sample, severe TRA’s associated with fatal outcomes and injury to oneself more than double the PTSD risk, when controlling for exposure to other traumatic events.

### Table 12

Results from logistic regression predicting a diagnosis of posttraumatic stress disorder from event and response related traffic road accident related variables in accident victims (N= 1074 and 65 PTSD cases).

<table>
<thead>
<tr>
<th>Types</th>
<th>estimate</th>
<th>Odds ratio</th>
<th>95% CIs</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.76</td>
<td>2.13</td>
<td>1.21 - 3.74</td>
<td>**</td>
</tr>
<tr>
<td><strong>Significant Predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Accidents</td>
<td>0.28</td>
<td>1.33</td>
<td>1.03 - 1.71</td>
<td>*</td>
</tr>
<tr>
<td>Perceived Distress</td>
<td>0.16</td>
<td>1.18</td>
<td>1.06 - 1.30</td>
<td>**</td>
</tr>
</tbody>
</table>

* p<.05; ** p<.01; *** p<.001; **** p<.0001

CI = Confidence Interval

Odds ratios represent relative risk of PTSD prevalence per SD change independent of other variables in the model.
3.4 Study III

The structure of posttraumatic stress symptoms: A model fitting approach

3.4.1 Aim and background

Because the DSM is by far the most prevalent diagnostic system in use and, as such, was the basis of our questionnaire, we compared the relative merits of the DSM-IV’s three-factor solution to alternative models using the same item but grouping them differently (Foa, Riggs, and Gershuny, 1995; Taylor, Kuch, Koch, Crockett, and Passey, 1998). Thus, the aim of Study III was to compare the DSM-IV’s diagnostic criteria with the Foa, Riggs, and Gershuny (1995) three-factor model, as well as the two-factor model advocated by Taylor, Kuch, Koch, Crockett, and Passey (1998) (see Figure 2) by means of a confirmatory factor analysis (CFA) using LISREL 8.50 (Jöreskog and Sörbom, 1993). More specifically, our aim was to explore the feasibility of each model on two data sets obtained in two relatively large independent samples, using the group facility of LISREL.

3.4.2 Method

The method for data collection, including the first sample (sample 1) and assessment method, was identical in Study III as previously described, but in Study III we added data from sample 2 (see 3.1.1).

The presence of PTSD symptoms were rated in two samples of 3,000 (sample 1) and 2,000 (sample 2) randomly selected men and women in Sweden aged 18 to 70 years. Interpretable questionnaires were obtained from 1,824 and 1,207 subjects, respectively. The PTSD prevalence in sample 1 was 5.6%, as presented earlier, and 5.5% in sample 2.

CFA was used to investigate the model fit of three different measurement models, on both data sets. CFA is a technique that is quite different from exploratory factor analysis (EFA). In EFA, one aim is to reduce the number of measurement variables to extract a relatively small number of latent factors that reflect a particular construct. In principle, any of the measurement variables submitted to EFA may contribute to the variance in a particular factor. In contrast, in CFA, one has a particular model of interest, supposed to reflect the construct, which is tested. Here, a particular set of measurement variables is a priori hypothesized to indicate a certain latent factor. Data from the two different studies were first prepared with PRELIS 2 to obtain the correlation (tetrachoric) and asymptotic covariance matrices as suggested by Jöreskog and Sörbom (1993). These matrices were used in the subsequent confirmatory factor analysis using LISREL 8.50. The
estimation method was weighted least squares. The data from each individual sample were first submitted to establish the model fit in the
respective samples, after which the overall fit of each model (i.e., using both data sets) was established (cf. Jöreskog and Sörbom, 1993). In the analysis using the individual samples, each factor loading, measurement error, and correlation was estimated.

How well a particular model fits the data is expressed as a discrepancy between the original correlation matrix and the correlation matrix dependent on that particular model. In the subsequent analyses on both samples, the factor correlation and individual loading were set to be invariant, whereas errors of the measurement variables were set free to vary between samples. This provided an overall model test for the average discrepancy between the model-dependent matrix and the data obtained from several samples, while controlling for the deviance obtained in a single sample. Simply put, this is established by subtracting the $\chi^2$-value (with the appropriate df.) obtained in each sub-sample from the $\chi^2$-value (and df.) obtained in the group comparison. This provides a measure of the discrepancy in overall model fit (i.e., smaller is better). A great number of possible fit indices can be obtained from LISREL 8.50. An exact fit of a model is indicated when the p-value for $\chi^2$ is above a certain p-level (i.e., $P > .05$). However, a model can be useful even though it does not meet this criterion (e.g., Browne and Cudeck, 1993). Browne and Cudeck (1993) suggest a measure of the approximate fit: the Root Mean Square Error of Approximation (RMSEA). In comparison with $\chi^2$, the RMSEA takes into account both sampling error and errors in the model (cf. MacCallum, Browne, and Sugawara, 1996). An approximate fit is indicated based on the RMSEA, such that a RMSEA below 0.05 indicates a model with a close fit, whereas a fair fit is indicated within 0.06–0.08. A RMSEA within 0.09–0.10 indicates a poor fit and, finally, when RMSEA is over 0.10, model fit is not indicated (cf. Browne and Cudeck, 1993).

We also include the Adjusted Goodness of Fit Index (AGFI) as a measure of fit relative to no model at all (Jöreskog, 1993). The $\chi^2$, RMSEA, and AGFI, were applied on single samples, whereas when both samples were included we used only the $\chi^2$ and RMSEA.

3.4.3 Main results

Because the models are so diverse (i.e., not nested), it was not possible to compare the models by formal statistical criteria. Hence, the analyses were designed to investigate how well each model fits data obtained from the two independent samples. None of the three models had an exact fit with respect to any of the two samples. However, all three models met an approximate fit criterion (see Table 13). The AGFI was 0.99 for all models.
In the overall model test we evaluated the overall fit of each model including both samples. Again, all models had an approximate fit with no apparent superiority for any model. Point estimates and confidence intervals were almost identical. Thus, even though the three different models group the separate items quite differently, we could not differentiate between them.

### 3.4.4 Conclusions

The structure of the PTSD symptom profile was equally well accounted for using two- and three-factor models, suggesting that individual differences in symptom structure are an important modulating factor. Individuals with some symptom constellation might show a good fit to one but not another model, whereas the reverse might be true for other symptom constellations.

<table>
<thead>
<tr>
<th>Table 13 Model fit indices for all models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td><strong>χ²</strong> Sample</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>both</td>
</tr>
<tr>
<td><strong>P</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>both</td>
</tr>
<tr>
<td><strong>df</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>both</td>
</tr>
<tr>
<td><strong>RMSEA</strong></td>
</tr>
<tr>
<td>(CI) 1</td>
</tr>
<tr>
<td>1 (0.023 - 0.031)</td>
</tr>
<tr>
<td>2 (0.030 - 0.035)</td>
</tr>
<tr>
<td>both (0.027 - 0.033)</td>
</tr>
</tbody>
</table>

CI = = 90% Confidence Interval for RMSEA

In the overall model test we evaluated the overall fit of each model including both samples. Again, all models had an approximate fit with no apparent superiority for any model. Point estimates and confidence intervals were almost identical. Thus, even though the three different models group the separate items quite differently, we could not differentiate between them.
3.5 Study IV

Brain function in a patient with torture-related posttraumatic stress disorder before and after Fluoxetine treatment: A positron emission tomography provocation study

3.5.1 Aim and background

The aim of this case report was to describe the effect of the SSRI Fluoxetine on brain and behavioral reactions to symptom provocation in a patient with torture and war-related PTSD by using H215O PET measurements of rCBF during auditory baseline and symptom provocation. The patient was diagnosed with PTSD according to DSM-IV criteria.

3.5.2 Method

During PET scanning, the subject was exposed twice to the provocation (war sounds) and the baseline tapes (simple sounds) before and after treatment. To reduce within-session order effects, an ABBA design was used, with A being baseline and B provocation. Subjective ratings of anxiety were performed using all 20 items (range 1–4) from the Spielberger’s State Anxiety Inventory, STAI-S (Spielberger, Gorusch, and Lushene, 1983). Heart rate was also recorded. The wish to flee was rated using a 0–100 visual analogue scale (VAS). The outpatient was treated with Fluoxetine, starting with 20 mg daily. The dosage was increased until a significant clinical effect was obtained, with an important reduction of symptoms. The maximum dose was 50 mg. The duration of the treatment until the second PET examination, when the patient showed a marked improvement, was six months. The PCL (Weathers, Litz, Herman, Huska, and Keane, 1993) was administered each month before and after treatment.

3.5.3 Main results

The PTSD symptoms measured by the PCL scores were reduced as a function of pharmacotherapy. Provoked subjective and physiological anxiety measures to war- and torture-related sounds, including the wish to flee, were reduced by at least 50%. Thus, subjective distress was significantly reduced. A cluster involving the insula (Brodman’s area: BA15), prefrontal (BA10), orbitofrontal (BA11), and inferior temporal cortices (BA47) reflected relative decreased perfusion as a function of provocation compared to base before and was normalized after treatment with the SSRI. The cluster with initially increased activity in the cerebellum, supplementary motor cortex
Figure 3  Transversal PET-image, superimposed on a magnetic resonance reference image, showing significant relative increases in the regional cerebral blood flow response to war and torture reminders as compared to resting base as a function of treatment with a selective serotonin re-uptake inhibitor (Fontex). All z-scores are above 2.6 corrected for multiple comparisons.

(BA6), precuneus (BA7), and parietal cortex (BA39, 40) decreased as a function of treatment (see Figure 3). We also found a negative correlation between heart rate alteration and frontal rCBF changes.

3.5.4 Conclusions
The PET-study showed that rCBF was altered in areas involved in emotional processing as well as motor preparation, initiation, and execution. Thus, activity in areas of relevance for emotion, memory, and attention were altered by pharmacotherapy with an SSRI.

In conclusion, this case study suggests that symptom provocation in PTSD alters neural activity in brain territories involved in memory, emotion, and attention, as well as motor control. Pharmacotherapy with an SSRI normalized this brain pattern.
3.6 Discussion of the individual studies

3.6.1 Study I
Of the 80.8% who had experienced a traumatic event in the present sample, 5.6% presented with PTSD, giving a conditional risk (i.e., risk given a trauma experience) of 6.9%. Similar to most previous studies, we observed a gender effect, with more women than men presenting with a PTSD diagnosis; however, trauma event type, exposure rate and perceived intensity were more important than gender in determining PTSD. This conclusion is substantiated by the fact that when gender, ethnicity, trauma intensity ratings and trauma frequency were entered into a logistic regression analysis, the effects of ethnicity and gender were accounted for. The increased risk in women is due to the fact that more women than men give higher distress ratings, and not to the fact that PTSD risk increases at a lower distress level for women than men.

3.6.2 Study II
The most important event-related risk factor for developing PTSD in the aftermath of a TRA seems to be the severity of the accident. More severe events, with physical injury to oneself, and accidents involving fatalities, result in higher perceived distress that most likely facilitates the development of PTSD. First, the strongest response-related predictor of a PTSD diagnosis from the logistic regression analysis was perceived subjective distress. Second, the effect of accident frequency was accounted for when accident severity and other trauma types were entered into the analysis. Third, when assessed in isolation from distress ratings, neither involvement type (i.e. being a passenger or driver vs. being a pedestrian or cyclist vs. being a bystander) nor damage extent (i.e. injury to oneself or others, fatal accidents, or material damage only) makes a significant contribution to the prediction of the presence of a PTSD diagnosis. Generally, this is consistent with a huge amount of literature demonstrating that the development of PTSD following other traumatic events than TRA’s is strongly related to the subjective impact of the event (cf. Norris, 1992). It also emphasizes the original focus in the DSM-IV on the importance of the traumatic event as being a producer of a strong subjective emotional response.
3.6.3 Study III

All three models tested were equally good fits to the data. The reason that we could not separate the three models probably does not reflect the fact that we included a general population sample. For example, Buckley, Blanchard, and Hickling (1998) studied patients using the original model of Taylor, Kuch, Koch, Crockett, and Passey (1998) in their data and obtained a poorer fit (RMSEA = .078) than we did with the same model in the present data set (RMSEA = .028–033). In all likelihood, this difference in approximate fit does not represent differences in sample size because RMSEA is claimed to be independent of sample size. Instead, it might suggest that the constellation of symptoms and their grouping in individuals with PTSD is, to a certain degree, idiosyncratic, and that no single system based on factor analytic approaches is likely to fit a group with distinct individual differences. This hypothesis also accounts for the fact that the results from the factor analyses performed by Foa, Riggs, and Gershuny (1995), and Taylor, Kuch, Koch, Crockett, and Passey (1998) were markedly different. Again, it seems possible that this is due to the impact of individual differences in symptom clustering. For example, Buckley, Blanchard, and Hickling (1998) studied survivors of motor vehicle accidents; Taylor, Kuch, Koch, Crockett, and Passey (1998) included not only individuals traumatized by motor vehicle accidents but also by war zone trauma, and Foa, Riggs, and Gershuny (1995) analyzed data from female rape victims and female victims of nonsexual assault. It is not unlikely that Taylor, Kuch, Koch, Crockett, and Passey (1998) tested their data with a more restricted variability than Foa, Riggs, and Gershuny (1995) did. Should this be the case, this might reduce the numbers of factors observed, compared to the model of Foa, Riggs, and Gershuny (1995). It is also possible that other statistical approaches based on individuals, like discriminant analysis, rather than those rooted in variables, like factor analysis, could provide means to resolve some of those issues. This could be tested; for example, by providing evidence-based determined subgroups of PTSD and estimating specificity to test whether different symptom grouping models fit certain subgroups of patients but not others.

Some symptoms may reflect different brain mechanisms than others. The cardinal symptom in veterans with combat experience, for example, is fear, which is associated with amygdalar activation (Pissiota et al., 2002; Rauch et al., 2000), whereas in rape victims, shame and guilt are predominant and are associated with activity in other brain regions (Shin et al., 1999).

Thus, there are possible biological correlates to differences in the symptom structure of PTSD.
3.6.4 Study IV

Before the pharmacotherapy was induced and during symptom provocation, rCBF was altered in areas involved in emotional processing as well as motor preparation, initiation, and execution. RCBF decreased in the orbitofrontal and prefrontal cortices during anxiety provocation. This has been associated with a loss of emotional control (Fredrikson, Fischer, and Wik, 1997; Rauch et al., 2000) and failure to extinguish fear conditioning (Morgan and LeDoux, 1999). Because loss of emotional control is a PTSD hallmark, and fear conditioning is a likely etiological mechanism in PTSD (Pitman, Orr, Shalev, Metzger, and Mellman, 1999), we speculate that the normalized rCBF in the orbitofrontal and prefrontal cortices after SSRI treatment reflect extinction of fear and possibly increased emotional control. The negative correlation between heart rate and frontal rCBF may indicate a role for the orbitofrontal, prefrontal, and cingulate cortices in the regulation of psychophysiological process during symptom provocation.

Alterations in the left frontal cortex (BA47) seem related to the emotional processing of negative affect (Sprengelmeyer, Rauch, Eysel, and Przuntek, 1998) and may form part of an evaluative system taxed by the experience of PTSD. Because the prefrontal and anterior/medial cingulate cortices are heavily interconnected with the limbic system (particularly the amygdala), it is possible that SSRI preparations act by normalizing activity in this cortical-limbic loop. A reduction in the patient’s flight tendencies and altered activity in his/her motor system may reflect this.

The insula cortex is involved in autonomic control (Fredrikson, Furmark, Olsson, Fischer, Andersson, and Langstrom, 1998) and activated areas in the parietal cortex are part of the dorsal object recognition pathway supporting visuospatial memory involvement. The absence of activation in the anterior cingulate gyrus may be associated with the inability of people with PTSD to extinguish fear and the increased activation of the posterior cingulate gyrus may relate to its role in the emotional processing of distressing material (Fischer, Wik, and Fredrikson, 1996). Thus, this case study suggests that symptom provocation in PTSD alters neural activity in brain territories involved in memory, emotion, and attention, as well as motor control. Treatment with an SSRI normalized this brain pattern. Yet, randomized controlled trials are needed to confirm these observations, especially since Levin, Lazrove, and van der Kolk (1999), reporting a case study on the effect of EMDR, described neural alterations in areas other than those observed here.
3.7 Overall discussion

According to our studies, 80.8% of the general population of Sweden has experienced a traumatic event sometime in life. With that figure in mind, the prevalence rates of PTSD at 5.6% and with a conditional risk (i.e., PTSD when exposed to a trauma) of 6.9% are relatively low; 93% that experience at least one trauma do not develop PTSD. This raises two fundamental questions: 1) What, in addition to trauma, increases the risk of developing PTSD? 2) What are the causes of PTSD and how can we identify individuals at risk?

The most commonly experienced trauma type is TRA’s, but this type of trauma carries with it a relatively small risk of developing PTSD. (Trauma as a result of the more rarely occurring assault – in particular sexual assault – carries with it a far higher risk of developing PTSD.) Rather, the most important event-related risk factor for developing PTSD in the aftermath of a TRA seems to be the severity of the accident. Thus, the frequency in a given population of a specific type of trauma does not seem to be a crucial factor in determining whether or not the victim will develop PTSD. Instead, the severity of the incident, determined in terms of subjective distress, can indicate an increased risk for developing PTSD. TRA’s with a minor subjective impact do not carry an increased PTSD risk but major and severe accidents invoking high subjective distress do. This implies that injured but surviving victims of TRA’s involving the death of others should be carefully monitored for the development of PTSD.

Victims of sexual and physical assault, with an increased frequency of other experienced traumatic events and with highly distressful reactions, are at the greatest risk of developing PTSD. Trauma type (independent of frequency and intensity), trauma frequency and intensity (independent of trauma type) explained the greatest amount of variance, suggesting that trauma type, exposure rate, and perceived intensity are important in determining the risk for developing PTSD.

The increased risk for women developing PTSD was related to the fact that women reported higher distress levels than men, and not to the fact that they develop PTSD at lower distress levels. This seems important because if there is a vulnerability factor, with women being more apt to develop PTSD after trauma, the mechanism seems mediated by increased distress levels. It is not possible to state why this is the case, only to speculate. If it is due to a preexisting vulnerability for illness, the development of PTSD should be more common in women given a trauma that “objectively” is similar to both sexes. This was the case for tragic death, where the sex ratio remained the same. Distress ratings may reflect the victim’s feelings of helplessness or fear and, in this respect, women and men might experience seemingly
similar events differently. Perhaps we should acknowledge that vulnerability
does not exist purely in the neuroendocrine system or the hypothalamic-
pituitary-adrenal axis, but also in the ‘cognitive’, emotional domain,
reflecting ways of regarding life, which may possibly lead to the higher
distress ratings of women.

With respect to gender differences, it has been argued both against
(Yehuda, 2002b) and in favor of (Breslau, 2002) women having a greater
vulnerability toward developing PTSD. Yehuda (2002b) suggested that
gender differences in PTSD prevalence reflect “different degrees of actual
threat and physical injury,” while Breslau (2002) replied that PTSD is more
common in women “even when the type of traumatic event is controlled
for”. The present data support an increased vulnerability in women as
compared to men because gender made a significant contribution to
predicting PTSD, even when the impact of the traumatic event(s) was
statistically controlled for using logistic regression analysis. In fact, the risk
doubling for PTSD in women was similar using both unadjusted risk
estimates and estimates adjusted for trauma type, suggesting that exposure to
certain trauma types does not account for the gender effect. Using a different
method to control for trauma event type, Breslau, Chilcoat, Kessler, Peterson
and Lucia (1999) drew a similar conclusion.

Thus, it has been tentatively suggested that gender-related factors,
particularly those associated with a high level of subjective distress, is one
mechanism through which gender differences in PTSD may emerge. Both in
men and women, the increased risk of developing PTSD occurred at distress
ratings of eight or higher. The increased risk in women is due to the fact that
more women than men gave higher distress ratings, and not to the fact that
the risk for PTSD increases at a lower distress level for women than men.
Thus, the increased vulnerability to PTSD in women may reflect a generally
increased vulnerability to emotional stress and the ability to form emotional
memories (Fujita, Diener, and Sandvik, 1991; Seidlitz and Diener, 1998).
The latter process seems to engage different neural networks in men and
women (Canli, Desmond, Zhao, and Gabrieli, 2002), suggesting possible
gender-specific neurobiological underpinnings of PTSD.

It has been argued that PTSD is an example of fear conditioning, where
the traumatic event is the unconditioned stimulus (UCS) and the reaction to
the event the unconditioned response (UCR) and PTSD the conditioned
response elicited by trauma reminders serving as conditioned stimuli. Thus,
in terms of conditioning theory, men encounter UCS more often, while in
women the UCR (distress) is enhanced. PTSD has been linked to a greater
conditionability (Orr et al., 2000) and, if women displayed enhanced
conditionability compared to men, it might qualify as a possible gender-
specific mechanism. Experimental studies have not demonstrated this
(Fredrikson, Hugdahl, and Ohman, 1976), however, suggesting that gender differences in PTSD do not mirror gender differences in fear conditioning. However, it should be noted that in experimental studies on human fear conditioning, the impact of the UCS is individually determined. This would act to reduce or abolish gender differences, allowing women to choose a degraded UCS, when compared to men. In naturally occurring traumas this is not the case, so the hypothesis remains that an enhanced UCR in women serves to induce PTSD more frequently in women than in men.

A related question on individual differences, both in men and women, is why only some, not all, traumatic encounters lead to PTSD. Of course, factors related to trauma type and perceived intensity are most likely important. But neurobiological determinants might be operative as well (Hageman, Andersen, and Jorgensen, 2001). For example, Hettema, Annas, Neale, Kendler, and Fredrikson (2003) have recently demonstrated that fear conditioning is moderately heritable. Specifically, the serotonin promotor and possibly dopamine D4 receptor genes and trombocyte monoaminooxidase activity are involved in the encoding and extinction of human fear conditioning (Garpenstrand, Annas, Ekblom, Oreland, and Fredrikson, 2001). Therefore, we propose that genetic factors associated with conditionability may partly explain individual differences in exhibiting PTSD in the aftermath of trauma, and specifically that individual differences in dopaminergic and serotonergic neurotransmission may relate to differences in the risk of experiencing PTSD. This mechanism may substantiate the observation that PTSD, in part, seems genetically determined (Stein, Jang, Taylor, Vernon, and Livesley, 2002). The hypothesis is not proven but easily tested, and it remains an open question whether serotonergic and dopaminergic mechanisms relate to gender differences in PTSD.

The issue of symptom profiles in PTSD is not consistent and models differ markedly even though the body of research comparing different diagnostic systems is scarce. Studies might benefit from using more data-driven and exploratory classification methods, for example to delineate subtypes of patients having certain symptom profiles or certain clusters of symptom aggregation as well as identifying individuals with sub-clinical PTSD. Ideally, diagnostic systems could be validated not only using subjective, self-reported data, as in the present studies, but also using other techniques, such as behavioral and brain imaging approaches.

Emotionally salient situations seem to be encoded vividly and are probably recalled better than less salient events (Christiansson, 1992). Furthermore, studies using longitudinal designs (Shalev et al., 1998) report that increased and endurable distress at the time of the trauma is predictive of the subsequent development of PTSD. Thus, memory bias is unlikely to
be solely accountable for the association between traumatic distress and the presence of PTSD. Therefore, it seems important to study prognostic and predictive factors for PTSD development in the aftermath of traumatic events. For example, Bryant and Harvey (1995) have reported that both certain coping styles and personality characteristics predict the development of PTSD. A related question pertains to whether it is possible to use event-related factors in trauma survivors to predict who will benefit most from the treatment of Acute Stress Disorder to prevent the development of chronic PTSD (Bryant, Sackville, Dang, Moulds, and Guthrie, 1999; Harvey and Bryant, 2000).

Thus, there are certain promising leads for identifying individuals at risk and, in keeping with the DSM-IV (or the ICD-10, for that matter) definition of PTSD, the dominant causative agent seems to be trauma impact.
4. Conclusions

- Traumatic experiences are common in the Swedish population and PTSD is not uncommon; roughly one out of ten traumatic events results in PTSD, giving a 5.6% lifetime prevalence. The female/male sex ratio is 2:1.
- The risk for PTSD increases considerably with a high trauma-associated emotional impact.
- Severe but not minor TRA’s increase the risk of developing PTSD.
- The distressing impact of a given trauma appears to be higher in women than in men. This may represent an increased vulnerability in women, in part accounting for gender differences.
- The PTSD symptomatology is equally well accounted for using all factor analytic models as yet presented in the literature; the DSM-IV does not provide a better fit to data than other models.
- The anxiolytic effect of SSRI’s on PTSD symptoms could be mediated by prefrontal and paralimbic cortices. Data suggest that SSRI treatment normalize provocation-induced rCBF alterations in areas involved in memory, emotion, attention, and motor-control.
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