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Imaging of femtosecond bond breaking and
charge dynamics in ultracharged peptides†

Ibrahim Eliah Dawod, *ab Nicusor Tı̂mneanu, a Adrian P. Mancuso,bc

Carl Caleman ad and Oscar Grånäs *a

X-ray free-electrons lasers have revolutionized the method of imaging biological macromolecules such

as proteins, viruses and cells by opening the door to structural determination of both single particles and

crystals at room temperature. By utilizing high intensity X-ray pulses on femtosecond timescales, the

effects of radiation damage can be reduced. Achieving high resolution structures will likely require

knowledge of how radiation damage affects the structure on an atomic scale, since the experimentally

obtained electron densities will be reconstructed in the presence of radiation damage. Detailed

understanding of the expected damage scenarios provides further information, in addition to guiding

possible corrections that may need to be made to obtain a damage free reconstruction. In this work, we

have quantified the effects of ionizing photon-matter interactions using first principles molecular

dynamics. We utilize density functional theory to calculate bond breaking and charge dynamics in three

ultracharged molecules and two different structural conformations that are important to the structural

integrity of biological macromolecules, comparing to our previous studies on amino acids. The effects

of the ultracharged states and subsequent bond breaking in real space are studied in reciprocal space

using coherent diffractive imaging of an ensemble of aligned biomolecules in the gas phase.

1 Introduction

With the development of high-repetition rate X-ray facilities,
high resolution imaging of single biological molecules becomes
increasingly more achievable.1–5 Previously, structural biology
has largely relied on crystallized biomolecules, which can
feasibly be investigated using X-rays at synchrotron facilities,
since the detected signal is enhanced by the large number of
ordered molecules in the crystal.6 The recently introduced X-ray
free-electron laser (XFEL) facilities around the globe have
enabled using much smaller crystals as well as single particle
imaging (SPI), where single, non-crystalline molecules in the
gas phase are imaged by an ultrafast X-ray laser operating at
femtosecond (fs) timescales, before being destroyed by the
extreme radiation damage.7 In order to reconstruct the target,
the experiment must be repeated many times to acquire

diffraction patterns from all the different orientations of the
molecule, which are merged into a 3D volume in reciprocal
space, and later used to reconstruct the target in real space.1

Several fundamental processes currently limit the obtainable
resolutions in SPI,8 such as radiation damage9 and structural
heterogeneity,10 as well as more practical limitations such as
experimental background or number of diffraction patterns
attainable in a realistic experimental time.11 In serial femtose-
cond crystallography (SFX) experiments, atomic resolution is
achievable using XFELs, since crystalline samples are used.12

Radiation damage is less of a concern here, as the damage is
averaged over the crystals, and only the part of the system
which is still a crystal will diffract into Bragg spots.13 However,
the high intensity pulse will ionize the system and introduce
disorder which may limit the obtainable resolutions and thus
the interpretation of the retrieved structures.14,15 Furthermore,
the interpretation of time-resolved SFX experiments of
radiation-sensitive bio-systems might be particularly sensitive
to structural changes due to damage. Understanding how
biomolecules respond to an intense X-ray pulse in real space
and its effects on the signal observed in reciprocal space is
therefore vital in order to provide information which can be
used to achieve higher resolutions in both SPI and SFX.16

Depending on system sizes and atomic compositions, differ-
ences in radiation damage dynamics can be observed. For
single molecules, Coulomb explosion is the main factor which
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drives the dynamics. Here, both high-energy photoelectrons
and the slower Auger electrons usually have sufficient kinetic
energy such that the electron mean free path is similar to, or
larger than the sample.15 For larger systems, such as large
proteins and viruses in SPI and crystals in SFX, the system will
attain a high positive charge, enabling trapping of free elec-
trons. This will affect the long range interactions in the system
through Debye screening, resulting in local interactions driving
the dynamics in the system.17, 18 Studying molecules contain-
ing heavier atoms is of importance, since the rates at which
these atoms will be ionized is different compared to the more
common atoms (C, N, O) available in biomolecules.15 They also
provide more complicated damage dynamics in the local area
of the heavy atoms, which might require one to account for
molecular effects in the modeling.17, 19

In this work, we simulate damage dynamics and how this
affects the electronic structure of the biomolecules. We inves-
tigate the effects in reciprocal space (where imaging is done),
where we see the dynamics as a function of resolution. Quanti-
fying the effects of damage at atomic resolution using theory
can potentially be used to improve the obtained structure in
SFX and SPI experiments. The experimentally determined
model of a biomolecule can be compared to the theoretically
obtained one with damage, in order to confirm that the
reconstructed structure is correct. Detailed models such as
real-time time-dependent density functional theory (RT-
TDDFT) can be used for such cases.20–23 If needed, corrections
can then be applied to the experimentally obtained model.
Using a combination of damage modeling and experimental
data to correct structures is indeed feasible.16 Refinement of
obtained structural parameters from X-ray diffraction experi-
ments is commonly done using ab initio theory. An example is
the use of combined ab initio and classical molecular (QM/MM)
simulations to explore the possible conformations of a metal-
loprotein and compare to a structure solved at an XFEL source.
Heavy metal sites can be significantly more difficult to find the
native structure since it can involve searching for oxidation and
spin states in addition to the regular structural parameters.23–25

The heavy metal’s higher cross section for interaction with light
makes these atoms more prone to absorb X-ray photons,
and the local environment to be significantly disturbed from
its equilibrium structure during the course of the XFEL
pulse.14,26,27 By estimating the expected damage at these sites
theoretically and quantifying the reproducible damage path-
ways as done in this work, the information can potentially
assist the search for the initial equilibrium states of the desired
observables.

2 Method

This work uses ab initio molecular dynamics to study the
dynamics of ultracharged biomolecules. By studying the mole-
cules that are the building blocks of larger biological mole-
cules, we aim to find features in the dynamics which can
provide transferable information for simulations of larger

systems, in particular where local damage is significant for
the overall dynamics. Even though the systems we study here
are small compared to proteins and viruses, we believe that
specific recurring behaviours in the dissociation pathways and
charge dynamics that can be distinguished here will be impor-
tant in larger systems. Following our previous work studying
ultrafast bond breaking and charge dynamics of amino acids,28

we turn our attention to larger systems. The same framework is
used, however, the target molecules are poly–peptides with a
varying number of amino acids. The molecules studied are
cystine (C6H12N2O4S2), dialanine (C6H12N2O3) and trialanine
(C9H17N3O4) as seen in Fig. 1. They were all built and visualized
using the molecular editor AVOGADRO29 in their linear con-
formations. In the Ramachandran plot, these would corre-
spond to angular values of f = c = 1801.30, 31

In reality, the peptides can occupy other conformations, and
we therefore also performed simulations of a different confor-
mation of trialanine (here called alpha helix), with starting
angles f = �601 and c = �401. This provides us the opportunity
to compare the same structure in different minima on the
potential energy surface, and its implications on the subse-
quent dynamics. The molecules studied have certain important
differences that we aim to compare. Cystine contains a dis-
ulfide bond, while the alanine peptides contain one and two
peptide bonds respectively. The two different types of bonds
give us the opportunity to study the dynamics of bond breaking
as a function of the particular atoms that have the largest effect
on the structural integrity of the entire system. The question of
how adding an additional amino acid to a peptide affects the
dynamics is answered by comparing di- and trialanine. The
structural configurations of the peptides in vacuum will depend
on the dynamics due to temperature, as thermal breathing,32

and how they are delivered into the gas phase. The differences

Fig. 1 Images of the four biomolecules studied. The numbering of the
atoms is referenced throughout this work and in the ESI.†
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in the dynamics due to thermal vibration are investigated by
simulating several geometries of the same system, and we also
study the effects of different conformations by comparing the
linear structure of trialanine to its alpha helix. Finally, it is
particularly interesting to compare cystine and trialanine since
they contain approximately the same number of electrons (126
for cystine and 124 for trialanine).

In coherent diffractive imaging (CDI), the detected photons
are acquired in reciprocal space. The measured signal is
dependent on the atoms’ electronic occupation numbers and
their relative positions. Radiation damage will alter these
observables from their equilibrium values such that the
detected signal may not reflect the structure of the sample
independent of irradiation.16 In order to understand how bond
breaking and charge dynamics in real space affects imaging of
biomolecules, we have also computed time-resolved scattering
from our damage simulations. The time dependent electron
density from the ab initio simulation is used as an input to
CONDOR,33 in order to calculate the expected scattering signal.
Different methods of calculating scattering from molecules are
available.33–35 The efficient independent atom approximation
(IAM) is commonly applied, where the electron density for each
atom is calculated separately. This method ignores the effects
of bonding, and the approximation is less accurate for low
Z atoms, due to the ratio of bonding to non-bonding
electrons.36 Calculating the Fourier transform of the entire
molecule accounts for the bonding effects on the resulting
diffraction pattern. However, this requires information regard-
ing the electron density of the entire molecule, of which the
quality depends on the level of theory used.34

2.1 Density functional theory based ionization simulations

The density functional theory simulations were done using
version 4.1 of the SIESTA37 package, where the atomic model
is based on pseudopotentials and the Born–Oppenheimer
approximation is applied (consult the ESI† for additional
details regarding the pseudopotentials used). We modeled the
ultrafast dynamics following the photon-matter interaction by
focusing on the electrons that are vital to the structural integrity
of the molecular system and therefore only ionized electrons
involved in bonding, even though we are able to include core
hole states.38 Taking into account core hole states would affect
the shape of the valence orbitals, since the nuclear charge is
less screened.

The focus of our study is to specifically compare how
different biological molecules respond to comparable degrees
of ionization which can be attained at light-sources such as
synchrotrons and XFELs. We prepared the molecules for the
production simulations by first performing energy minimiza-
tion using the conjugate gradient algorithm. Molecular
dynamics simulations starting at 300 K without temperature
coupling were done for 2000 fs, in order to find 10 different
starting configurations of each system. pH dependent struc-
tural alteration of hydrogen positions was not incorporated for
the molecules, due to the simulations being in vacuum. As the
chain grows with the number of attached amino acids, the

influence of the position of one hydrogen on the pathways of
the dynamics will be small. The ionization simulations, which
were started at a temperature of 300 K, were done by removing
electrons from 0 to the number of atoms available in the system
N. In order to compare the charge state of different molecules,
the parameter %z = [0, 1] with unit e�/N, was defined. It is the
number of electrons removed normalized to the number of
atoms in the system N. The highest charge state studied (%z = 1)
corresponds to each atom having a net charge of +1 on average.
Using nominal XFEL experimental parameters, our collisional-
radiative simulations of a Lysozyme crystal exposed to a 100 fs
pulse with 9 keV photons and a fluence of 106 J cm�2 show that
the average ionization of atoms in the crystal reaches a value of
%z = 1 within 20 fs.39

The time step for the simulations was 0.5 fs and the total
simulation time was 75 fs. Generalized gradient approximation
(GGA) as formulated by Perdew, Burke, and Ernzerhof (PBE)40

was used as the exchange–correlation functional with double-
zeta polarized (DZP) basis. To test the importance of incor-
porating exact exchange we compare the semi-local PBE40

treatment to the hybrid functional PBE041 for a scan along
the C–N bond for several degrees of ionization. These results
are presented in the ESI.† The behavior of all curves is qualita-
tively similar independent of the potential energy surface being
dissociative or bonding. Furthermore, the Hirshfeld charge
partitioning scheme used in this work was also compared for
the same functionals and the results are deemed to be qualita-
tively similar enough to not cause misidentifying different
atomic species.

As the Born–Oppenheimer approximation is used, transi-
tions between potential energy surfaces with different spin-
states are not well described. However, the spin–orbit coupling
is weak due to the low atomic numbers of the atoms treated,
and therefore the non-adiabatic coupling between potential
energy surfaces corresponding to different spin-states is weak.
Further, effects of the spin polarized radicals in homolytic
reactions are expected to be much weaker than the Coulomb
forces due to ionization.42

The use of polarized basis functions is of great importance
for the diffraction calculations, in order to assess the effects of
the deformation of the electron density on the observed
scattering.37 The structural integrity of the bonds was studied
using the chemical bond integrity parameter, first introduced
in our previous work,28

BðA;B; tÞ ¼ 1

NMD

XNMD

i¼1

1

1þ el jdi ½A;B�ðtÞ�di ½A;B�ð0Þj�0:5ð Þð Þ: (1)

The parameter returns a value in the interval [0,1] at time t,
where 0 corresponds to a broken bond and 1 to an intact bond.
l (= 10) is a constant which defines how fast the function decays
as the bond length increases, and NMD (= 10) is the number of
different trajectories simulated for a specific ionization
configuration of a molecule. An example of such a trajectory
for cystine at net charge %z = 1 with its electron density isosurface
is shown in Fig. 2.
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The bond integrity gives detailed information regarding the
bond breaking of the molecules, but it is difficult to get a global
picture of the structural integrity of the system. By analyzing
the radius of gyration (Rg) defined as

RgðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i

jriðtÞj2miP
i

mi

vuuut ; (2)

where ri are the atomic positions compared to the center of
mass and mi are the corresponding masses, we are able to
quantify the effects of damage on a global scale by looking at
the expansion of the molecule.43

2.2 Coherent diffraction imaging calculations with radiation
damage

The damaged ab initio electron densities from the density
functional theory simulations were used to compute diffraction
patterns in CONDOR,33 by sampling the electron density on a
cubic grid with equidistant spacing. Given that we have a
charge density on a grid with N points in each dimension with
spacing Dx determined from SIESTA, we can use this an input
to CONDOR and determine the scattering amplitude which is
computed from the Fourier transform of the electron density,
making the intensity I(q) p |FT[re(x])|2. The number of
photons per pixel on the detector is determined as33

I(q) = I0|C(q)|2P(y)O(y), (3)

where I0 is the incoming intensity, P(y) = 1 is the polarization
and O(y) the solid angle, depending on the position of the pixel.

Experimental parameters were chosen to match those that are
currently available at XFEL sources.44 We used a square detec-
tor with 1024 pixels, 1 Å photons, pulse energy 2 mJ, 0.5 mm
diameter for the focus and a detector to sample distance of
0.12 meters. The valence electron density from the damage
calculations was calculated in SIESTA by the Kohn–Sham
molecular orbitals ci(x)

reðxÞ ¼
XN
n¼1

nijciðxÞj2; (4)

where the occupation number ni follows the Fermi distribution.
Since the DFT code formulates the effects of the core electrons
through pseudopotentials, the core electron density had to be
added to the valence electron density. The density of the core
electrons as a function of radial distance from the nuclear core
can in SIESTA be described by a Gaussian,

f
r

ra

� �
¼ N exp �

sinh
2r

ra

� �

sinhð1Þ

0
BB@

1
CCA

2
0
BBB@

1
CCCA; (5)

where N is the normalization constant. We impose the condi-
tion of the density re to be zero at a distance ra. This value was
defined according to the cutoff values in the pseudopotentials,
0.899 Å for cystine and 0.688 Å for trialanine. Since the core
electron orbitals are confined close to the core, a high value of
mesh cutoff was used compared to the pseudopotential run, in
order to accurately capture the Gaussian function. We obtained
the total electron density on a grid in three dimensions with a
grid spacing determined by the cutoff used. The spacing is
crucial to capture the features of the density, and the result was
validated by making sure that we retrieved the correct number
of electrons

Ð
redV ¼ Ne

� �
. We calculated diffraction patterns

for 10 geometries where the molecules’ backbone was aligned
perpendicular to the direction of the X-ray beam. Theoretical
studies have suggested that alignment of biomolecules can be
done experimentally using an external electric field which
interacts with the intrinsic dipole moment of the molecule.45

Other methods exist, for instance using substrates for prefer-
ential alignment.46 Furthermore, several experiments have
been done on aligned gas phase molecules of sizes similar to
the systems studied here.47,48 We assume that the concen-
tration of the molecular ensemble is low, where the distances
between the nearest neighbours are larger than the coherence
length of the pulse. The scattering patterns from the 10
different geometries with the same %z were added, simulating
the incoherent addition of an ensemble of aligned gas phase
molecules, thus enhancing the detected signal by 10 times.

3 Results
3.1 Chemical bond integrity

The following section provides results from the study of the
time resolved changes of the structural integrity of all mole-
cules, where the ionization is sequentially increased. Eqn (1) is

Fig. 2 Snapshots of a single 30 fs molecular dynamics trajectory for
cystine at +26 (%z = 1), with the corresponding electron density isosurface.
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used to quantify the integrity of a particular intramolecular
bond as a function of time and level of ionization. In Fig. 3 we
see an example of the bond integrity for several bonds in
cystine, averaged over the type of bond. Plots of the bond
integrity for each bond is presented in the ESI.†

We begin by inspecting Fig. 3, where cystine dissociates into
several fragments, and note that specific carbon bonds C14–
C15 and C1–C2 are broken for the lowest charge states (shown
in Fig. SI.2a and SI.2e in the ESI†). These start to break for
charge states around %z = 0.2 and after approximately 20 fs
during the trajectory. The average bond integrity over all C–C
bonds in the molecule is around 0.5 (Fig. 3), since the other two
carbon bonds (C18–C14 in Fig. SI.2c and C1–C5 in SI.2e, ESI†)
are intact. In our previous work on DFT simulations of ultra-
charged amino acids28 (see Fig. 4a in the article), the carbon
bond attached to the carboxyl group COOH was sensitive
to bond breaking, which is also the case here. The next

non-hydrogen bond that dissociates is the disulfide bond (S–S
in Fig. 3), which is the bond that binds the two cysteine amino
acids. We see that as the ionization degree increases, the point
in time at which the disulfide bond dissociates decreases. For
the highest degree of ionization (%z = 1), it is the non-hydrogen
bond which dissociates first. For this %z, we have removed 26
electrons, and by looking at the average deviation of the neutral
charge for the sulfurs in Fig. 9a, one can see that the (S20)
sulfur atom acquires a mean of +1.375 and (S7) around +1.0,
which can be the reason for the fast dissociation. For higher
charge states than %z = 1, we see that the timescale for breaking
the bond would be even shorter. Interestingly, the two sulfur
atoms have different mean charge states, where the deviation
increases as more electrons are removed. This might be
explained by differences in the geometric configurations of
the two ends of the molecule.

Comparing to the only sulfur-containing amino acid methio-
nine (MET) in our previous work28 with the C–S bond here, we
notice for the S-side chain that dissociation occurred at about
%z = 0.3 and %z = 0.8, with a stability island between %z E [0.5, 0.8].
In this work, the stability island is enhanced, and we only see
some indication of dissociation at %z = 0.3, at the end of the
simulation. Around %z = 0.8, we see a similar behaviour for the
dissociation, but it happens around 10 fs later. The reason for
the increased stability is that the sulfur atom binds to a cysteine
fragment, instead of a methyl group in methionine. Furthermore,
the two C–S bonds in Fig. SI.2c and SI.2d (ESI†) show similar
fragmentation dynamics. Thus, the difference in the charge states
between the two sulfur atoms does not seem to be large enough to
induce differences in the integrity of this bond type.

In Fig. SI.2b and SI.2f (ESI†), the C–O bonds in the carboxyl
group for cystine where the oxygen has a bond to hydrogen is
far more stable compared to the case without a hydrogen atom
(for a certain range of %z), which is also the case for the alpha
helix (Fig. 7). The result is a range of charge states %z where the
average over all C-O results are around 0.5 in Fig. 3 and 7.
Studying the charge dynamics of cystine in Fig. 9a we note that
the carbon bond to the oxygen in the carboxyl group with the
largest Hirshfeld charge (O16) breaks for smaller charge states
compared to (O24). This also the case for the alpha helix.

In the other alanine peptides however, the two bonds have
similar behaviour (see Fig. 4 and 6). The difference between the
alanine molecules is likely due to the O–H in the COOH group
dissociating at different levels of ionization. The charge of the
hydrogen in the carboxyl group seems to be lower in the alpha
helix (see in Fig. 9d), compared to the other alanine molecules.
This makes the O–H break at a later time in the alpha helix, and
therefore makes the dynamics of the C–O bonds in the carboxyl
group different. Compared to the amino acids, the C–O bonds
in the larger molecules tend to become more sensitive to bond
breaking for large charge states.

For all the molecules, we note the C–N bond at the end of the
chains to be more unstable compared to the amino acids. This
is also what we concluded going from smaller amino acids to
larger ones.28 Thus, we can predict that larger poly–peptides
will see an increased instability of this bond.

Fig. 3 Bond integrity as a function of ionization %z, as described by eqn (1),
averaged over the different types of bonds in cystine (seen in the figure).
The values correspond to the average of the 10 different trajectories.
Yellow (E1) in the colorbar is an intact bond, while purple (E0) is a broken
bond. The molecule contains a disulfide bond (S–S) and has 26 atoms,
which makes %z = 1 correspond to removing 26 valence electrons from the
available 126 electrons. The bond integrity for each specific bond is shown
in the ESI.†

Fig. 4 Bond integrity for the majority of the bonds in dialanine, averaged
over the bond types. This molecule contains a single peptide bond (C–N).
The number of atoms in the molecule is 23, and %z = 1 therefore
corresponds to removing 23 electrons. The bond integrity for each specific
bond is shown in the ESI.†
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In Fig. 5, the peptide and disulfide bonds are compared. For
trialanine and the alpha helix, which have two peptide bonds,
the average bond integrity has been calculated (consult the ESI†
for results of each peptide bond). We notice that the disulfide
bond is far more unstable. For the peptides, only at large
degrees of ionization and at much later times than the typical
timescales of atomic motion do we see an indication of bond
breaking. This shows that the atomic species involved greatly
affects the timescales of bond breaking. The heavier sulfur
atoms attain larger charges than the atoms in the peptide
bonds, which localizes the net charge to the sulfur atoms.
Since these atoms are only separated by a single bond, the
Coulomb interaction will be strong. Further, we note that the
local environment greatly affects the bond breaking, since the
two peptide bonds in trialanine do not have the same chemical
environment at each side of the peptide, making their bond
breaking behaviour different.

Trialanine and dialanine have a similar behaviour for the
interval %z E [0.55, 0.75], showing indications of bond breaking
for long timescales. For large degrees of ionization close to %z =
1, the peptide bond in dialanine is intact, while the average in
trialanine is broken after around 50 fs. For the alpha helix, the
bonds are broken after around 30 fs. The local structural
integrity of trialanine and the alpha helix is more sensitive to
the removal of electrons compared to dialanine for high charge
states around %z = 1. Even though the trialanine molecules
contain additional number of bonds which could be deemed
as more difficult to break due to the bonds being attached to an
additional substructure, the increased Coulomb interaction for
the larger molecules contributes more to the local integrity of
the molecule.

By inspecting the alanine structures in Fig. 4, 6 and 7 we see
that several of the bonds have similar behaviour. The averages
over the C–N bonds are similar for the molecules, being stable
up to high charge states, similar to the amino acids.28 The
average of the C–C bonds shows that the more unstable carbon
bonds have an interval of re-stabilization. For the amino acids
however, the C–C bond was particularly sensitive to bond
breaking over the majority of charge states. The induced

re-stabilization of the carbon bonds seems to correlate with
the breaking of the bonds to hydrogen, which reduces the
nuclear charge.28 As this behaviour is present for all alanine
peptides, we can conclude that larger chains with alanine
residues will have an increased stability of the C–C bonds.

For di- and trialanine, the C–C bond attached to the amino
acid containing COOH is far more sensitive to bond breaking
for lower charge states compared to the other C–C bonds.
However, it becomes more robust to ionization when the bonds
to the oxygen atoms in the carboxyl group are broken. For the
alpha helix, this bond is also re-stabilized at higher charge
states due to the dynamics of the carboxyl group, and it also
gains stability when bonds to hydrogen are broken.

In Fig. 8, the relative radius of gyration (Rg) is presented,
where dialanine and the alpha helix are the molecules which
dissociate the fastest compared to cystine and trialanine. Study-
ing the two trialanine conformations, we see that the explosion

Fig. 5 Comparison of the bond integrity for the peptide and disulfide
bonds. For trialanine and the alpha helix, the average of the two peptide
bonds has been calculated.

Fig. 6 Bond integrity for the majority of the bonds in trialanine, averaged
over the bond type. This molecule contains two peptide bonds. The
molecule has 33 atoms, and %z = 1 therefore corresponds to removing 33
electrons from the available 124. The bond integrity for each specific bond
is shown in the ESI.†

Fig. 7 Bond integrity for the alpha helix, averaged over a particular bond
species. The bond integrity result for each specific bond is shown in the
ESI.†

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
D

ec
em

be
r 

20
21

. D
ow

nl
oa

de
d 

on
 2

/2
8/

20
22

 2
:1

2:
59

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1cp03419g


1538 |  Phys. Chem. Chem. Phys., 2022, 24, 1532–1543 This journal is © the Owner Societies 2022

dynamics of the alpha helix is significantly faster than the
linear conformation and one can see that the evolution of Rg is
similar to dialanine. The bond integrity results for the two
conformations are relatively similar, which means that the
more rapid expansion of the alpha helix might be due to the
more compact structure. This gives a larger density of positively
charged ions compared to trialanine, and therefore makes the
Coulomb interaction stronger. Furthermore, the geometric
shape, where the alpha helix has a twist with respect to the
backbone, can potentially make certain bonds in the backbone
break more easily, due to the smaller mass required to be
displaced to break the bond. The result gives an indication of
the importance of exploring the conformation space of a
biomolecule as the differences in the pathways of bond break-
ing would not have been observed by omitting this in the
modeling.

The results of the two conformations of alanine show that
the particular fold has a small effect on the bond integrity. The
sequence of a poly-peptide is the main contributor to the
observed differences in the bond integrity, while the conforma-
tion mostly affects the dynamics of the expansion. We note that
the size can also affect the explosion dynamics, as dialanine
expands on similar timescales as the alpha helix, even though
the Hirshfeld charge of dialanine are generally smaller com-
pared to trialanine, as seen in Fig. (9).

3.2 Charge dynamics

In Fig. 9 the Hirshfeld charge has been calculated, which
quantifies how much the charge of an atom deviates from its
neutral charge state.49 From the Hirshfeld data for the triala-
nine conformations, there is no significant difference in the
average charge, indicating that the differences in the dynamics

are due to the geometric configurations. The charge state for
dialanine seems to be lower for most atoms compared to the
tripeptides for %z = 1. This might be explained by the fact that in
the reference frame of each atom, the attractive Coulomb
interaction from the other ions is larger, since there are more
atoms in trialanine compared to the smaller system.

The charges of the sulfur atoms decrease after around %z E
0.38, where the disulfide bond starts to show instability (see S–S
bond in Fig. 3). This is likely due to the breaking of the bonds to
hydrogens, which we see start to occur at this level of ioniza-
tion. The interplay between the dynamics of fragmentation and
the bonds to hydrogen is noted in all molecules. For cystine, the
disulfide bond is severed after the bonds to hydrogens are
broken. In the alanine peptides, carbon bonds are instead
stabilized. The particular charge state where this happens will
depend on the number of hydrogen atoms in the system. Since
a hydrogen atom can easily lose its single electron, it will leave
the molecule as a proton, which neutralizes the molecule and
the atoms’ Hirshfeld charges decrease. The interplay between
the stability of the system and the level of ionization where the
bonds to hydrogens break was also noted for the amino acids.28

We note that as the net charge is increased, the atoms at the
end points of the molecules acquire the largest change in
charge (except for the sulfur atoms in cystine). The dependence
of Hirshfeld charge with the respect to the center of molecule is
evident by the fact that as one moves from the center to the end
point of the chain, the Hirshfeld charge increases. This could
be due to the self-consistent cycle in the DFT procedure finding
a minimum where the Coulomb interaction is minimized.

Fig. 8 The relative radius of gyration Rg for dialanine, cystine, the alpha
helix and trialanine, averaged over all trajectories for %z = 1. The radius of
gyration has been normalized by its value at time = 0 fs. One can conclude
from the change of the derivatives of the curves, that the effects of the
damage has an effect early in the trajectory. A comparison of the Rg for a
wide range of %z is shown in the ESI,† which shows a similar trend as
presented here.

Fig. 9 The average Hirshfeld charge dynamics as a function of ionization
degree %z. The mean and standard deviation was computed by averaging
over the 10 different trajectories and simulation time. Only a subset of the
atoms in the molecules is shown. The single hydrogen atom refers to the
one in the COOH group.
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This would correspond to an electronic configuration where the
interaction between the largest Hirshfeld charges are mini-
mized, which occurs when the distance between the two
charges is maximized.

In terms of structure determination using X-ray diffraction,
averaging the Hirshfeld charge with respect to time can be
considered as the average charge which the probe will coher-
ently scatter from. This means that the usual neutral form
factors used to fit the molecular model to the experimental data
might not yield the best final model, since the fitting is done to
data acquired from a different system than the native one. The
obtained model, and the subsequent refinement of the struc-
ture would then correspond to a structure with a different
potential energy surface. This is especially true when XFELs
are used, since the atoms can reach high charge states. If one
would estimate the expected damage of the molecule in an
experiment, the average Hirshfeld charge during the trajectory
could be used to quantify the atom with the largest deviation
from the neutral state. If this deviation is large enough to be
detectable within the variation of the experiment, then fitting
the data using a corrected form factor would be needed. These
improved form factors can be obtained from the electron
density of the atom during the trajectory using the Hirshfeld
partitioning scheme and thereafter Fourier transform the den-
sity. This would incorporate both the effects of radiation
damage, and the molecular bonds on the atomic density.50

3.3 Effects of radiation damage in reciprocal space

In Fig. 10, we compare the resulting diffraction pattern from a
30 fs trajectory of a damaged molecule at the highest degree of
ionization %z = 1 and the undamaged molecule (%z = 0). There is a
change in the scattered signal due to bond breaking and charge
dynamics where the undamaged patterns have a larger contrast
between the maximum and minimum value of the intensity,
compared to the damaged one. The structural differences in
real space can also be noted in the diffraction data. For
instance, the alpha helix provides the smallest contrast
between the lowest/largest signal. Comparing to trialanine,
which contains the same number of electrons, the differences
are due to how the electrons are distributed in space. The
electron density of the alpha helix is more localized since the
molecule is smaller, which gives smaller contrast between the
minimum (usually at high resolutions) and maximum values
(at low resolutions). Differences because of the conformation
can also be noted by the different shape of the central speckle.

In Fig. 11a and b, the damaged structure provides a different
intensity profile at 0 fs, by attaining more signal at larger
resolutions. Due to the applied normalization, the number of
electrons in the two systems are the same, but the electron
density is different. This means that relocation of charge
density has occurred, where higher resolutions have acquired
a larger density. The relocation at 0 fs corresponds to the effects
of damage when the atoms have not moved (compared to the
30 fs result). This is due to the electron density becoming more
localized, since the remaining electrons interact more strongly
with the nuclear charge, due to the reduced screening from

previously bound electrons. This type of damage will always
exist independent of how short pulses one uses (i.e. how much
the ions move during the pulse). However, there are procedures
of retrieving the undamaged electron densities for such cases.16

We note the relocation of the electron density to higher q by
inspecting the intensity difference between the neutral and the
damaged trajectory in Fig. 11c. The result shows that there is a
positive change in higher q before any movement has occurred.
This feature is also present during the whole 30 fs trajectory.
When there has been significant atomic displacement after
approximately 10 fs, lower momentum transfers q acquire a
negative change.

A notable feature in Fig. (11) is that the intensity at time 0
and the integrated intensity at 30 fs cross at the same resolu-
tion q E 0.21 Å�1 which can roughly be explained through the
radius of gyration. In Fig. SI.7 (ESI†), we show the radius of
gyration as a function of time for 30 fs. By calculating the
average value, we get 5.11 Å for cystine, 5.83 Å for the alpha

Fig. 10 Comparison of coherent scattering for the ideal undamaged (%z =
0) case (left) and the damaged (%z = 1) case (right), for cystine (a and b),
trialanine (c and d) and the alpha helix (e) and (f). The result corresponds to
the incoherent sum of 10 aligned trajectories, for the ionization state %z = 1.
The data shows the relative signal strength by taking the logarithm of the
intensity normalized by its smallest value on a detector. We present the
ideal case, where Poisson noise and experimental sources of noise have
been omitted.
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helix and 6.10 Å for trialanine. These average length scales
seem to be largely unaffected by the damage for the first 30 fs,
and therefore provide a similar intensity profile between the
damaged/undamaged structures.

4 Discussions and conclusions

We have presented the dynamics of highly charged bio-
molecules in both real and reciprocal space, as a function of
chemical composition (amino acid sequence), size and confor-
mation. The real space simulations were done using density
functional theory in SIESTA, and the resulting ab initio electron
density was Fourier transformed in CONDOR in order to study
the expected scattering as a function of resolution.

The systems simulated here are relevant to the struc-
tural integrity of macromolecules such as proteins and viruses.
Our results show that certain fragmentation patterns are

reproducible as the peptide chain grows, which could help
predict the dynamics of proteins. For instance, by comparing to
our previous work on amino-acids, we see for larger molecules
that the average bond integrity of the C–C bond becomes more
robust to ionization, while the C–O bond becomes more
sensitive to bond breaking.

Furthermore, we concluded in our previous work that the
hydrogen atoms can provide re-stabilization of certain bonds
since they leave the molecule as a proton, neutralizing the rest
of the system. This is also true for the results presented in this
work. We therefore predict that hydrogen atoms will also have
an impact on the structural integrity of larger systems. How-
ever, in a molecule such as a protein, the free hydrogens will
not always propagate directly into vacuum, but they will likely
interact with other molecules. This could lead to additional
fragmentation in the system. We have seen that the C–N bond
at the end of the chains in the peptides becomes more sensitive
to bond breaking for larger systems. For the amino-acids, this
bond also had this dependence on the size. Therefore, we will
state that this will be seen for larger poly-peptides as well.

We conclude that the Coulomb explosion due to ionization
is mainly driven by differences in the geometry, such as
conformation and size of the system. Systems that have a
greater number of atoms, or heavier atoms relative to a parti-
cular system, can have a slower expansion due to the ionization,
even though certain bonds in the molecule can be more
unstable, as is the case for trialanine and cystine, compared
to dialanine. Furthermore, even though the local structural
integrity of a system can be similar, the rate of the Coulomb
explosion is greatly affected by the conformation since this
affects the distribution of the ions in space and therefore the
Coulomb interaction. Chemical composition (amino acid
sequence) also plays an important role, by determining the
local dynamics. This might motivate future studies of radiation
damage in biomolecules to investigate different conformations,
in order to capture the full damage dynamics. Additionally, gas
phase scattering experiments of an ensemble of aligned mole-
cules might be limited by the fact that different conformations
will provide different diffraction patterns. If one can not control
the conformation space of the ensemble, this may result in a
single-shot diffraction pattern which is an incoherent sum of
several different conformations.

It is important to note that we have only studied peptides
with equivalent residues. However, a protein contains poly–
peptides which will have non-equivalent residues. From our
conclusions about the dependence of the dynamics on con-
formation, size and the chemical composition, we can say that
changing an alanine molecule with an amino-acid with the
same chemical composition should only provide a substantial
difference if the angles f and c are significantly changed. This
would alter the distribution of charges in space and therefore
change the explosion dynamics. Introducing a molecule with a
different chemical composition, by for instance adding an
amino-acid containing a sulfur atom, the local dynamics could
be changed. This is because heavier atoms such as sulfur
acquire a larger deviation from the neutral charge, compared

Fig. 11 Comparison of the integrated intensity for the ideal undamaged
case (%z = 0) and the damaged case (%z = 1) for cystine in (a) and (b) as a
function of resolution q = 1/d Å�1. The intensity has been normalized such
that they are equal at q = 0. At 30 fs, the integrated intensity corresponds
to the total accumulated signal during the molecular dynamics trajectory.
In figure (c) we compare damaged and undamaged time-resolved noise-
less intensity for cystine at (%z = 1), for the first 30 fs of the molecular
dynamics trajectory. The figure depicts the logarithm of the ratio

Idamaged

Iundamaged

� �
, where the data has been normalized such that they are equal

at q = 0. Since ionization can cause certain bonds to acquire more or less
electron density compared to the neutral state,28 certain resolutions will
be enhanced while the signal in other will diminish. The observed
dynamics of the intensity early in the simulations is dominated by the
charge redistribution in the molecules, where the ions occupy approxi-
mately the same equilibrium positions. The results for the alanine mole-
cules are shown in the ESI.†
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to light atoms such as carbon, oxygen and nitrogen. This will
localize the positive charge, leading to a greater interaction
with neighbouring atoms. Since the charge is less spread over
the molecule, the rate of expansion should decrease but the
local integrity around the sulfur should be more sensitive to
bond breaking. Finally, since the bonds to hydrogens are
sensitive to bond breaking for relatively small charge states
for all molecules studied, this would likely disturb the
hydrogen-bond networks in proteins.

We observe the fragmentation patterns to be reproducible
for several molecules. This enables imaging of the breaking of
these bonds experimentally, since they will not be averaged out.
Additionally, we see that ionization alters the equilibrium
charge states of the atoms involved and will induce charge
transfer, which for radiation-sensitive systems such as metallo-
proteins can make the reconstruction of structural parameters
more difficult. This is especially important to consider when
interpreting time-resolved XFEL structures of radiation-
sensitive systems, where for instance oxidation states and spin
configurations are investigated.51,52 By theoretically calculating
the expected damage dynamics, together with possible mass
spectrometry/spectroscopy data, information regarding what
the probe observes during the pulse can be estimated. This
could in combination with experimentally reconstructed elec-
tron densities and ab initio theory calculations provide a path
toward additional refinement of the structure, and the con-
firmation that the retrieved structure is closer to the native one.

Finally, the effects of free electrons on the dynamics were
not considered in our modeling. This approximation is valid for
small molecules in gas phase since the mean free path of the
electrons will be larger than the sample.53 For a crystal in a
plasma phase, Coulomb interactions will be dominated by
small lengths scales, due to Debye screening from the trapped
free electron gas.17,18 Future studies using this model could
therefore investigate the effects of the free electrons on the
fragmentation dynamics, which will be applicable to larger
systems.
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