Few shots are all you need: A progressive learning approach for low resource handwritten text recognition
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\textbf{ABSTRACT}

Handwritten text recognition in low resource scenarios, such as manuscripts with rare alphabets, is a challenging problem. In this paper, we propose a few-shot learning-based handwriting recognition approach that significantly reduces the human annotation process, by requiring only a few images of each alphabet symbol. The method consists of detecting all the symbols of a given alphabet in a textline image and decoding the obtained similarity scores to the final sequence of transcribed symbols. Our model is first pretrained on synthetic line images generated from an alphabet, which could differ from the alphabet of the target domain. A second training step is then applied to reduce the gap between the source and the target data. Since this retraining would require annotation of thousands of handwritten symbols together with their bounding boxes, we propose to avoid such human effort through an unsupervised progressive learning approach that automatically assigns pseudo-labels to the unlabeled data. The evaluation on different datasets shows that our model can lead to competitive results with a significant reduction in human effort. The code will be publicly available in the following repository:

https://github.com/dali92002/HTRbyMatching
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1. Introduction

Training data-hungry models based on deep learning in low-resource scenarios is challenging due to the scarcity of labeled data. This is particularly the case of modern Handwritten Text Recognition (HTR) systems when applied to manuscripts with rare scripts or unknown alphabets. For example, ancient civilizations used their specific alphabets that are no longer used (e.g. cuneiform, Egyptian hieroglyphs) and historical ciphers (used in diplomatic and intelligence reports, secret societies, or private letters) often invented fanciful cipher alphabets to hide the content of the message [1].

Recognizing and extracting information from these special sources are important to the understanding of our cultural heritage, since it helps to shed new light on and (re-)interpret our history [2]. However, a manual transcription is impractical due to the amount of manuscripts, and automatic recognition is difficult due to the lack of labeled training data. Moreover, the problem becomes even harder in the case of ciphers because when the alphabet is invented, no dictionaries or language models are available to help in the training process.

Contrary to deep learning models, human beings are able to learn new concepts from one or a few samples only. Recent research has been conducted to imitate and simulate this ability. One of these recent approaches is called few-shot learning, requiring only a limited number of examples with supervised information [3]. In our previous work [4], we explored whether few-shot learning could be adapted to the recognition of various symbol sets in encrypted hand-written manuscripts. Usually, HTR models must be trained on the particular alphabet to be recognized, and whenever the alphabet changes, the system must be retrained from scratch with samples from the new script. To avoid the cumbersome process of re-training, we treated the recognition as a symbol detection task: by providing one or a few samples of each symbol type in the alphabet, the system could locate the symbols in the manuscript. The model was generic and could be used for multiple scripts, while requiring only a small sample of labeled data on each new symbol type. The first experimental results obtained a good performance on encrypted...
manuscripts compared to the typical methods, while reducing the amount of labeled data for fine-tuning.

Nevertheless, the required labeled data in our few-shot model still implies a significant human effort: labeling a few pages with various types of symbols for fine tuning include manual transcription of thousands of symbols together with their corresponding bounding boxes. To alleviate this, we aim to minimize the time-consuming manual labeling effort by proposing an unsupervised learning approach that can automatically and progressively label the data by assigning pseudo – labels from the unlabeled handwritten text lines. Our method requires only a few shot of the desired alphabet: to perform the pseudo-labeling, the user crops a few samples – preferably 5 – of each symbol type thereby avoiding the annotation of text lines and the annotation of the bounding boxes. This means that the pseudo-labeled data is automatically obtained to fine-tune our model, with zero manual effort.

The main contributions of our work are: (i) We propose a few-shot learning model for transcribing hand-written manuscripts in low resource scenarios with minimal human effort. Our model only requires few, ideally five samples of each new symbol type, instead of annotating the entire text lines with the symbols and their bounding boxes. (ii) We propose an unsupervised, segmentation-free method to progressively obtain pseudo-labeled data, which can be applied to cursive texts with touching symbols. (iii) We propose a generic recognition and pseudo-labeling model that can be applied across different scripts. (iv) We demonstrate the effectiveness of our approach through extensive experimentation on different datasets with various alphabets, reaching a performance similar to the one obtained with manually labeled data.

2. Related work

2.1. Low resource manuscript recognition

A manuscript is considered low resource when it contains rare symbols or unusual symbol sets. Thus, collecting a training set for this manuscript is difficult (especially a labeled one). The research on the transcription of enciphered manuscripts is quite recent. In [5], an MultiDimensional Long Short-Term Memory (MDLSTM) [6] approach was proposed. The performance was satisfactory, but at the cost of the time-consuming manual data labeling. The method also required new, manual transcription for each new cipher. Instead, some unsupervised methods were introduced [7,8] to avoid the costly human effort. Those approaches were segmenting the enciphered documents into isolated symbols then clustering them. The main disadvantage of the clustering method turned is the segmentation of symbols, because is often inaccurate, provoking transcription errors. Similarly, researchers have opted for learning-free symbol spotting approaches [9,10] for the transcription of ancient manuscripts (e.g. Egyptian hieroglyphs, cuneiform, or runes).

In summary, supervised methods obtain good performance but they require large amounts of labeled data, while unsupervised or learning-free methods can be applied when labeled data is not available but they lead to lower performance. Thus, to maintain high accuracy while reducing the human effort of manual labeling, few-shot learning is a promising alternative to use for handwritten text recognition [4]. A similar approach based on character matching was proposed in [11], although the experiments were mostly carried out on synthetic data, instead of on real historical or cursive manuscripts.

2.2. Handwritten text pseudo-Labeling

Pseudo-labeling models aim to take advantage from unlabeled data when training, which makes it a possible solution for low resource manuscript. In semi-supervised learning [12,13], a few labeled data is used to start the process. For instance, in the label propagation approach based on distances [14,15], labels are assigned from the unlabeled data (called pseudo-labels) to be used to reinforce the training. Similarly, in [16], the training started with some true labels that are gradually increased by pseudo labels. In [17] a shared backbone extracted features from the labeled, pseudo-labeled and unlabeled data at each iteration. Then, from the feature space, the reliable labels were estimated according to the distance with the true labels while the non trusted labels were pushed away with an exclusive loss. Besides, a pseudo-labeling curriculum approach for domain adaptation used a density-based clustering algorithm in [18]. The idea was to annotate data with the same label set, but taken from a different domain.

In HTR, this strategy was hardly applied mainly due to the difficulties in character segmentation, since touching characters are common in cursive texts. In [19], labels were guessed at word level using keyword spotting. A confidence score was used to assign new labels to the retrieved words and enlarge the dataset. Furthermore, a text to image alignment was proposed in [20] following the mentioned strategy.

3. Proposed approach

In this section we describe our approach to handwritten text recognition by few-shot learning. First, our model is trained on synthetic data. We create text line images using various Omnipict symbol alphabets [21]. Then the model is fine-tuned using the pseudo-labeling approach with the specific alphabet of the target domain, in our case the hand-written manuscript. The involved steps are described in detail below.

3.1. Few-shot manuscript matching

As explained in Section 2, few-shot modeling for object detection has shown to be suitable for recognizing the manuscripts in low resource scenarios. In few-shot modeling, if the size of the alphabet is $N$, and we provide $k$ examples from each symbol alphabet (named shots (or supports)), the task is considered as an $N$-way $k$-shot detection problem. In such setting, the model can be trained on certain alphabets with sufficient amount of labeled data, and later, it can be tested on new alphabets (classes) with a few labeled examples only.

Our few-shot learning model, illustrated in Fig. 1, is segmentation free and works at line level. As input, it takes the text line image with an associated alphabet in the form of isolated symbol images. In this step, from one to five samples of each alphabet symbol should be given. The two inputs (the line image as a query and a symbol image as a support) are propagated in a shared backbone to derive two feature maps. Those are then used in the Region Proposal Network (RPN) with an attention mechanism to output proposals. The attention mechanism performs the depth-wise cross correlation between the support and query feature maps. As illustrated in Fig. 2, this is done by performing a multiple average pooling to the support feature map to obtain a shape of $1 \times 1 \times$Channels then multiplying it over depth with the query feature map. After the RPN stage, the Region of Interest (ROI) pooling is applied to the RPN proposals and the support image to provide two feature maps having the same size. These feature maps are representing the support image as well as the query regions that are candidates to match the support image. Those are combined together and passed to the final stage where the bounding boxes are produced with the class 1 (similar to the support) or 0 (different from the support symbol). For each labeled bounding box, a confidence score between 0 and 1 is predicted according to
the similarity degree with the support image. We repeat this process for all supports (i.e. all the alphabet symbols) and take only the bounding boxes with a high confidence score (higher than a given threshold) to construct a similarity matrix between the symbol alphabet and the line image regions. This matrix serves as the input to the decoding algorithm, which provides the final transcription.

3.2. Similarity matrix decoding

The decoding stage, detailed in Algorithm 1, takes the similarity matrix, traverses the columns from left to right, and decides for each pixel column the final transcribed symbol class among the candidate symbols. Concretely, for each time step, it chooses the symbol having the maximum similarity score. To minimize errors, a symbol is only transcribed if its bounding box is not overlapped by another symbol with a higher similarity value for a certain number of successive pixels. In our case, we used 15 pixels as a threshold. Despite its simplicity, this decoding method is effective for transcribing sequences of symbols. It can be considered also as a modified version of the Connectionist Temporal Classification (CTC) algorithm [22].

As mentioned before, our few-shot model is first trained on the Omniglot dataset: we synthetically construct lines to learn the matching in different alphabets. Then, at testing time, it can be used to recognize new symbols, requiring only a support set composed of a few examples of each new symbol class. However, in our previous work [4], experiments showed that the predictions can be significantly improved when we fine-tuned the model using some real text lines, due to the domain difference between the synthetic Omniglot symbols and the real historical symbols.

3.3. Progressive pseudo-labeling

Our proposed progressive data pseudo-labeling strategy consists in two stages described below.

Algorithm 1 Similarity Matrix Decoding.

```
Input:
M          \triangleright Similarity matrix
rep_thresh \triangleright Repetition threshold
Output: CharList \triangleright Characters sequence
last_max ← [-1, 0]
repetition ← 0
maximuns ← MaxInd(M) \triangleright maximum index and score for each column
CanAdd ← False

for maxi in maximuns do
    if maxi \neq last_max then
        repetition ← 0
        CanAdd ← True
    else
        if repetitions \geq rep_thresh and CanAdd then
            CharList ← CharList \cup maxi[index]
            CanAdd ← False
        else
            repetition ← repetitions + 1
        end if
    end if
end for
```

3.3.1. Synthetic data generation

Our few-shot model needs to be fine-tuned using data from the target domain (often with an unseen alphabet) to reduce the gap between the source and target domains. But since we aim to minimize the user effort, we restrain the demands on a support set of few samples from each new symbol alphabet. Hence, the user must only select up to 5 samples per symbol, called shots. From those shots, we automatically generate synthetic lines by randomly
concatenating them in a line image. We tried to make those synthetic lines as realistic as possible. To do so, the space between characters was chosen randomly between 0 and 30 pixels. Also, before concatenation we rotate each character randomly between -5 and 5 degrees. Moreover, we add some artifacts to the upper part and lower part of the line to simulate a realistic segmentation of a handwritten line. Those created lines compose our starting labeled set, since our model was only pre-trained on a different data domain, i.e. the synthetic Omniglot lines. This technique significantly improves the model prediction for unseen alphabets or scripts.

3.3.2. Pseudo-labeling process

After retraining our model with synthetic lines, we begin by annotating the unlabeled data. The process is illustrated in Fig. 3. Of course, at the beginning, the pseudo labeled set is empty (as no labels are available), so only the synthetic lines can be used for training. Then, we pass the real text lines through our model to get the predictions, which include the bounding boxes of the regions that are similar to the input alphabet images along with the assigned similarity score. Since a higher score means more credible label, we choose the top scored predictions as pseudo labels at this iteration. We experimentally found that the best option is to choose, at each iteration, the 20% of the training data size as the number of the new pseudo-labels. The obtained pseudo-labeled set will be joined to the synthetic set for the next training iteration. This process is repeated until the whole unlabeled set (i.e. all text lines) is annotated. In the case where it is not possible to add new pseudo-labels with credible confidence score, we set a threshold of 0.4 as the minimum confidence score for assigning pseudo-labels. In fact, whenever the score is below this threshold, it is better not to label the symbol. Note that we label the handwritten lines without the need of segmenting them into isolated symbols. In this way, the remaining unlabeled symbols in the different lines at each iteration are considered as background during the next training. Fig. 4 shows an example of a handwritten line during the pseudo-labeling process. At the beginning, the whole image is considered as a background. Then, the symbols with higher confidence score are labeled in the first iteration, while the hardest ones will be labeled in the next iterations.

4. Experiments

4.1. Datasets

For low resource handwritten text, we chose two historical encrypted manuscripts and a manuscript with an old, not longer used alphabet, the Codex Runicus. Our choice of running experiments on encrypted manuscripts is motivated by the fact that ciphers contain a large variety of more or less fancy symbols instead of or in addition to using common alphabets and/or digits. In this work we chose two encrypted manuscripts, namely the Borg and the Copiale ciphers, both containing a large variety of symbols. The Borg\(^1\) cipher is a 408 pages long manuscript, originating from the 17th century. The entire manuscript is encoded with the exception of the first and last two pages, and some headings in Latin. The cipher consists of 34 different symbols, comprising from graphic signs to Latin letters and some diacritics. The Copiale cipher is a 105 page long encrypted manuscript from the mid 18th century. The cipher consists of 100 different symbols from Latin and Greek letters to digits along with a large number of graphic signs. The cipher has been transcribed and deciphered [23] and is freely available in high resolution images\(^2\). The Codex Runicus\(^3\) is a historical manuscript, the oldest preserved Nordic provincial law written on 100 parchment folios of 202 pages. Its symbol set consists

---

1. [https://cl.lingfil.uu.se/~bex/borg/](https://cl.lingfil.uu.se/~bex/borg/)
2. [https://cl.lingfil.uu.se/~bex/copiale/](https://cl.lingfil.uu.se/~bex/copiale/)
of runes where each rune corresponds to a letter of the Latin alphabet. Fig. 5 shows examples of the two ciphers and the codex Runicus. As it can be seen, the Borg symbols are connected not only horizontally but also oftentimes vertically with many touching symbols making its recognition challenging. In the Copiale cipher, on the other hand, the symbols are clearly segmented but the size of the alphabet is large, which make it a good challenge to test our approach on it. Similar to the Copiale cipher, the codex Runicus consists of clearly segmented symbols and a rare alphabet making it also a good case of low resource handwriting recognition. In our experiments, we exclude the symbols with low frequencies (that occur once or twice) in all manuscripts. We use 24 symbols from the Borg cipher, 78 symbols from the Copiale cipher, and 25 symbols from the Codex Runicus. Table 2 shows more information about our used datasets.

4.2. Experimental setup and metrics

To carry out the experiments, we first trained our proposed few-shot handwriting recognition model using lines created from the Omniglot dataset only. Then, we retrained the model using synthetic lines created from the given 5 symbols (shots) as described above. This data is called Synthetic Data (SD). Afterwards, we start predicting the labels and obtaining the Pseudo Labeled Data (PSD) by using the approach detailed in Section 3.3. We finally fine-tune the model with the pseudo-labeled data and compare its performance to the models that uses Real Labeled Data (RLD) for training.

The model performance is measured by the Symbol Error Rate (SER) metric. It is the same as the Character Error Rate used in HTR. Formally, $SER = \frac{S + D + I}{N}$, where $S$ is the number of substitutions, $D$ of deletions, $I$ of insertions and $N$ is the ground-truth’s length. Not surprisingly, the lower the value, the better performance.

We compare our approach with our previous few-shot model [4], the unsupervised [7,8] and supervised [5] approaches for encrypted manuscript recognition.

5. Results

Table 1 shows the obtained results. The Borg manuscript is considered to be a hard case because of the overlapping symbols, which makes predicting correct bounding boxes challenging. Also, the writing style is variable. As it can be seen, using a few-shot method with real labels leads to a SER of 0.21, being considered as the upper bound. But, this result is costly, since a user must manually annotate 1913 symbols, including their labels and bounding boxes. We also notice that the supervised MDLSTM with a larger training set, annotated at line level (but without any bounding boxes required), obtains a moderate result, probably due to the connected hand-writing. We notice that the unsupervised methods are only useful when the segmentation of lines into isolated symbols is accurate, which is a costly and difficult task. Our few-shot model, trained on Omniglot only and tested on Borg, leads also to a poor result (a SER of 0.53) due to the big difference between the training and test domains. However, when using the pseudo-labeled data provided by our approach, we obtained an acceptable
result of 0.24 SER, with a high gain in user effort because we only require 5 examples of each symbol, avoiding a time-consuming manual annotation.

The Copiale manuscript contains easy to segment symbols but with a larger alphabet size. As it can be seen from Table 1, the MDLSTM performs better on this dataset because of the larger labeled training lines and a unique handwriting style. However, our model achieves a competitive result by using less data than MDLSTM. Anyway, annotating these lines is costly, so a better choice is to automatically produce pseudo-labels. By using our pseudo-labeling process, we achieve a competitive performance, compared to the manually labeled data (a SER of 0.15 versus 0.11).

Finally, we test our method on the Runicus manuscript as an example of ancient document with a rare alphabet. This manuscript can be considered easier than ciphers because the symbol segmentation is easy and the alphabet size is moderate. Thus, an unsupervised clustering method can be also appropriate. Using our method with real labeled data, we obtain results that are better than without any fine tuning, with a SER of 0.05 and 0.40, respectively. When we compare the quality of our produced pseudo labels against the manually created ones, we observe that, by using pseudo-labeling, we achieve a competitive result of 0.09 SER. This demonstrates the suitability of our method, because the performance is close to the one obtained with manual labels while significantly reducing the annotation effort.

We can conclude that our proposed pseudo-labeling method achieves good results when recognizing low resource handwritten texts, with an important decrease in the user effort for data annotation. The analysis of the human effort is detailed next.

5.1. Annotation time consumption

Manually annotating data is a time consuming task and it should be taken into account when using HTR models. Thus, in this section, we measure the time needed to label the three datasets to illustrate the manual labeling effort. As shown in Table 2, the more lines and the bigger the alphabet size, the more time is required to label the symbols with their bounding boxes. For reference, we measured the required time for providing the shots for our method and compared it with the manual annotation time. We found that locating and cropping 5 examples of each symbol in the alphabet takes approximately 40 s. Thus the user needed to spend 16 min for Borg, 17 min for Runicus and 52 min for Copiale for providing the shots for all symbols in the manuscripts for our approach.

We can conclude that automatically providing pseudo-labels significantly minimizes manual effort with a minimal loss in recognition performance compared to the manual annotation.

5.2. Pseudo-labeling performance analysis

Our proposed method progressively labels the dataset: we start by labeling easy symbols and progressively label the complicated ones. As a consequence, the accuracy of correctly labeling bounding boxes decreases as we select new pseudo labels at each iteration. We evaluate the quality of our pseudo-labeling approach on the three datasets by comparing the predicted bounding boxes and their corresponding pseudo-labels to the manually annotated ones. A predicted bounding box is defined as a correct detection if it has a minimum overlap (i.e. Intersection over Union: IOU) of 0.7 with the ground-truth box. We find that the more difficult the dataset is in terms of segmentation, alphabet size and similarity between symbols, the more the performance of our pseudo-labeling approach decreases and the more iterations in the labeling process are needed. For example, labeling accuracy for the Borg cipher was 74% after obtaining all the labels. In Copiale, where symbols are easy to segment, the labeling accuracy reached 85%. In Codex Runicus, we obtained the highest pseudo-labeling accuracy of 94% because the symbol segmentation is easier than Borg and the number of classes is lower than in Copiale.

During our experiments, we found that it is better to continue the pseudo-labeling process despite the decreasing performance. The reason is that, although we might add some wrong labels, in general, the incorporation of difficult examples benefits the training and even a bounding box with a wrong label is still helping in the segmentation part. Moreover, the experiments show that there is a small difference in performance between the manually annotated labels and our automatically produced ones, which encourages us to further improve our labeling process.

5.3. Selecting threshold for pseudo-labeling

In our experiments, we set a threshold of 0.4 before adding a character into the labeled set. This threshold is chosen after testing other values and finding that 0.4 is the optimal one. We show the results of the conducted experience in Table 3, where we tested different thresholds to select the pseudo-labels. The experiments were carried out on the Borg dataset.

5.4. Is semi-supervised learning worth to use?

So far, we opt to use an unsupervised approach that starts from a few shots of the desired alphabet. However, the choice of starting by labeling some real lines (text and bounding boxes) and pseudo-labeling the rest is also a possible solution. We test this strategy on the Borg dataset as presented in Table 4. For comparison, we use two recent self-supervised learning methods: masked autoencoders (MAE) [24] and UP-DETR [25]. Given that these methods were proposed for image classification and object detection, we adapt them to text recognition by adding a transformer decoder [26] in MAE and using our decoding algorithm in UP-DETR. As pre-training, MAE uses a set of Latin handwritten images because of the very few available Borg lines, while the UP-DETR is trained on the 117 unlabeled Borg lines. Then the fine-tuning is done using 20, 30 and 50% of labeled Borg lines for both methods. The obtained results show that the more labeled lines, the better the performance. Despite the very few data that were used (the full training set is 117 lines), our method clearly outperforms the data-hungry MAE and UP-DETR, showing that they are not suitable for such low resource scenarios.

It is noteworthy that, in our method, if we start with more manually labeled lines, the amount of unlabeled lines to pseudo

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>The symbol error rate when using different thresholds while pseudo-labeling the data. Thres.: Threshold.</td>
</tr>
<tr>
<td>Thres.</td>
</tr>
<tr>
<td>0.8</td>
</tr>
<tr>
<td>0.6</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>0.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparative results with self-supervised learning approaches in the semi-supervised scenario.</td>
</tr>
<tr>
<td>Method</td>
</tr>
<tr>
<td>MAE</td>
</tr>
<tr>
<td>30%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>UP-DETR</td>
</tr>
<tr>
<td>30%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>Ours</td>
</tr>
<tr>
<td>30%</td>
</tr>
<tr>
<td>50%</td>
</tr>
</tbody>
</table>
label is reduced, so the training time decreases. Overall, we can conclude that starting from only a few shots is a better solution with regards to the reduced manual effort, since the SER is slightly affected (we obtain 0.24 as SER using our unsupervised pseudo-labeling).

6. Conclusion

We have presented a novel pseudo-labeling transcription method for manuscripts with rare alphabets or few labeled data. Our method can significantly reduce the human labor of annotating historical manuscripts, while maintaining the recognition performance. The performed experiments on the encrypted and historical manuscripts confirmed the usefulness of our approach, with a significant reduction in user effort and a minimal loss in recognition performance.

Our few-shot model with pseudo-labeling is a significant extension of our previous work [4]. In fact, its simplicity makes it even applicable on top of other methods, like [11]. Also, for widely-used alphabets (like Latin) but with few labeled data, pseudo-labels can be predicted to annotate the data and train usual fully supervised HTRs, which may lead to better results than the few-shot ones.

In future, we aim to enhance the quality of the provided labels to keep reducing the need of manual intervention. Also, we plan to extend our approach to cover more low resource datasets including other unknown scripts.
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