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Abstract

Recognition motifs that mediate protein–protein interactions are usually embedded within longer intrinsi-
cally disordered regions. While binding interfaces involving the recognition motif in such interactions are
well studied, less is known about the role of disordered regions flanking the motifs. The interaction
between the transcriptional co-activators NCOA3 (ACTR) and CBP is mediated by coupled binding and
folding of the two domains CID and NCBD. Here, we used circular dichroism and kinetics to directly quan-
tify the contribution of the adjacent flanking regions of CID to its interaction with NCBD. Using N- and C-
terminal combinatorial variants we found that the flanking regions promote binding in an additive fashion
while retaining a large degree of disorder in the complex. Experiments at different ionic strengths demon-
strated that the increase in affinity is not mediated by electrostatic interactions from the flanking regions.
Instead, site-directed mutagenesis and molecular dynamics simulations suggest that binding is promoted
by short-lived non-specific hydrophobic contacts between the flanking regions and NCBD. Our findings
are consistent with highly frustrated interactions outside of the canonical binding interface resulting in a
slightly energetically favorable fuzzy binding. Modulation of affinity via flanking regions could represent
a general mechanism for functional regulation by intrinsically disordered protein regions.
� 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CCBY license (http://creativecom-

mons.org/licenses/by/4.0/).
Introduction

A common feature of proteins involved in cellular
signaling is that they have regions lacking a well
defined tertiary structure.1 Such intrinsically disor-
dered proteins (IDPs) are abundant in eukaryotic
cells and especially in protein–protein interaction
networks, where they may act as hubs with the abil-
ity to interact with a large number of different binding
partners.2 IDPs interact with their partners via bind-
ing motifs of variable size, ranging from a few to
or(s). Published by Elsevier Ltd.This is an op
over 20 amino acid residues.3–4 Upon binding,
these motifs often adopt a well folded structure, sta-
bilized by intermolecular interactions with their bind-
ing partners, but motifs can also display structural
heterogeneity in the bound state.5–6 The structural
plasticity and overall heterogeneity of IDPs are
believed to facilitate the evolutionary optimization
of binding interfaces such that the affinity is fit for
the biological function.7–8 However, the interaction
motifs are commonly found in longer disordered
regions in the protein, and little is known about the
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role of the regions flanking the binding motif, and
how they contribute to modulating affinity.9–11 As
the folding and binding reactions of IDPs are com-
monly characterized by shallow energy land-
scapes12 they are particularly susceptible to local
changes in chemical environment and interactions
made by flanking regions therefore emerge as a
possible mechanism for adaptation of functional
affinity.
The nuclear coactivator binding domain (NCBD)

of the CREB binding protein (CBP) interacts with
the CBP interaction domain (CID) of the p160
transcriptional co-activator NCOA3 (also called
ACTR).13 In the free state NCBD is very dynamic
and displays molten globule like properties.14–17

CID on the other hand is a 42 amino acid long highly
disordered sequence with rather low helical propen-
sity.18 It contains a nearly 40 residues long interac-
tion motif composed of shorter hydrophobic leucine
rich motifs of the type UUXXU and UXXUU, where
U represents a bulky hydrophobic residue
and X any residue. Upon binding to NCBD, CID
adopts an extended a-helical conformation
(KD � 0.1–0.3 lM). The structure of the complex
Figure 1. Sequences and structures of CID and NCBD.
in dark grey and CID in light purple/grey. Trp2108 is the fluo
highlighted as a stick model. The graphic was generated w
used in the experiments. (c) Sequence of NCBDY2108W and
indicate where the point mutations are located in the N-term

2

between NCBD and CID (Figure 1) was the first
reported example of a mutual synergistic folding
and binding reaction of two IDPs19–20 and CID/
NCBD has since served as a model system for cou-
pled binding and folding. Thus, the binding mecha-
nism of NCBD and CID has been extensively
studied with experimental21–25 and computa-
tional26–28 methods and involves a malleable path-
way that can be understood in terms of templated
folding.29 Despite the complexity of the binding
reaction, the affinity of the interaction can be studied
using kinetics under apparent two-state conditions
with great accuracy and precision in the parame-
ters. Here we use the CID/NCBD system to address
the fundamental question of the role played by
flanking regions in protein interactions. We
designed combinatorial variants of CID with the
flanking sequences either in their native locations
or in swapped positions (Figure 1) and analyzed
their effect on binding. Our results demonstrate
how binding plasticity involving disordered flanking
regions of IDPs may underlie tuning of their func-
tional affinity in interaction networks.
(a) Structure of the CID/NCBD complex. NCBD is shown
rescent probe used in stopped flow experiments, and is
ith PyMol from PDB entry 1kbh. (b) The CID constructs
N-CID-C with the helical regions marked. The arrows
inal region of N-CID-C.
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Results

Variants of CID with different lengths were
used to test the role of flanking regions

In the initial work on the CID/NCBD interaction a
71 amino acid long fragment from NCOA3
corresponding to the CID domain (residues 1,018
to 1,088 from NCOA3) was shown to mediate the
interaction with NCBD.13 Using this fragment,
Wright and coworkers were able to solve the NMR
structure of the CID/NCBD complex and show that
residues 1,018 to 1,045 and 1,084 to 1,088 were
completely unstructured, while 1,046–1,083 formed
the binding interface with NCBD.19 The same CID
construct (residues 1,018 to 1,088) has been used
in kinetic studies,22,24–25 whereas recent single
molecule studies conducted by Schuler and
coworkers employed a CID variant comprising resi-
dues 1,023 to 1,093.17,21 Kinetics and affinity data
from these studies cannot be directly compared,
as they were conducted not only with different con-
structs, but also under different buffer conditions
and temperatures. However, we found during evo-
lutionary studies on CID/NCBD30 that a shorter
CID construct (residues 1045 to 1086), correspond-
ing to the evolutionarily well-conserved NCBD-
binding interface, displayed a slightly lower affinity
for NCBD as compared to CID1,018-1,088 when
experiments were performed under identical condi-
tions. Inspired by this observation, we set out to sys-
tematically map the role of flanking regions in the
interaction between NCBD and CID from NCOA3.
In the present study we chose residues 1045–
1086 as the minimal interaction domain, henceforth
referred to as CID. The sequence of CID and both of
its adjacent amino-terminal and carboxy-terminal
flanking regions (each 39 amino acids in length) is
called N-CID-C. To systematically test the effect of
these regions on binding we designed variants of
CID including combinations of N-terminal and C-
terminal flanking regions, in native as well as in
swapped positions: N-CID, CID-C, C-CID-N, C-
CID and CID-N (Figure 1). Of note, the N-terminal
flanking region of CID contains a putative leucine-
rich motif (residues 1,029–1,038) that was included
in the original construct, but was not resolved in the
NMR structure.12 This leucine-rich motif has a high
similarity to theUUXXUXXUUmotif in the a1 helix of
CID in the complex (Figure S1). To investigate the
role of this motif in the N-terminus we generated
three mutants of N-CID-C: N-CID-CL1029A L1030A,
N-CID-CL1034A and N-CID-CL1037A V1038A.
Circular dischroism shows that the flanking
regions are disordered in the complex with
NCBD

First, we calculated the helix propensity on a
residue level for three CID constructs using the
AGADIR algorithm.31 Indeed, CID has some ten-
dency for helix formation, most notably in the a1
3

helix. However, neither the N-terminal nor the C-
terminal region displays any significant propensity
to form a helix (Figure 2(a)). Next, we recorded cir-
cular dichroism (CD) spectra of all CID variants in
the free state (Figure 2(b)). Spectra are shown as
mean residue ellipticity (MRE), which allows com-
parison of the overall helicity of the constructs. All
CID variants showed a characteristic CD spectrum
with a prominent minimum at 200 nm and a weak
signal at 222 nm, typical for IDPs. Compared to
the longer constructs, the short CID had a slightly
larger signal at 222 nm, indicating more helical
structure on average. In agreement with the AGA-
DIR prediction, the flanking regions apparently have
little inherent residual structure and therefore
reduce the MRE at 222 nm for the whole construct.
To estimate the increase in helicity upon complex
formation we recorded CD spectra of 20 lM
NCBDY2108W (see next section for explanation of
Y2108W) mixed with an equal concentration of the
respective CID variant.We then compared the com-
plex spectrum to the sum of the individual CD spec-
tra of 20 lMNCBDY2108W and 20 lMCID variant, as
exemplified for N-CID-C (Figure 2(c)). We found a
substantial increase in helicity upon complex forma-
tion, indicated by an increase in the CD signal at
222 nm and a slight shift of the peak at 205 nm to
208 nm compared to the sum of the individual spec-
tra. The difference spectrum clearly shows the ran-
dom coil to a-helix transition in the complex,
corresponding to the three a-helices that are formed
by CID in the complex. The difference spectra for
CID variants with flanking regions were very similar
to that of the short CID/NCBD complex and show an
equal or slightly smaller extent of helix formation
(Figure 2(d)). The comparable increase in helix for-
mation upon binding and folding suggest, within
error of the CD experiment, that the helical content
of the binding region (residues 1045–1086) in all
CID constructs in the free state is similar. Thus,
experimental data (Figure 2(b)-(d)) and AGADIR
predictions (Figure 2(a)) are most consistent with
a scenario where intrinsic disorder remains in the
flanking regions upon binding and that only residues
within the CID region 1045–1086 increase the helix
content upon binding with NCBD. However, we can-
not experimentally rule out the less likely situation
where the flanking regions induce helicity in the free
state of CID (1045–1086) and then fold to compen-
sate exactly for the observed overall change in helix
content upon binding (Figure 2(d)).

Stopped flow experiments show that flanking
regions increase the affinity between CID and
NCBD

Next, we measured the binding kinetics of the
different CID variants to NCBD using stopped-flow
fluorescence spectroscopy (Figure 3) as described
in the Materials section. NCBDY2108W, engineered
with a Trp residue at position 2108, has been
established previously in our lab as a variant



Figure 2. Helical propensity and content of free and bound CID variants. (a) AGADIR predictions suggest that
the helical propensity in the flanking regions are low and that they do not contribute to increased N- or C-capping
propensity. Consequently, the helical propensity of the binding region (CID, residues 1045–1086) is virtually identical
for CID, N-CID-C and C-CID-N. The arrows indicate the start and stop, respectively, of the CID 1045–1086 variant. (b)
Spectra of free CID variants. Note that the spectra are shown in MRE instead of the raw CD signal to compare the
average helicity per amino acid. The shortest construct comprising the binding region (CID, residues 1045–1086)
displays the highest MRE showing that the flanking regions have lower helical content in agreement with the AGADIR
predictions in panel (a). (c) Helix formation upon binding for N-CID-C and NCBDY2108W. Protein complex (solid dark
purple), the sum of the CD spectra for free NCBDY2108W and N-CID-C (dashed dark purple) and the difference
between the two spectra (dashed grey), which shows the amount of helix formed upon binding. (d) Difference spectra
between free and bound CID for all variants. The difference spectra are highly similar, indicating that the amount of
helix formed upon binding is approximately the same for all CID variants. All spectra were recorded in 20 mM sodium
phosphate (pH 7.4) and 150 mM NaCl at 4 �C.
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suitable for kinetic studies, where the fluorescence
yield of the tryptophan is used as a reporter for
binding.22

A single exponential equation was fitted to all
kinetic transients, yielding the observed rate
constant kobs (Figure 3(a)). To obtain kon values,
kobs values were plotted against the concentration
of NCBDY2108W and the general equation for
association of two molecules32 (Eq. (1)) was fitted
to the data (Figure 3(c)-(d)). By varying
NCBDY2108W and keeping the CID variant at a con-
stant concentration, any errors in the determination
of CID concentration will not affect the association
rate constant kon. The error in NCBDY2108W concen-
tration is low because of the Trp, minimizing the
error in kon. Furthermore, the same NCBDY2108W

stock was used for experiments on the different
4

CID variants making the comparison highly accu-
rate, since any error in the NCBDY2108W concentra-
tion will cancel out in the comparison between CID
variants. Dissociation rate constants were recorded
in separate displacement experiments (Figure 3(b))
(see Materials and Methods). The apparent two
state means we can use the determined rate con-
stants to calculate the affinity of the respective
CID/NCBDY2108W complex as KD = koff/kon (Table 1,
Supplementary excel file).
We performed kinetic experiments for seven CID

variants with different arrangements of flanking
regions: the short CID, the longest N-CID-C, two
variants with trunctated C- or N-termini, N-CID
and CID-C, and three swapped variants C-CID-N,
CID-N and C-CID (Figure 1). To assess a
hydrophobic region in the N-terminal flanking



Figure 3. Stopped flow kinetic experiments used to determine rate constants and affinity. (a) Binding of 1 lM
N-CID-C to 4 lM NCBDY2108W. The kinetic trace was fitted to a single exponential function. (b) Displacement of the N-
CID-C/NCBDY2108W (each 1 lM) with 30 lM NCBDWT. The transient was fitted to a single exponential function with a
slope. The term describing the slope was added to account for a temperature-related artifact on the stopped-flow
instrument. (c) Comparison of the recorded kobs values of the N-CID-C and CID variant. (d) Observed rate constants
of N-CID-C/NCBDY2108W complex formation at different ionic strengths as indicated in the figure. Eq. (1) was fitted to
experimental kobs values in (c) and (d).
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region we included three site-directed mutational
variants of N-CID-C: N-CID-CL1029A L1030A, N-CID-
CL1034A, and N-CID-CL1037A V1038A. Moreover, we
subjected each of these ten variants to
experiments at different ionic strength to
investigate the role of electrostatic interactions
involving the flanking regions. Overall, we found
that the short CID displayed both the lowest
association and the highest dissociation rate
constant of all tested flanking region CID variants
resulting in a 3-fold lower affinity as compared to
the long N-CID-C (Figure 4, Table 1,
Supplementary excel file). The N-CID and CID-C
variants were intermediate in affinity. The C-CID-N
5

variant, with swapped N- and C-termini displayed
a slightly higher affinity for NCBDY2108W as
compared to N-CID-C, demonstrating that the
structural context of the flanking regions can
influence the affinity, but that the interactions
appear non-specific. In agreement with these
results, both CID-N and C-CID displayed slightly
higher or similar affinity (depending on ionic
strength) as compared with N-CID and CID-C,
respectively. There is limited cross-talk between
the N- and C-terminus expressed as coupling free
energy, DDDG, obtained from a comparison
between CID, N-CID-C, N-CID and CID-C (�0.02
to 0.18 kcal mol�1, Supplementary excel file).



Table 1 Rate constants and affinity of the interaction between CID variants and NCBDY2108W. Data were obtained
at an ionic strength of 0.2 M. KD values were calculated from koff/kon with a propagated fitting error. The small error in koff
results from high accuracy and precision in displacement experiments, which are not affected by errors in concentration.
Parameters obtained under all ionic strength conditions are presented in the supplementary excel file.

Construct kon (mM-1s�1) ± SEM koff (s
�1) ± SEM KD (nM) ± SEM

N-CID-C 28 ± 1.4 2.5 ± 0.01 90 ± 5

CID 15 ± 0.6 3.7 ± 0.04 240 ± 10

N-CID 26 ± 0.6 3.4 ± 0.02 130 ± 3

CID-C 20 ± 0.2 3.0 ± 0.02 150 ± 2

C-CID-N 30 ± 1.7 1.8 ± 0.01 61 ± 4

C-CID 17 ± 0.5 2.7 ± 0.02 160 ± 5

CID-N 28 ± 2.0 2.5 ± 0.01 88 ± 6

N-CID-CL1029A, L1030A 24 ± 1.1 2.5 ± 0.01 100 ± 5

N-CID-CL1034A 26 ± 1.5 3.1 ± 0.15 120 ± 9

N-CID-CL1037A, V1038A 24 ± 0.9 2.4 ± 0.10 100 ± 6

N-CID-C

N-CID

CID-C

C-CID-N

C-CID

CID-N

CID

N-CID-CL1029A, L1030A

N-CID-CL1034A

N-CID-CL1037A, V1038A

KD (nM) kon (µM-1 s-1) koff (s-1)

0 100 200 300 0 2 4 60 10 20 30 40

Figure 4. Rate and dissociation constants from stopped flow experiments. Dissociation (KD), association rate
constant (kon) and dissociation rate constant (koff) for the different NCOA3 CID constructs. The parameters were
obtained using stopped-flow experiments in 20 mM sodium phosphate, 150 mM NaCl and at 4 �C. All parameters are
given with errors in the supplementary excel file.
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Charge interactions do not contribute to the
increase in affinity by flanking regions

Electrostatic interactions are known to be the
dominant factor to accelerate protein–protein
association rates beyond the diffusion limit.33 The
association of CID and NCBD is driven by electro-
static interactions as shown by its strong depen-
dence on ionic strength,21,34 although the final
complex is characterized by a large hydrophobic
interface.19 To investigate the role of electrostatics
6

in the effect caused by the flanking sequences,
we recorded association and dissociation kinetics
as a function of ionic strength using NaCl
(I = 50 mM, 100 mM, 200 mM, 500 mM and
1.0 M, respectively) (Figure 5, Figure S2, Supple-
mentary excel file). At sufficiently high ionic
strength, ions are able to screen charged residues,
thereby shielding attractive or repulsive electro-
static interactions between molecules.35 Over the
range from 50mM to 1.0M the association rate con-



Figure 5. Dependence of rate and equilibrium constants on ionic strength. The constants were subjected to
Debye Hückel analysis, which estimates the basic association rate constant in the absence of ionic interactions (at
high ionic strength). Data were obtained using stopped-flow fluorimetry at 4 �C in 20 mM sodium phosphate pH 7.4.
The ionic strength varied between 0.050–1.0 M using NaCl. Error bars represent standard errors from the fitting or
propagated standard errors. For koff, the error bars denote the standard deviation of two separate kobs values from
displacement experiments. All parameters are given in the supplementary excel file.
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stant of the short CID and NCBDY2108W decreased
18-fold from 73 lM�1 s�1 to 4.1 lM�1 s�1, while
the dissociation rate constant only decreased 2-
fold from 3.6 s�1 to 1.8 s�1. Other CID variants dis-
played a very similar behavior, including a large
ionic strength dependency for kon (Figure S2, Sup-
plementary excel file). We performed a Debye
Hückel analysis to gain more insights into the inter-
action of the different CID variants and the origin of
the increased association rate constant provided by
the flanking regions. According to Eq. (2) a linear
relationship between ln kon and (1 + ja)�1 yields
the basal rate constant as the intercept at (1 + ja)
�1 = 0 and the electrostatic potential U as the slope
of the curve (Figure 5). We determined the basal
rate constant of CID as 0.26 lM�1 s�1 and the elec-
trostatic potential as 18.5 kJ mol�1. The large elec-
trostatic potential reflects the strong influence of
ionic charges on the association rate constant. Both
the basal rate constant and the electrostatic poten-
tial were very similar for all CID constructs (Table 2,
supplementary excel file). Indeed, most of the differ-
ences in the association rate constants between the
short CID and any other variant were consistent
over the whole range of ionic strength. Overall, the
dissociation rate constant was much less affected
by ionic strength, but displaysmore variation among
the CID variants. This is best illustrated by the com-
parison of native N-CID-C and swap variants. For
example, the increased affinity of the swapped C-
CID-N variant compared to the N-CID-C version is
maintained over all ionic strength conditions and
solely caused by a reduced dissociation rate con-
stant (Figure 5). For most CID constructs, the disso-
ciation rate constant increased slightly between
0.05 and 0.2 M ionic strength. The dissociation rate
constant reached a plateu or decreased slighthly for
most variants between 0.2 and 0.5 M ionic strength,
whereas an abrupt decrease in the dissociation rate
constant was observed for all variants above 0.5 M.
The observed increase in the dissociation rate con-
Table 2 Basal rate constants and electrostatic poten-
tials for the interaction between CID variants and
NCBDY2108W. Basal rate constants (kon, basal) and elec-
trostatic potentials (U) were determined from data pre-
sented in Figure 5. We present U with three significant
numbers to highlight the very small differences between
CID constructs.

Construct kon, basal (mM
-1s�1) U (kJ mol�1)

N-CID-C 0.34 ± 0.10 19.1 ± 1.4

CID 0.25 ± 0.05 18.6 ± 1.1

N-CID 0.33 ± 0.07 19.3 ± 1.0

CID-C 0.24 ± 0.04 19.7 ± 1.0

C-CID-N 0.33 ± 0.11 19.5 ± 1.6

C-CID 0.30 ± 0.10 18.8 ± 1.7

CID-N 0.36 ± 0.09 18.5 ± 1.1

N-CID-CL1029A, L1030A 0.28 ± 0.03 19.6 ± 0.7

N-CID-CL1034A 0.30 ± 0.05 18.9 ± 0.8

N-CID-CL1037A, V1038A 0.26 ± 0.05 20.0 ± 1.2

8

stant up to 0.5 M ionic strength could be explained
by screening of charges on NCBD and CID (see
Discussion). The abrupt decrease in the dissocia-
tion rate constant above 0.5 M ionic strength may
be ascribed to a stabilizing effect on the hydropho-
bic interactions between NCBD and CID. Alterna-
tively, it might indicate a change in the rate-limiting
step of dissociation. We have previously observed
an additional kinetic phase (20–40 s�1) for the inter-
action between NCBD and CID at � 1 M ionic
strength.22,36 We did not observe this kinetic inter-
mediate in our present experiments at high ionic
strength, possibly due to a high total fluoresence
resulting from NCBDY2108W in excess. Neverthe-
less, accumulation of an alternative bound state at
high salt concentrations might explain the decrease
in the observed koff at high ionic strength.
We also note that the salt dependene for koff

appears slightly different for the different CID
variants. We observe a small but consistent
difference in the salt dependence for N-CID-C as
compared to CID-C, and for N-CID as compared
to CID (Figure S5). This indicates that residues in
the N-terminal disordered flanking regions have a
small but detectable effect on stabilizing the
bound state. In contrast to this, the salt
dependence of koff is highly similar for N-CID-C
and N-CID, and for CID and CID-C, respectively,
showing that the C-terminal flanking region does
not contribute favorable electrostatic interactions
in the bound complex.
In conclusion, while the interaction of CID and

NCBD overall is characterized by strong
electrostatic contributions, the flanking regions
have little impact on the electrostatic rate
enhancement. Hence, the flanking regions do not
in general modulate the binding reaction via
electrostatic interactions although a small effect on
the dissociation rate constant was observed.

Hydrophobic interactions in the flanking
regions may contribute to the affinity

To address the role of the potential leucin-rich
motif in the N-terminal flanking region we
designed three variants with substitutions at
hydrophobic residues, L1029A/L1030A, L1034A,
and L1037A/V1038A, and subjected them to
kinetic binding experiments. Intriguingly, the
variants displayed slightly lower affinity towards
NCBDY2108W except at the lowest ionic strength
(50 mM) where the affinity increased for all three
variants. If we assume additivity, as observed for
the N- and C-terminal linker variants, the
combined effect of the five mutations would give a
1.5–1.8 fold lower affinity at higher ionic strengths
(I = 100 mM-1.0 M) and a 2.7-fold higher affinity at
I = 50 mM. We may speculate that the mutations
have two effects: substitution with Ala promotes
helical propensity and thus affinity, but gives
weaker hydrophobic interactions. Any positive
effect of the Ala mutations on affinity would be
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offset by loss of hydrophobic interactions made by
the Leu residues that are promoted at high ionic
strength.
MD simulations suggest that a hydrophobic
patch in NCBD is responsible for the increased
affinity provided by the flanking regions

To shed further light on the molecular basis
regulating the effect of the flanking regions we
performed molecular dynamics (MD) simulations.
We ran two couples of plain MD simulations: two
simulations (replicates) of NCBD in complex with
N-CID-C and two replicates of NCBD with N-CID.
The starting structures did not contain any
contacts between NCBD and the N- or C-terminus
of CID to avoid bias towards specific contacts.
Simulations were evolved for 1 to 2 ls and
analyzed to identify possible interacting regions
between NCBD and CID terminal tails.
Firstly, we focused on which NCBD residues can

form contacts with CID flanking regions. For each
NCBD residue we computed the percentage of
frames in which it was in contact with at least one
Figure 6. NCBD residues contacting CID flanking reg
probability of each NCBD residue to be in contact with CID N
reported. (b) For the two NCBD/N-CID simulations, the proba
terminus is reported. The black line represents the geom
structure of the NCBD/CID complex, in which the hydrophob
a light-blue surface.

9

residue of either the CID N-terminus or the CID C-
terminus (Figure 6). This contact probability was
computed individually for each simulation, then the
geometric mean was calculated to highlight only
the common contacts: contacts present in both
the replicates were considered as contributing to
binding, while contacts appearing in only one of
the two simulations were considered as random.
The NCBD/N-CID-C simulations revealed that the
CID N-terminus engages mainly random contacts
with NCBD, while the CID C-terminus contacts a
well-defined group of NCBD residues. These
include residues P2094, Q2095, M2097, A2098
and I2101, forming a hydrophobic patch on NCBD
(Figure 6(c)). Interestingly, in NCBD/N-CID
simulations (Figure 6(b)), where the CID C-
terminal tail is missing, the contacts with the
NCBD hydrophobic patch are stably engaged by
the N-terminus. This result suggests that the
increased binding affinity observed for the N-CID-
C construct is likely due to contacts engaged by
the flanking regions with the NCBD hydrophobic
patch. According to our simulations, when both
ions. (a) For the two NCBD/N-CID-C simulations, the
-terminus (top panel) or CID C-terminus (bottom panel) is
bility of each NCBD residue to be in contact with CID N-
etric mean of the two probabilies. (c) Representative
ic patch on NCBD helix a3 is highlighted with licorice and
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the N- and C-terminal tails are present, the
hydrophobic patch is preferentially contacted by
the CID C-terminus, which is spatially closer
(Figure 6(c)). Nevertheless, if the C-terminal tail is
missing (N-CID), the hydrophobic patch can make
stable interactions with the CID N-terminus.
Interestingly, the binding affinities measured for

the different CID variants to NCBD indicate that
the CID-N displays a binding affinity comparable
to N-CID-C and higher than both N-CID, C-CID
and CID-C at high ionic strength. This suggests
that the leucine-rich motif in the N-terminus could
ideally engage contacts with the NCBD
hydrophobic patch; still the residues in the C-
terminal flanking regions are favored in contacting
the patch due to their spatial proximity. To verify
whether we could identify an analogous binding
preference on the side of CID flanking regions, we
performed a similar analysis focusing on the
percentage of contacts engaged by each residue
from the CID N- or C-terminus with NCBD
(Figure 7). In the NCBD/N-CID-C simulations
(Figure 7(a)), in line with the observation that the
NCBD hydrophobic patch is stably contacted only
Figure 7. CID flanking region residues contacting NC
probability of each CID N-terminal residue (top panel) or CID
NCBD is reported. (b) For the two NCBD/N-CID simulations,
be in contact with NCBD is reported. The black line represe

10
by the C-terminal tail, we identified a preference
only for a few CID C-terminal residues: these
include the first residues of the C-terminal tail (i.e.,
1087–1090, ALEP, which indeed are in close
proximity to the NCBD hydrophobic patch) plus
M1103, L1110 and Y1111. Vice versa, in the
NCBD/N-CID simulations (Figure 7(b)), where the
CID N-terminal flanking region contacts the NCBD
hydrophobic patch, we identified CID N-terminal
residues, which are preferentially involved in these
inter-molecular contacts: W1010, P1011, G1013,
M1014, L1029, L1030 and L1044. Out of these,
L1029 and L1030 are part of the UUxxU motif. In
this context, it is worth noting that the binding
preference of the CID flanking regions displays a
less clear signal with respect to the one shown by
NCBD (compare Figure 6 and Figure 7),
suggesting that any hydrophobic motif on the CID
flanking regions could contribute to improving the
affinity by contacting the well-defined NCBD
hydrophobic patch. Overall, the MD simulations
support the idea of transient or fuzzy interactions
between CID flanking regions and NCBD.
BD. (a) For the two NCBD/N-CID-C simulations, the
C-terminal residue (bottom panel) to be in contact with

the probability of each CID N-terminal residue residue to
nts the geometric mean of the two probabilies.
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Probing the role of the hydrophobic patch on
NCBD in the interactions with CID flanking
regions

To assess the MD simulations experimentally we
made NCBD variants in which three amino acid
residues in the hydrophobic patch were changed
to Ala, NCBDQ2095A M2097A I2101A. We
hypothesized that the difference between short
and long CID should decrease upon binding to
this triple mutant variant. However, the triple
mutant yielded stopped-flow traces with low
signal-to-noise and low kinetic amplitudes, likely
due to a destabilization of the protein complex
and/or a change in the environment around the
fluorescent Trp probe on NCBD. Therefore, we
turned to isothermal titration calorimetry (ITC) for
measuring the affinities. While ITC works well in
this affinity range (1–10 mM) and is not dependent
on a fluorescent probe, the accuracy and
precision is lower than in the kinetic experiments,
and small differences may be difficult to discern.
We performed experiments with NCBDQ2095A

M2097A I2101A and the CID variants N-CID-C and
short CID (Figure S3). The ITC data showed a 2–
3-fold change in affinity between N-CID-C and
CID for binding to NCBDQ2095A M2097A I2101A. This
change in affinity is similar to the difference
observed for N-CID-C and CID in the kinetic
experiments (� 3-fold). Thus, these data do not
support a role for the residues in the hydrophobic
patch in the interactions with flanking regions of
CID. However, like the wild-type residues, the Ala
residues in the triple mutant could provide a
hydrophobic patch for the flanking regions to
interact with, although smaller. Therefore, we also
tested an NCBD variant in which the same three
residues had been substituted with polar Ser
residues. This NCBDQ2095S M2097S I2101S variant
was highly precipitation-prone and exhibited a
complex binding isotherm in ITC experiments with
N-CID-C and CID, indicating formation of a higher
order complex and thus precluding a robust
interpretation of the results. In conclusion, the
triple Ala mutant displayed a destabilized
interaction, resulting in high observed rate
constants and experimental noise in the kinetic
experiments, and did not permit a quantitative
assessment of the role of the interaction between
CID flanking regions and the hydrophobic patch in
NCBD.

Discussion

In cellular signaling networks, most proteins
interact via an intrinsically disordered short linear
binding motif in one protein and an interaction
domain in the other one. The binding motif usually
folds into a well-defined ordered structure upon
binding to the interaction domain. However, the
interaction motif is often located in a longer
disordered region and the flanking regions of the
11
motif do not fold upon binding. These flexible
flanking regions could potentially influence the
affinity via mechanisms that have only recently
been investigated in detail and are not fully
understood.10–11,37–39 Our CD experiments confirm
the presence of disorder in the flanking regions of
free as well as bound CID, suggesting that the
higher affinity provided by the flanking regions is
neither caused by preformed structure nor folding
upon binding. Furthermore, the kinetic data show
that the effect is not based on long-range electro-
static interactions. This finding was somewhat sur-
prising, considering that NCBD is highly positively
charged and the disordered flanking regions of
CID are weakly negatively charged at neutral pH
based on the amino acid sequence. However, pre-
vious measurements of the zeta potential of NCBD
showed that its actual charge is only �+0.5 at an
ionic strength of 0.05 M (KCl). Furthermore, when
increasing the KCl concentration, NCBD obtains a
net negative charge around 0.2 M ionic strength.40

This charge reversal is likely due to formation of a
shell of chloride ions around the highly positive
NCBD andmight explain the overall low contribution
of electrostatic interactions from the disordered
flanking regions, and the observed small contribu-
tion to koff at low ionic strength. Thus, the strong
dependence on electrostatics observed for the
NCBD/CID association kinetics appears to bemedi-
ated by specific interactions between residues in
the minimal interaction domains,22 rather than
non-specific electrostatic interactions.
Instead, our data suggest that the flanking

regions form non-specific hydrophobic and/or
polar interactions with NCBD. These interactions
are context dependent, but local sequence is not
crucial as shown by the termini-swapped CID
variants. However, the N-terminal and the C-
terminal flanking regions have a similar overall
amino acid composition, suggesting that the
higher affinity may be mediated via amino acid-
specific, but structurally non-constrained fuzzy
interactions, as has been hypothesized for other
IDP systems.41 The presence of such transient con-
tacts is hard to detect experimentally, but can be
indirectly deduced by modulation of the affinity of
a complex as shown here for the interaction
between NCBD and CID. The increase in affinity
provided by the flanking regions likely results from
transient interactions in both the N- and C-terminal
regions.
On a more general level, what are the functional

implications of the observed effects from the
disordered flanking regions on affinity? Is this a
phenomenon that arises due to non-specific
interactions in essentially all protein–protein
interactions or a specific interaction under
selection? More data are required to address
these questions, but we can speculate that the
presence of a hydrophobic hotspot on the NCBD
surface, mediating the transient contacts with the
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disordered flanking regions, suggests that the
interactions might be functionally relevant. Fuzzy
interactions in the flanking regions may in this way
fine tune the affinity of two proteins, regardless of
how optimized the binding interface is. Since
interaction motifs are often found in larger
disordered regions our findings provide support for
the idea of structural plasticity and fuzzy
interactions in protein complexes as a general
mechanism by which intrinsically disordered
regions modulate the affinity for their binding
partners. Due to lower structural constraints in the
flanking regions as compared to the binding
interface, there is likely more room for sequence
variation from mutation on which natural selection
can act to fine tune the affinity.

Material and methods

Expression and purification

A modified pRSET vector containing an N-
terminal hexa-histidine-tagged lipolyl fusion tag,
followed by a thrombin cleavage site (LVPRGS)
and either a variant of CID or NCBD (wtNCBD,
NCBDY2108W) were purchased from GenScript
Biotech. The plasmid was transformed into
Escherichia coli BL21(DE3) pLysS cells. Cells
were grown at 37 �C in 1 � TY media to an OD600

of 0.6 and expression was induced by addition of
1 mM Isopropyl b-D-1- thiogalactopyranoside.
Protein expression was carried out at 18 �C
overnight, after which the cells were harvested
and resuspendend in lysis buffer (30 mM Tris/HCl,
pH 7.9, 150 mM NaCl). Cells were sonicated on
ice and after centrifugation for 60 min at 20,000 g
and 4 �C the supernatant was filtered (0.22 lm
filter; Sarstedt) and loaded on a Ni-NTA column,
equilibrated with washing buffer (30 mM Tris/HCl,
pH 7.9, 500 mM NaCl). The column was washed
extensively with buffer and the His-tagged fusion
protein was eluted with 250 mM imidazol. The
eluate was dialyzed against 30 mM Tris/HCl (pH
7.9); 200 mM NaCl over night. Subsequently, the
fusion protein was cleaved with 60 lL of thrombin
(GE Healthcare) at room temperature overnight.
To remove His-tagged lipolyl, uncleaved fusion
protein and thrombin, the mixture was first filtered
and then passed over a Ni-NTA column and a
Benzamidine column. The flow through was
collected and the pH adjusted to acidic conditions
with HCl. The protein was then loaded onto a C-8
or RESOURCE RPC reversed phase
chromatography column (from Grace Davison
Discovery Sciences and Cytiva, respectively) and
eluted with a gradient from 100 % H2O and 0.1 %
TFA to 70 % acetonitrile; 30 % H2O; 0.1 % TFA.
The presence of protein was monitored by
measuring the absorption at 215 nm and 280 nm.
After elution, fractions containing protein were
diluted with ddH2O, frozen on dry ice, lyophilized
and stored at �20 �C. Purity of the protein was
12
checked by SDS-PAGE and identity confirmed by
MALDI-TOF.
Circular dichroism spectroscopy

Far-UV circular dichroism (CD) spectra were
recorded on a Jasco J-1500CD
spectropolarimeter. Protein samples were
prepared at concentrations of 20 lM in 20 mM
sodium phosphate (pH 7.4) and 150 mM NaCl
and placed in a quartz cuvette (Hellma, Müllheim,
Germany) with a path length of 1 mm. For each
protein sample 5 spectra were recorded, averaged
and a separate buffer spectrum was subtracted.
All spectra were recorded at 4 �C.
Stopped flow spectroscopy

Stopped-flow experiments were performed on an
upgraded SX-17 MV stopped-flow spectrometer
(Applied Photophysics). Samples were prepared
at 2 times the intended final concentration and
placed in the two syringes. Thus, NCBDY2108W

was mixed rapidly with the respective CID variant
and the change in fluorescence upon binding was
monitored over time. The engineered tryptophan
of NCBD was excited at 280 nm and the emission
was monitored over time with a 320 nm long pass
filter. Binding experiments were performed at 4 �C
with a constant concentration of the CID variant of
1 lM, while NCBDY2108W was varied over 1–
12 lM. For a typical measurement, i.e., at each
NCBDY2108W concentration, 10–20 individual
traces were averaged into one trace. In the
experimental range of concentrations used, all
binding kinetics were in good agreement with a
simple two-state mechanism, i.e., they were well
described by a single exponential function.
Previous studies reported an additional slow
phase observed in association experiments with
fixed concentrations of NCBD and increasing
excess concentrations of CID1018-1088.

22 We did
not observe this kinetic phase in experiments with
excess NCBDY2108W. However, kinetic phases
may not be observable under different experimental
conditions, either because they occur on a different
time scale, or with a marginal amplitude. Hence, a
single exponential equation was fitted to the data
to obtain a kobs value for the respective concentra-
tion pair. Eq. (1) was then fitted to the data.23

kobs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
on A½ �0 � B½ �0
� �2 þ 2konkoff A½ �0 þ B½ �0

� �þ k2
off

q
ð1Þ

This yields the association rate constant kon and
dissociation rate constant koff.
For displacement experiments 1 lM of the CID

variant and 1 lM of NCBDY2108W were mixed and
preincubated for 30 min at 4 �C prior to the
experiment. The complex was placed in one
syringe and rapidly mixed with a large excess of
wild-type NCBD (with a Tyr at position 2108). The
dissociation of the complex was monitored by
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measuring the decrease of Trp fluorescence over
time as wild-type NCBD replaces NCBDY2108W in
the complex. The large excess of NCBDWT

prevents the reformation of the fluorescent
complex and at sufficiently high concentrations of
non-fluorescent competitor the kobs values reach a
plateau. Here, the observed rate constant reflects
only the dissociation of the initial fluorescent
complex and fitting a single exponential then
yields the dissociation rate constant koff.
Dissociation rate constants koff were calculated as
the average of two kobs values at high wild-type
NCBD concentration in displacement experiments.
The standard deviation of these two experiments
is given as the error. Since koff is a first-order rate
constant, which is not concentration dependent,
displacement experiments provide highly accurate
estimates of koff.
In displacement experiments with the variants C-

CID and CID a slower second phase with an
amplitude of opposite sign was observed and a
double exponential was used for fitting to account
for this phase. The reported kobs values
correspond to the first phase. At ionic strength
0.05 and 0.10 M, the N-CID-CL1034A variant
displayed double exponential kinetics where the
two phases had amplitudes with the same sign.
Since it was not clear in this case which phase
reflected the dissociation, both koff values were
plotted and used to calculate two separate KD

values (Figure 5). Furthermore, a term describing
a slope was in some cases added to the
exponential function to account for a temperature-
related drift of the signal in the stopped-flow
instrument not related to the dissociation kinetics.

Debye Hückel analysis

Kinetics were recorded at different ionic strengths
of 0.050 M, 0.10 M, 0.20 M, 0.50 M and 1.0 M,
respectively. The ionic strength was adjusted with
sodium chloride. A Debye Hückel like
approximation (Eq. (2)) was used to estimate the
basal rate constant kon,basal and the electrostatic
potential U for the interaction.35

ln kon ¼ ln kon; basal � U

RT
� 1

1þ ja
ð2Þ

where R is the universal gas constant, T the
temperature, j is the inverse Debye Hückel length and
a the minimal distance of approach. For analysis of the
ionic strength dependency kon values were plotted
against (1 + ja)�1, with a being approximated as

6 �A.24–25

Molecular dynamics simulations

Two couples of plain Molecular Dynamics (MD)
simulations were performed using GROMACS
202142 and PLUMED 243: two simulations (repli-
cates) of NCBD in complex with N-CID-C and two
replicates of NCBD with N-CID. Two different start-
13
ing structures of the NCBD/N-CID-C complex were
generated from the PDB file 1kbh, adding the miss-
ing terminal residues with Modeller44 and introduc-
ing the NCBD Y2108W mutation. The same
structures were used for NCBD/N-CID simulations
removing the C-terminal residues. To avoid bias
toward specific contacts of the CID flanking regions
with NCBD residues, the starting CID N- and C-
terminal tails did not display any contacts with
NCBD. The system was described using the
Amber99SB-disp force-field with the TIP4PD water
model.45 The initial models were solvated with
water molecules in a dodecahedron box initially
0.6 nm larger than the protein in each direction (note
that in the starting conformation the tails are com-
pletely extended). The system was neutralized with
a salt concentration of 100 mM NaCl. After an initial
energy minimization to a maximum force of 100 kJ/-
mol/nm, the solute was equilibrated under NVT con-
dition at the temperature of 310 K for 50 ps using the
Bussi thermostat46; then stochastic cell rescaling
barostat47 was used to equilibrate the system in
the NPT ensemble to the target pressure of 1 atm
for 200 ps, maintaining the temperature at 310 K.
Electrostatics was treated by using the particle
mesh Ewald scheme48 with a short-range cutoff of
0.9 nm and a Fourier grid spacing of 0.12 nm; van
der Waals interaction cutoff was set to 0.9 nm.
LINCS algorithm49 was used to constraint bonds
involving hydrogen atoms using a simulation time
step of 2 fs and a multiple time step algorithm for
long-range interactions The equilibration phase
was followed by production runs, 1 to 2 ls long, in
the NPT ensemble, maintaining temperature and
pressure at the values of 310 K and 1 atm respec-
tively, using the Bussi thermostat and the stochastic
cell rescaling barostat. For the analysis, the first
100 ns were discarded; then only the frames con-
taining at least one contact, defined by two non-
hydrogen atoms being closer than 0.55 nm,
between NCBD and CID N- or C-terminus were
considered (that was the case for at least 60% of
frames in all the simulations).
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