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Abstract
The main part of the cpu time in molecular simulations is usually spent calculating the non-bonded interactions. To improve the efficiency, a neighbour list or a cell linked list is normally used, where the linked list is usually more efficient and requires less memory for a large number of particles or dense systems. The linked list, however, still suffers from including many pairs which will not be within the interaction distance, and this overhead becomes even more significant for higher dimensions. In this work, we consider specifically simulations of particles confined to move on a spherical surface, where the overhead using a cubic grid to form a linked list becomes even larger by also including many cells which do not intersect the sphere. We address this by setting up a linked list directly on the spherical surface, thus reducing the dimensionality of the resulting neighbour search. We show that one obtains not only a substantial reduction in cpu time, but also a significant decrease in memory requirement. We further show how to extend this procedure to the 3-sphere (hypersphere), which can be used to simulate bulk systems avoiding periodic boundaries. Also in this case, using a linked list directly on the 3-sphere, the reduction in cpu time is significant, and the decrease in memory requirement, compared with a regular grid in $\mathbb{R}^3$, is even more pronounced. We finally comment on how the efficiency of the described method can be further improved.
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1. Introduction

Many important processes on the molecular and colloidal scale occur on curved surfaces. These cover a broad range of examples, not least in biology and chemistry, e.g., diffusion of molecules in membranes, cell dynamics, or nanoparticles confined to a spherical surface [1–6]. Important progress has also been made in the modelling of active particles on curved surfaces on the microscale [7–10], even up to literally global motion processes [11].

Using computer simulations to model both structure and dynamical processes on the microscopic level is paramount to improving our understanding also for macroscopic properties. In such simulations, the calculation of the non-bonded interactions will take the bulk of the cpu time. The short-range interactions are normally truncated at a certain cut-off distance, but also the real part in an Ewald summation of the electrostatic interactions involves a finite interaction distance [12, 13]. The calculation of the short-range forces are usually performed using a Verlet neighbour list or a cell linked list to reduce the computational cost [12–16]. For large systems, the linked list is normally used, showing both higher efficiency and requiring less memory [12, 13, 17]. Although reducing the cpu time substantially compared to $O(n^2)$ if calculating the interaction between all pairs (for $n$ number of particles), several improved methods for both the neighbour list and the cell linked list or combinations of these have been described [18–25], and for many systems, one can also estimate the optimal parameters for updating a neighbour list or the size of a cell in a linked list [26–28]. The use of neighbour lists and linked lists are important also in other types of simulations [29–31].

For particles confined to move on a spherical surface (the 2-sphere, denoted $S^2$), one normally views the system as living in a three-dimensional Euclidean space. Using a linked list would then, in principle, mean that every cell would have 26 neighbouring cells, where some of the cells, however, are not intersecting the spherical surface.

For simulations of bulk systems with long-range interactions, such as electrostatic forces, an alternative to Ewald summation and other methods used to approximate the resulting infinite sum [12, 13], is to use spherical boundary conditions by embedding the system to the surface of a ball in $\mathbb{R}^4$ (the 3-sphere, denoted $S^3$). This method, initially introduced for LJ-systems [32, 33], was extensively developed by Caillol et al for electrostatic interactions [34–37], and has also been used to model dipolar fluids [38], charged colloids [39], diffusion processes using Brownian dynamics (BD) [40], and for simulations of polymer chain molecules [41], as well as for constructing a closed, non-periodic network in simulations of gel-like materials [42].

The use of periodic boundaries for systems with long-range interactions in $\mathbb{R}^3$ can also lead to artificial periodicities or other artifacts [43–45], and a system size dependence, not least for dynamic properties [12, 45]. For simulations of electrolytes in $S^3$, however, no system size dependence can be observed [46].

Setting up an ordinary cell linked list in $\mathbb{R}^4$, for simulations on $S^3$, means, in principle, including 80 neighbour cells, for which an even larger search volume will not intersect the 3-sphere. Since $S^2$ is a two-dimensional surface and $S^3$ a three-dimensional volume, the number of neighbour cells within the interaction range can, however, be reduced by constructing a linked list directly on the respective surface, being one dimension smaller compared with using a regular grid in $\mathbb{R}^3$ or $\mathbb{R}^4$. In this work, we describe the implementation of a cell linked list directly on the respective spherical surface, comparing both the memory requirement and the
cpu time with using a cubic grid in the corresponding Euclidean space. The construction of the list of neighbour cells to each ‘central’ cell is more involved compared to the implementation using a cubic grid, but since this is only done once before the actual simulation begins, it will only have a negligible effect on the cpu time. Instead, we show that the time for evaluating the short-range interactions is considerably reduced, even if the time to sort the particles into the different cells increases. An equally important aspect is that the memory requirement decreases substantially, since the dimensionality of the list of neighbour cells is reduced.

In sections 2 and 3, we briefly review the properties of the unit sphere in $d$ dimensions and also summarize an algorithm due to Leopardi, for dividing a $d$-dimensional sphere into regions of equal area [47]. This is followed by a general description of how to determine the neighbour cells (which we from now on, following Leopardi, will also call regions) for each central cell. This procedure is then described in an algorithmic way for $S^1$ and $S^2$, and we also briefly comment on how this is done for $S^3$, which is described in more detail in the supplementary material (https://stacks.iop.org/JPA/55/385001/mmedia). Many of the details for $S^1$ and $S^2$ are also given in the supplementary material, and we have tried below to only keep the principle steps. We then present the results of simulations performed to test both the memory requirement and efficiency of this new method. The paper ends with some concluding remarks.

2. The geometry of the unit sphere

To introduce the notation used in the following sections, we briefly summarize the properties of the $d$-dimensional unit sphere, $S^d$, in the Euclidean space $\mathbb{R}^{d+1}$, which is defined by

$$S^d = \left\{ x \in \mathbb{R}^{d+1} \mid \sum_{i=1}^{d+1} x_i^2 = 1 \right\}. \quad (1)$$

A point $a \in S^d$ can be characterized either by its Cartesian coordinates $(x_1, \ldots, x_{d+1})$ or by the spherical polar coordinates $(\theta_{d-1}, \ldots, \theta_1, \phi)$, which include $d-1$ colatitude angles $\theta_1, \ldots, \theta_{d-1} \in [0, \pi]$ and one longitude angle $\phi \in [0, 2\pi)$. The Cartesian coordinates are related to the spherical polar coordinates by [48]

$$x_1 = \cos \phi \prod_{j=1}^{d-1} \sin \theta_j, \quad x_2 = \sin \phi \prod_{j=1}^{d-1} \sin \theta_j, \quad \ldots, \quad x_{d-1} = \sin \theta_{d-2} \prod_{j=k-1}^{d-1} \sin \theta_j, \quad \phi \in [0, 2\pi) \quad (2)$$

The angle $\theta_{d-1}$ is chosen to be the major colatitude, which means that the north and south poles of $S^d$ correspond to $\theta_{d-1} = 0$ and $\theta_{d-1} = \pi$ respectively. We will also be using a subset of $S^d$, produced by setting $c$ number of colatitude angles constant, $\theta_j = \alpha_j$ for $j \in \{d-c, \ldots, d-1\}$. This generates a sphere of dimension $d-c$ and radius $r = \prod_{j=d-c}^{d-1} \sin \alpha_j$, denoted $S^{d-c}(\alpha_{d-c}, \ldots, \alpha_{d-1})$.

An example of this is the generalization of the concept of a parallel through a point on $S^2$, which would generate a circle, $S^1(\alpha)$. Thus, for $a = x(\alpha_{d-1}, \theta_{d-2}, \ldots, \theta_2, \theta_1, \phi) \in S^d$, a parallel through $a$ is given by

$$\Theta(a) = S^{d-1}(\alpha_{d-1}), \quad (3)$$

which is a sphere of dimension $d-1$ and radius $r = \sin \alpha_{d-1}$. 

In section 3, we will summarize an equal area partition of $\mathbb{S}^d$ introduced by Leopardi [47], which will be the starting point when constructing a linked list on $\mathbb{S}^d$ (a ‘spherical linked list’). To that end, and following Leopardi’s notation, we introduce the following subsets of $\mathbb{S}^d$. For $d > 1$, a zone, $Z(\alpha, \beta) \subset \mathbb{S}^d$, is described by

$$Z(\alpha, \beta) = \{(\theta_{d-1}, \ldots, \theta_1, \phi) \in \mathbb{S}^d \mid \theta_{d-1} \in [\alpha, \beta]\},$$

(4)

where $0 \leq \alpha < \beta \leq \pi$. Specifically, $Z(0, \alpha)$ is the north polar cap, $Z(\alpha, \pi)$ is the south polar cap, and $Z(\alpha, \beta)$ defines a collar (an annular region) for $0 < \alpha < \beta < \pi$, which is bounded by the parallels through $(\alpha, \theta_{d-2}, \ldots, \theta_1, \phi)$ and $(\beta, \theta_{d-2}, \ldots, \theta_1, \phi)$. If $Z(\alpha, \beta)$ is a collar and the angles, $0 < \nu < \tau < \pi$, represent fixed values for the colatitude angle $\theta_{d-2}$, we introduce the subset $\mathbb{W}(\nu, \tau) \subset Z(\alpha, \beta)$ as

$$\mathbb{W}(\nu, \tau) = \{(\theta_{d-1}, \ldots, \theta_1, \phi) \in \mathbb{S}^d \mid (\theta_{d-1}, \theta_{d-2}) \in [\alpha, \beta] \times [\nu, \tau]\},$$

(5)

called a sub-zone bounded by the spheres $\mathbb{S}^{d-1}(\alpha)$ and $\mathbb{S}^{d-1}(\beta)$ in the $\theta_{d-1}$ direction, and the spheres $\mathbb{S}^{d-1}(\theta_{d-2} = \nu)$ and $\mathbb{S}^{d-1}(\theta_{d-2} = \tau)$ in the $\theta_{d-2}$ direction. If $\nu = 0$ and $\tau \neq 0$, we call the set $\mathbb{W}(0, \tau)$ a pseudo north polar cap belonging to the collar $Z(\alpha, \beta)$, and if $\nu \neq 0$ and $\tau = \pi$, the set $\mathbb{W}(\nu, \pi)$ is a pseudo south polar cap belonging to the same collar. If $\nu \neq 0$ and $\tau \neq \pi$, and also $\tau \neq 0$, $\mathbb{W}(\nu, \tau)$ is a sub-collar belonging to the collar $Z(\alpha, \beta)$.

We further recall that the distance $\gamma(\mathbf{a}, \mathbf{b})$ between two points $\mathbf{a}, \mathbf{b} \in \mathbb{S}^d$ is given by $\gamma(\mathbf{a}, \mathbf{b}) = \cos^{-1}(\mathbf{a} \cdot \mathbf{b})$, which is part of the great circle which passes through the points $\mathbf{a}$ and $\mathbf{b}$. A north polar cap can then be written

$$Z(0, \alpha) = \{\mathbf{b} \in \mathbb{S}^d \mid \gamma((0, \theta_{d-2}, \ldots, \theta_1, \phi), \mathbf{b}) \leq \alpha\},$$

(6)

with $(0, \theta_{d-2}, \ldots, \theta_1, \phi)$ being the north pole. An equivalent expression applies for the south polar cap, with $(0, \theta_{d-2}, \ldots, \theta_1, \phi)$ being replaced by $(\pi, \theta_{d-2}, \ldots, \theta_1, \phi)$. To construct a linked list on a sphere, we further introduce the following lemma (a proof is given in appendix A).

**Lemma 2.1.** Let $\mathbf{a} = (\theta^a_0, \ldots, \theta^a_1, \phi^a) \in \mathbb{S}^d$ and $s \in [0, \pi]$ such that $s = \gamma(\mathbf{a}, \mathbf{b})$, where $\mathbf{b} \in \mathbb{S}^d$ is a point with fixed colatitude angles $\theta^b_0, \theta^b_1, \ldots, \theta^b_{d-1}$. The longitude angle, $\phi^b$, for the point $\mathbf{b}$ can then take the following two values

$$\phi^b = \begin{cases} \phi^a + \cos^{-1}(\Upsilon(s, \theta^a_{d-1}, \ldots, \theta^a_1, \theta^a_{d-1}, \ldots, \theta^a_1)), \\ \phi^a - \cos^{-1}(\Upsilon(s, \theta^a_{d-1}, \ldots, \theta^a_1, \theta^a_{d-1}, \ldots, \theta^a_1)), \end{cases}$$

(7)

where

$$\Upsilon(s, \theta^a_{d-1}, \ldots, \theta^a_1, \theta^b_{d-1}, \ldots, \theta^b_1) = \frac{\cos s - \sum_{k=1}^{d-1} \cos \theta^a_k \cos \theta^b_k \prod_{j=k+1}^{d-1} \sin \theta^a_j \sin \theta^b_j}{\prod_{k=1}^{d-1} \sin \theta^a_k \sin \theta^b_k}.$$  

(8)
In the following sections, $s$ will be the maximum interaction distance (the cut-off distance) between particles moving on $S^d$.

### 3. Equal area partition algorithm

To have approximately the same number of particles in each cell when setting up a linked list on $S^d$ for a homogeneous system, we will use the equal area partition algorithm $\text{EQ}(d, N)$, introduced by Leopardi [47] to divide the unit sphere, $S^d$, into $N$ equal area regions, $R_i$.

For convenience, we enumerate the regions southwards, beginning with 1 for the north polar cap to $N$ for the south polar cap. Figure 1 illustrates the partition of $S^2$ into 153 equal area regions. The partition consists of two polar caps, while the remaining regions are spherical rectangles arranged in zonal collars. One should note that: (i) the sides of the regions (which are circular segments) have in general different lengths; (ii) the vertexes of the spherical rectangles lie on edges and not corners of neighbouring regions. These two properties illustrate a difference compared to a regular cubic grid. Another observation is that the colatitude intervals defining the different collars are not constant. Thus, for two different collars $Z(\alpha_j, \alpha_{j+1})$ and $Z(\alpha_k, \alpha_{k+1})$, in general $\Delta \alpha_j \neq \Delta \alpha_k$. It is not difficult to show that although the $\text{EQ}(d, N)$ algorithm generates regions on the unit sphere, $S^d$, the corresponding angles are independent of the radius, $R$, of the sphere.

To illustrate the partition also for $S^3$, we will change the notation $(\theta_2, \theta_1, \phi)$ to $(\xi, \theta, \phi)$. Although we can not visualize this partition directly, figure 2 shows a geometric construction which helps to illustrate how an arbitrary region, $R_i \in S^3$, can be understood. Notice that $R_i$ has an associated collar $Z(\xi_j, \xi_{j+1})$ (or zone if $R_i$ is a polar cap), to which it belongs, and, assuming
\( R_i \) is neither a polar cap nor a pseudo polar cap, it looks like a spherical ‘brick’. Figure 2 (left) shows a 2-sphere, \( S^2(\xi_j) \), which represents the parallel through the point \((\xi_j, \theta, \phi)\) (the upper bound of the collar which contains the region), subdivided into spherical subsets of equal area, which characterize the effect of the EQ(3, N) algorithm on the collar \( Z(\xi_j, \xi_{j+1}) \). The light blue subset describes the upper part (or ‘ceiling’) of region \( R_i \). Figure 2 (right) represents a parallel through the point \((\xi_{j+1}, \theta, \phi)\) (lower bound of the collar which contains the region), subdivided into spherical subsets of equal area on the collar \( Z(\xi_{j+1}, \xi_{j+2}) \). The light blue subset is in this case the lower part (or ‘floor’) of region \( R_i \).

To illustrate the EQ(d, N) algorithm, we describe the output of EQ(3, N) acting on the 3-sphere. When describing how to set up the linked list for \( S^3 \) and \( S^2 \) in sections 4.1 and 4.2, we will keep the more extensive notation for \( S^3 \) introduced in the present section, but setting relevant angles as constants. For \( S^3 \), we first introduce the list, \( \Xi \), describing the division of the major colatitude angle (the \( \xi \) direction) into zonal intervals \([\xi_j, \xi_{j+1}]\), which is given by

\[
\Xi = (\xi_1, \ldots, \xi_j, \ldots, \xi_{Z+1}), \quad \xi_1 = 0, \quad \xi_{Z+1} = \pi,
\]

with \( Z \) being the total number of zones (i.e. the collars and the two polar caps). For the second colatitude angle, \( \theta \), we define the two-dimensional list, \( \Theta \), given by

\[
\Theta = (0, \Theta_2, \ldots, \Theta_j, \ldots, \Theta_{Z-1}, 0),
\]

where each element is a (sub)list

\[
\Theta_j = (\theta_{j1}, \ldots, \theta_{jk}, \ldots, \theta_{jw_j}), \quad \theta_{j1} = 0, \quad \theta_{jw_j} = \pi,
\]

which represents the total number of sub-zones within the collar \( Z(\xi_j, \xi_{j+1}) \), with the index \( w_j \) being the \( j \)th element of the list \( W \) (the sub-zone list, see equation (13)). Equation (5) allows

**Figure 2.** Representation of an arbitrary region, \( R_i \), belonging to a collar \( Z(\xi_j, \xi_{j+1}) \subset S^3 \). The sphere to the left represents the parallel through the point \((\xi_j, \theta, \phi)\) together with the corresponding equal area subsets generated by the EQ(3, N) algorithm acting on collar \( Z(\xi_j, \xi_{j+1}) \). The sphere to the right represents the parallel through the point \((\xi_{j+1}, \theta, \phi)\) together with the equal area subsets generated by EQ(3, N) acting on the collar \( Z(\xi_{j+1}, \xi_{j+2}) \). The light blue subsets represent the upper and lower parts, respectively of the region \( R_i \). Assuming the collars are on the northern hemisphere, the parallel through \((\xi_{j+1}, \theta, \phi)\) will have a larger radius compared to the parallel through \((\xi_j, \theta, \phi)\), which is also illustrated in the figure.
us to write an expression for each specific $\mathbb{W}(\theta_{jk}, \theta_{jk+1})$

$$
\mathbb{W}(\theta_{jk}, \theta_{jk+1}) = \{ (\xi, \theta, \phi) \in \mathbb{S}^3 \mid (\xi, \theta) \in [\xi_j, \xi_{j+1}] \times [\theta_{jk}, \theta_{jk+1}] \}. \tag{12}
$$

The list, $\mathbf{W}$, representing the different sub-zones, is then given by

$$
\mathbf{W} = (0, w_2, \ldots, w_j, \ldots, w_{Z-1}, 0). \tag{13}
$$

Notice that the first and last element in $\mathbf{W}$ must be zero since the polar caps do not contain sub-zones.

To describe the partition in the longitude direction, we introduce $\Phi$, which is a three-dimensional list

$$
\Phi = (0, (\Phi_1^1, \ldots, \Phi_1^2, \ldots, \Phi_1^w_2), \ldots, (\Phi_1^{Z-1}, \ldots, \Phi_1^{Z-1k}, \ldots, \Phi_1^{Z-1w_{Z-1}}), 0), \tag{14}
$$

where each element, $\Phi_{jk}^i$, is a list

$$
\Phi_{jk}^i = (0, 2\pi), \quad \Phi_{jk}^i = (\phi_{jk}^1, \ldots, \phi_{jk}^l, \ldots, \phi_{jk}^{q_{jk}+1}), \quad \Phi_{jk}^{wu} = (0, 2\pi), \tag{15}
$$

where the $q_{jk}$ sub-index is the element $jk$ in the two-dimensional list, $\mathbf{q}$ (see equation (16)) which represents the total number of regions within the sub-zone $\mathbb{W}(\theta_{jk}, \theta_{jk+1})$. One should note that there are $q_{jk} + 1$ longitudinal angles per sub-zone, and that $\Phi_{jk}^i$ and $\Phi_{jk}^{wu}$ are the longitude-lists corresponding to the pseudo north and pseudo south polar caps associated with collar $\mathbb{Z}(\xi_j, \xi_{j+1})$, and therefore spanning the interval $[0, 2\pi)$. When writing equations (14) and (15), we have introduced the convention in which longitude variables use two super-indexes for the colatitude directions and one sub-index for the longitude direction. Thus, the first super-index, $j$, refers to the collar $\mathbb{Z}(\xi_j, \xi_{j+1})$ associated with the angle $\xi$, and the second super-index, $k$, refers to the sub-zone $\mathbb{W}(\theta_{jk}, \theta_{jk+1})$ associated with the angle $\theta$. The sub-index $l$ in equation (15) represents the division of the longitude interval into equal angular segments of length $\Delta \phi_{jk}^i = \phi_{jk}^{i+1} - \phi_{jk}^i$ for each sub-zone. The list, $\mathbf{q}$, which contains the number of regions per sub-collar is now given by

$$
\mathbf{q} = (0, (q_{21}, \ldots, q_{2k}, \ldots, q_{2w_2}), \ldots, (q_{j1}, \ldots, q_{jk}, \ldots, q_{jw_j}), \ldots, (q_{Z-11}, \ldots, q_{Z-1k}, \ldots, q_{Z-1w_{Z-1}}), 0), \tag{16}
$$

$$
q_{j1} = q_{jw_j} = 1.
$$

The first and last entry in the list $\mathbf{q}$ are not lists, but are equal to zero as they represent the polar caps which do not have sub-zones.

We further define the one-dimensional list, $\mathbf{p}$, where the element, $p_j$, is the total number of regions in the zone $\mathbb{Z}(\xi_j, \xi_{j+1})$, given by

$$
\mathbf{p} = (p_1, \ldots, p_j, \ldots, p_Z), \tag{17}
$$
where \( p_1 = p_Z = 1 \), being the north and south polar caps, respectively. The elements \( p_j \) and \( q_{jk} \) further satisfy the following relations

\[
p_j = \sum_{k=1}^{w_j} q_{jk} \quad \text{where} \quad j \in \{2, Z-1\},
\]

\[
N = \sum_{j=1}^{Z} p_j = 2 + \sum_{j=2}^{Z-1} \sum_{k=1}^{w_j} q_{jk}.
\]

The lists \( \mathbf{p} \) and \( \mathbf{q} \), do not, however, provide all the necessary information to construct a linked list on \( S^3 \), and we need to introduce two additional lists. Since the regions are enumerated in increasing order starting from the north polar cap, we first introduce the list, \( \mathbf{p}^+ \),

\[
\mathbf{p}^+ = (p_1^+, \ldots, p_j^+, \ldots, p_Z^+), \quad p_1^+ = 0, \quad p_{j+1}^+ = \sum_{i=1}^{j} p_i,
\]

where \( p_j^+ \) is the total number of regions contained in the set \( \mathbb{Z}(0, \xi_j) \). Since \( \mathbb{Z}(0, \xi_1) = (0, \theta, \phi) \) is the north pole, \( p_1^+ = 0 \), as the north pole is a point not containing any regions. We also define the list \( \mathbf{q}^+ \) by

\[
\mathbf{q}^+ = (0, (q_2^+, \ldots, q_{2w_2}^+), \ldots, (q_1^+, \ldots, q_{jw_j}^+), \ldots, (0, (q_{Z-1}^+, \ldots, q_{Z-1w_{Z-1}}^+), 0)),
\]

\[
q_{ji}^+ = \sum_{l=1}^{j} p_l, \quad \text{and} \quad q_{jk}^+ = p_{j+1}^+ + \sum_{l=1}^{k-1} q_{ji}, \quad j = 1, \ldots, Z-1, \quad k = 1, \ldots, w_j.
\]

where \( q_{jk}^+ \) represents the number of regions contained in the set \( \mathbb{Z}(0, \xi_j) \cup \mathbb{W}(0, \theta, \phi) \). The list \( \mathbf{p}^+ \) is thus the accumulated number of regions, starting from the north polar cap, including collar \( \mathbb{Z}(\xi_{j-1}, \xi_j) \), while the list \( \mathbf{q}^+ \), which goes deeper into the partition, provides us with the accumulated number of regions starting from the north polar cap including collar \( \mathbb{Z}(\xi_{j-1}, \xi_j) \) plus the accumulated number of regions belonging to the collar \( \mathbb{Z}(\xi_j, \xi_{j+1}) \) starting from the pseudo-north polar cap, \( \mathbb{W}(0, \theta, \phi) \), also including the sub collar \( \mathbb{W}(\theta_{j-1}, \theta, \phi) \). We can note that \( q_{ji}^+ = p_{j+1}^+ \) as it corresponds to the accumulated number of regions up to the pseudo north polar cap belonging to collar \( \mathbb{Z}(\xi_j, \xi_{j+1}) \).

Based on the information provided by the partition algorithm described above, an arbitrary region, \( \mathcal{R}_i \), on \( S^3 \) can now be introduced

\[
\mathcal{R}_i = ([\xi_j, \xi_{j+1}] \times [\theta_{j-1}, \theta_j] \times [\phi_{j-1}, \phi_j]).
\]

We also note that any given index, \( i \), is characterized by a unique combination of indexes \( \{j, k, l\} \), where \( 1 \leq j \leq Z, 1 \leq k \leq w_j \) and \( 1 \leq l \leq q_{jw_j} \).

4. The structure of a spherical linked list

To illustrate the construction of a linked list on a spherical surface, we first discuss the general procedure and then show in some detail how to do this for \( S^1 \) and \( S^2 \) before also briefly describing the procedure for \( S^3 \). We begin by defining a list, \( M \), which identifies all the neighbour cells.
Algorithm 1. FCN algorithm.

```
procedure FCN(s, Rᵢ, j, k, v, u)>
  List of neighbour cells to a cap in \(Z(\xi_v, \xi_{v+1})\) or in \(\mathbb{W}(\theta_{uv}, \theta_{uv+1})\)
  if \(j = 1\) then
    \(R_i\) is the north polar cap. Construct the list \(M^i_1\) of neighbour cells in the collar; \(Z(\xi_v, \xi_{v+1})\)
  end if
  if \(j \neq 1\) and \(k = 1\) then
    \(R_i\) is a pseudo north polar cap. Construct the list \(M^{m}_{jH}\) of neighbour cells within the sub-collar \(\mathbb{W}(\theta_{uv}, \theta_{uv+1})\)
  end if
end procedure
```

to every region. The number of neighbour cells for each \(R_i\) will depend on the particular colatitude and longitude angle for each region, as well as on the interaction distance, \(s\). The list, \(M\), begins with the neighbour cells to the first region, the north polar cap, followed by all neighbour cells to the second region, which is the pseudo north polar cap in the first collar, which is then followed by the neighbour cells of the third region, which is a region in the first sub-collar within the first collar, until it reaches the last region, the south polar cap. As the number of neighbour cells for different regions is not constant (unlike for a regular grid in \(\mathbb{R}^2\)), we also need to know at which position in the list \(M\), a change of region occurs. A pointer list, \(B\), is then constructed where the value of the entry \(i\) tells us the position in the list \(M\), where the neighbour cells of region \(i\) begins.

In the present section, we show how the concepts introduced in sections 2 and 3 can be used to construct the lists \(M\) and \(B\), beginning by introducing two algorithms which we repeatedly will be referring to. The first algorithm, find cap neighbours, FCN(s, \(R_i\), j, k, v, u), constructs a list of neighbour cells within the zone \(Z(\xi_v, \xi_{v+1})\) to the north polar cap or within the sub-zone \(\mathbb{W}(\theta_{uv}, \theta_{uv+1})\) to a pseudo north polar cap (see algorithm 1). The second algorithm, find neighbours in sub-collar, FNSC(s, \(R_i\), j, k, l, v, u), constructs a list of neighbour cells within the sub-collar \(\mathbb{W}(\theta_{uv}, \theta_{uv+1})\) to a general region belonging to a particular sub-collar \(\mathbb{W}(\theta_{rk}, \theta_{rk+1})\), with \(j \neq 1\) and \(k \neq 1\) (neither a polar cap nor a pseudo-polar cap), assuming that the sub-collar \(\mathbb{W}(\theta_{uv}, \theta_{uv+1})\) is within the interaction distance (see algorithm 2). A more detailed description is given in the supplementary material.

For a given colatitude angle, \(\xi\) or \(\theta\), we need to introduce a procedure to determine the index of the zone which has position \(j\) in the list \(\Xi\) such that \(\xi_j < \xi < \xi_{j+1}\) (see equation (9)), or the index of the sub-zone which has position \(k\) in the list \(\Theta_j\) such that \(\theta_k < \theta < \theta_{k+1}\) (see equation (11)). To that end, we introduce a general colatitude angle \(\vartheta\) (\(\vartheta = \xi\) if associated with a zone or \(\vartheta = \theta\) if associated with a sub-zone). Let \(H\) denote the index of the zone \(Z(\xi_H, \xi_{H+1})\) or the sub-zone \(\mathbb{W}(\theta_H, \theta_{H+1})\) which contains \(\vartheta\) (\(\xi_H < \vartheta < \xi_{H+1}\) or \(\theta_H < \vartheta < \theta_{H+1}\)). We define the map \(\chi : (0, \pi) \times (0, \pi) \to \{1, \ldots, T\}\):

\[
\chi(\vartheta, \vartheta') = H,
\]

with \(\vartheta\) being the angle which defines the north polar cap (\(\vartheta_c = \xi_2\)) and \(T = Z\) (total number of zones) if \(\vartheta\) is associated with a zone, or if \(\vartheta\) is the angle which defines the pseudo north polar cap (\(\vartheta_c = \theta_{l2}\)), and \(T = w_j\) if \(\vartheta\) is associated with a sub-zone. The index \(H\) is calculated
Algorithm 2. FNSC algorithm.

\begin{algorithm}
\begin{procedure}[H]
\caption{FNSC($s, R, j, k, l, v, u$)}
\Comment{List of neighbour cells to $R_i$ in the sub-collar $W(\theta_{uw}, \theta_{uw+1})$}
\pif $v < Z$
\pif $u = 1$
\Construct the list $M_{\theta_j}^v$ which has just one element, the pseudo north polar cap $W(0, \theta_{v+1})$
\else
\Determine the range of the longitude interval in the sub-collar $W(\theta_{uv}, \theta_{uv+1})$, which will include neighbour cells for a given interaction distance $s$
\Determine the number of neighbour cells in this longitude interval
\Construct the list $M_{\theta_j}^v$ of neighbour cells in this longitude interval
\else
\Construct the list $M_{\theta_j}^{uw}$ which has just one element, the pseudo south polar cap $W(\pi, \theta_{vwv})$
\fi
\pendif
\Construct the list $M^Z$ which has just one element, the south polar cap
\pendif
\end{procedure}
\end{algorithm}

using the following consecutive steps which complete the definition of the map $\chi$

\begin{align}
H &= \left\lfloor \frac{\theta - \theta_c}{\theta_c} \right\rfloor + 1 + \left\lfloor \frac{1 + \sign\left(1, \frac{\phi - \vartheta_H}{\vartheta_H}\right)}{2} \right\rfloor, \\
H &= H + \left\lfloor \frac{\vartheta_H}{\vartheta_H} \right\rfloor, \\
H &= H - \left\lfloor \frac{\vartheta_{H-1}}{\vartheta_H} \right\rfloor - 1, \quad (23)
\end{align}

where $\vartheta_H = \xi_H$ or $\vartheta_H = \theta_{jH}$, and where $\lfloor x \rfloor$ is the round of $x$ defined as $\lfloor x \rfloor = \lfloor x + 0.5 \rfloor$, with $\lfloor x \rfloor$ being the floor of $x$.

We will below introduce the 1-sphere ($S^1(\xi_j, \theta_{j\beta})$) and the 2-sphere ($S^2(\xi)$) as sets produced by slicing the more general $S^3$ at given values of $\xi$ and $\theta$. The algorithm which finds neighbour cells on $S^3$ will then use the algorithm finding neighbour cells on $S^2(\xi)$, and this in turn, will use the algorithm which finds neighbour cells on $S^1(\xi_j, \theta_{j\beta})$. If we are only interested in finding neighbours on $S^1$ or $S^2$, the notation can be simplified by setting $\xi = \pi/2$ for $S^2$ and $\xi = \vartheta = \pi/2$ for $S^1$ in the respective algorithm.

4.1. Neighbour mapping algorithm on $S^1$

Without loss of generality, and for $2 \leq j \leq Z - 1$ and $2 \leq k \leq w_j - 1$, we introduce a circle of radius $r = \sin \theta_{j\beta} \sin \xi_j$ as a subset of $S^3$, where $\theta_{j\beta}$ and $\xi_j$ are chosen to be the lower bound angles of the sub-collar $W(\theta_{j\beta}, \theta_{j\beta+1})$ and the collar $Z(\xi_{j\beta}, \xi_{j\beta+1})$ generated by EQ(3, N) (see
Algorithm 3. NM_1 algorithm.

\begin{verbatim}
procedure NM_1(s, R_i, j, k, l)
    \triangleright List of neighbour cells M_{jk}^i for R_i
    Apply the FNSC(s, R_i, j, k, l, t, k, r) algorithm to find the neighbour cells for each
    region within the set S^1(\xi_j, \theta_k);
end procedure
\end{verbatim}

section 3). The induced partition on S^1(\xi_j, \theta_k) is then given by equation (15)
\begin{equation}
\Phi^k = (\phi_1^k, \ldots, \phi_{\rho}^k, \ldots, \phi_{\rho+1}^k), \quad \phi_1^k = 0 \quad \text{and} \quad \phi_{\rho+1}^k = 2\pi.
\end{equation}

The circle S^1(\xi_j, \theta_k) is divided into \( q_j \) regions of length \( \Delta \phi^k = \phi_{i+1}^k - \phi_i^k \). For this trivial case, the lists M and B can easily be constructed. Let \( s \in [0, \pi] \) be the maximum interaction distance between particles on S^1(\xi_j, \theta_k). The neighbour mapping algorithm which finds the neighbour cells to an arbitrary region \( R_i \subset S^1(\xi_j, \theta_k) \) within the interaction distance, \( s \), is denoted by NM_1(s, R_i, j, k, l) and is given in algorithm 3.

4.2. Neighbour mapping algorithm on S^2

We next introduce the 2-sphere of radius \( r = \sin \xi_j \), as a subset of S^3, where \( \xi_j \) is again chosen to be the lower bound angle of collar \( Z(\xi_j, \xi_{j+1}) \) generated by EQ(3, N), and therefore, the induced partition on S^2(\xi_j) is given by a combination of equations (11) and (15)
\begin{equation}
\begin{aligned}
\Theta_j &= (\theta_{j1}, \ldots, \theta_{jk}, \ldots, \theta_{ju}), \quad \theta_{j1} = 0, \quad \theta_{ju} = \pi, \\
&\quad ((0, 2\pi), \ldots, \Phi^k, \ldots, (0, 2\pi)), \\
\Phi^k &= (\phi_1^k, \ldots, \phi_{\rho}^k, \ldots, \phi_{\rho+1}^k), \quad \Delta \phi^k = \phi_{i+1}^k - \phi_i^k \\
\phi_1^k &= 0 \quad \text{and} \quad \phi_{\rho+1}^k = 2\pi.
\end{aligned}
\end{equation}

The 2-sphere, S^2(\xi_j), is divided into \( p_{j} \) regions of equal area, with \( p_{j} \) being the total number of regions in collar Z(\xi_j, \xi_{j+1}). The NM_2(s, R_i, j, k, l) algorithm given in algorithm 4, with index \( j \) fixed, now provides the list of neighbours \( M_{jk}^i, M_{jk+1}^i, \ldots, M_{jk+p_{j}}^i \) (index K defined in algorithm 4) in the different collars which include neighbour cells to region \( R_i \).

We can then construct the lists M and B as illustrated in algorithm 5.

4.3. Neighbour mapping algorithm on S^3

We can generalize the neighbour mapping algorithm to include another colatitude degree of freedom for S^3 \((\xi \in [\xi_j, \xi_{j+1}])\) by calling the algorithm NM_3(s, R_i, j, k, l), and a description of this algorithm is given in the supplementary material. This will provide us with the list of neighbours cells, \( M_{jkl}^i, M_{jkl+1}^i, \ldots, M_{jkl+p_{j}+1}^i, M_{jkl+p_{j}+2}^i, \ldots, M_{jkl+p_{j}+p_{k}+1}^i, \ldots, M_{jkl+p_{j}+p_{k}+p_{l}+1}^i \), within the different collars and the respective sub-collars, which include all neighbour cells associated with a region \( R_i \) for a given interaction distance. With this information, we can also construct the lists M and B according to algorithm 8, as shown in the supplementary material.

The NM_d \((d = 1, 2, 3)\) algorithms are designed to include more than only nearest neighbour cells. This is a necessary procedure as the geometry of S^d is different compared to the flat \( R^{d+1} \). For a fixed distance, \( s \), if, e.g., \( a, b \in S^2 \), such that \( a = (\theta_{jk}, \phi_{j}^{k+1}) \) and \( b = (\theta_{jk+1}, \phi_{j}^{k}) \),
Algorithm 4. NM_2 algorithm.

procedure NM_2(s, Rᵢ, j, k, l) \triangleright List of neighbour cells $M_{jkl}^{b_i}$, $M_{jkl}^{b_{i+1}}$, \ldots, $M_{jkl}^{b_{i+K}}$ for $R_i$

Find the index, $K$, of the southern most collar $\mathcal{W}(\theta_{K}, \theta_{K+1}) \cap S^2(\xi_i)$ which includes neighbour cells within the interaction distance, $r$ (see supplementary material);

if $k = 1$ then

for $u = 2$ to $K$ do

Apply the FNSC(s, $R_i$, j, k, l, u) algorithm to find the neighbour cells in the collar $\mathcal{W}(\theta_{u}, \theta_{u+1}) \cap S^2(\xi_i)$;

end for

else

Apply the NM_1(s, $R_i$, j, k, l) algorithm to find the neighbour cells in the collar $\mathcal{W}(\theta_{j}, \theta_{j+1}) \cap S^2(\xi_i)$;

for $u = k + 1$ to $K$ do

Apply the FNSC(s, $R_i$, j, k, l, j, u) algorithm to find the neighbour cells in the collar $\mathcal{W}(\theta_{j}, \theta_{j+1}) \cap S^2(\xi_i)$;

end for

end if

end procedure

Algorithm 5. Construction of the lists $M$ and $B$ on $S^2$.

Initialize $M$ as an empty list, set $B = (b_1)$ with $b_1 = 1$ and set $h = 1$;

Calculate the neighbour cells to the north polar cap by applying NM_2(s, $R_i$, j, 1, l);

Compute $b_{h+1} = b_h + ||M_{jkl}^r|| + \cdots + ||M_{jkl}^{r_{i-1}}||$ and update $h = h + 1$;

Append $b_2$ to $B$ and the lists $M_{jkl}^2$, \ldots, $M_{jkl}^{r_i}$ to $M$;

for $k = 2$ to $w_j - 1$ do

for $l = 1$ to $q_d$ do

Apply NM_2(s, $R_i$, j, k, l) to calculate the lists $M_{jkl}^{b_i}$, $M_{jkl}^{b_{i+1}}$, \ldots, $M_{jkl}^{b_{i+K}}$ of neighbour cells to region $R_i$;

Compute $b_{h+1} = b_h + ||M_{jkl}^{r_i}|| + ||M_{jkl}^{r_{i+1}}|| + \cdots + ||M_{jkl}^{r_i}||$ and update $h = h + 1$;

Append $b_{h+1}$ to $B$ and the lists $M_{jkl}^{b_i}$, $M_{jkl}^{b_{i+1}}$, \ldots, $M_{jkl}^{b_{i+K}}$ to $M$;

end for

end for

\*Note that only two sub-indexes are included because the north polar cap does not have an associated sub index $l$ (see equation (25)).

where $0 < \theta_{j} < \theta_{j+1} < \pi/2$, it is more likely that regions which belong to collars which are closer to the polar caps must have more neighbour cells in the longitude direction compared with regions which belong to collars close to the equator. The algorithm also includes more than first neighbour collars in the different colatitude directions. For this reason the index, $K$, was introduced in the NM_2 algorithm (algorithm 4), and the indexes $J$, $K^-$, and $K^+$ are introduced in the NM_3 algorithm (algorithm 7 in the supplementary material).

4.4. Sorting particles into a spherical linked list

Setting up the lists $M$ and $B$, as described above, is done once, before the actual simulation begins. During a simulation, the particles are then sorted into the different regions before calculating the interactions. This is easily performed in $\mathbb{R}^d$ for a regular grid of boxes with periodic boundaries [12]. For simulations on a finite object like a sphere, one can still use a cubic network of boxes in $\mathbb{R}^d$, but one has to take into account that this grid will also be finite (see
appendix B). For a spherical linked list, however, when sorting the particles into the different regions, one must consider that the colatitude intervals defining the major collars and sub-collars are not constant (see section 3). One can therefore not use a sorting procedure based on a regularity of the grid. Instead the map, \( \chi \), described in section 4, can be used to sort the particles into their corresponding regions, and we illustrate this for the general case of a particle on \( S^3 \).

Let \( \mathbf{a} = (\xi_a, \theta_a, \phi_a) \in S^3 \) represent the spherical polar coordinates of an arbitrary particle at \( \mathbf{x}_a \) moving on \( S^3 \). The index, \( J \), of the collar, \( \mathcal{Z}(\xi_J, \xi_{J+1}) \), which contains \( \mathbf{x}_a \) can be calculated using equation (22),

\[
J = \chi(\xi_a, \xi_2),
\]

where \( \xi_2 \) is the major colatitude angle which defines the north polar cap and is provided by the partition algorithm. The index, \( K \), of the sub-collar \( \mathcal{W}(\theta_{JK}, \theta_{JK+1}) \) which contains \( \mathbf{x}_a \), can be computed using the index, \( J \), by

\[
K = \chi(\theta_a, \theta_{J2})
\]

with \( \theta_{J2} \) being the colatitude angle defining the pseudo north polar cap within the collar \( \mathcal{Z}(\xi_J, \xi_{J+1}) \).

The index, \( L \), which identifies the location of the particle in the longitude direction is given by

\[
L = \left\lceil \frac{\phi_a}{\Delta \phi^L} \right\rceil,
\]

(26)

with \( \lceil x \rceil \) being the ceiling of \( x \). Thus, \( \mathbf{x}_a \), belongs to the region defined by

\[
\mathcal{R}_i = ([\xi_J, \xi_{J+1}] \times [\theta_{JK}, \theta_{JK+1}] \times [\phi_L^K, \phi_{L+1}^K]),
\]

(27)

with the index \( i \in \{1, \ldots, N\} \) given by

\[
i = q^i_{JK} + L.
\]

(28)

When all particles have been sorted into their corresponding regions, the spherical linked list is complete.

5. Computational details

We illustrate the use of spherical linked lists both on \( S^2 \) and \( S^3 \) by performing BD simulations. On \( S^3 \), this can be done using the algorithm described by Nissfolk et al [40]. If \( \mathbf{a}_i \in S^3 \) is the initial position of particle \( i \), the new position, \( \mathbf{a}_{\text{new},i} \), is given by

\[
\mathbf{a}_{\text{new},i} = \cos \left( \frac{\Delta \mathbf{r}_i}{R} \right) \mathbf{a}_i + \frac{R \sin \left( \frac{\Delta \mathbf{r}_i}{R} \right)}{\| \Delta \mathbf{r}_i \|} \Delta \mathbf{r}_i,
\]

(29)

where

\[
\Delta \mathbf{r}_i = \frac{D_0 \Delta t}{kT} \mathbf{F}_i + \mathbf{A}_i,
\]

(30)

with \( \Delta t \) being the time step, \( \mathbf{F}_i \) is the total direct force acting on particle \( i \), \( R \) is the radius of \( S^3 \), \( D_0 \) is the diffusion coefficient given by the Stokes–Einstein relation, \( D_0 = kT/6\pi \eta b \), where \( \eta \) is the viscosity, \( b \) is the radius of the particle, and \( \mathbf{A}_i \) is a random walk describing a Brownian motion on \( S^3 \). In the present simulations, we chose for simplicity a soft repulsive interaction between particles [49]

\[
\mathbf{F}_i = \frac{\epsilon kT}{(2b)^2} \sum_j \left( \frac{2b}{r_{ij}} - 1 \right) r_{ij} \hat{\mathbf{t}}_{ij},
\]

(31)

where \( \epsilon \) is a dimensionless force constant, \( r_{ij} \) is the distance between particles \( i \) and \( j \) along the geodesic, and \( \hat{\mathbf{t}}_{ij} \) is the tangent vector to the geodesic connecting particles \( i \) and \( j \).
As described by Carlsson et al [50], a BD simulation on $S^3$ can be implemented from a Brownian motion on $S^3$. If $\mathbf{a}_i \in S^3$, such that $\mathbf{a}_i = (a_1, a_2)$, where $\mathbf{a}_1 \in S^2$, the new position, $\mathbf{a}_{new} \in S^3$, of a Brownian particle constrained to move on $S^2$ of radius $r$ is given by

$$
\mathbf{a}_{new} = \left( \frac{r}{|\mathbf{y}_1|} \mathbf{y}_1, a_2 \right),
$$

where $\mathbf{y}_1$ is the result of mapping $\mathbf{a}_i$ onto the equator of $S^3$ to the point $\tilde{\mathbf{a}}_1$ using

$$
\tilde{\mathbf{a}}_1 = R \frac{\mathbf{a}_i - (\mathbf{a}_i \cdot \mathbf{x}_4) \mathbf{x}_4}{|\mathbf{a}_i - (\mathbf{a}_i \cdot \mathbf{x}_4) \mathbf{x}_4|},
$$

where $\mathbf{x}_4$ is the unit vector in the $x_4$ direction, and then applying equation (29) to $\tilde{\mathbf{a}}_1$ resulting in $(\tilde{\mathbf{y}}_1, y_4)$. We can note [51] that a pure random walk can also be implemented directly on $S^2$ or on a sphere of arbitrary dimension [52], as well as on more general manifolds [53].

In the present simulations, we use $T = 293.15 \text{ K}$, $\epsilon = 200$, $\eta = 1.002 \text{ mPas}$, $\Delta t = 10 \text{ fs}$, $b = 0.5 \text{ nm}$, and for the simulations on $S^3$, $r = R$ (i.e. the equatorial $S^3$). We have investigated two different interaction distances $\lambda = 1 \text{ nm}$ and $\lambda = 2 \text{ nm}$, and three different volume fractions $\rho = 0.05, 0.10, 0.20$. The interaction distance is further converted to an angular distance, $s = \lambda/R$. The radius, $R$, is calculated from the volume fraction

$$
\rho = \frac{n V(S^{d-1}(b))}{A(S^d(R))} = \frac{n b^d V(S^{d-1})}{R^d A(S^d)},
$$

where $n$ is the total number of particles, $V(S^d(b))$ is the volume of a ball of radius $b$ in $\mathbb{R}^{d+1}$ given by [54]

$$
V(S^d(b)) = b^{d+1} V(S^d) = b^{d+1} \frac{\pi^{\frac{d+1}{2}}}{\Gamma\left(\frac{d+1}{2}\right)}
$$

and $A(S^d(R))$ being the area of the $d$-sphere with radius $R$

$$
A(S^d(R)) = R^d A(S^d) = R^d \frac{2\pi^{\frac{d+1}{2}}}{\Gamma\left(\frac{d+1}{2}\right)}.
$$

with $\Gamma$ being the gamma function.

In section 6, we present the results comparing the cpu time and memory requirement for a spherical linked list on $S^2$ and $S^3$ with a linked list in $\mathbb{R}^3$ and $\mathbb{R}^4$ respectively, using $n = 15\,000$ particles. Each simulation was run for 250,000 time steps and the results are averaged over ten trajectories. We also ran simulations with $n = 10\,000$ and $n = 20\,000$ particles which showed the same qualitative results as these presented in section 6. To test the implementation of the different algorithms, we also performed test simulations comparing the total number of inter-particle interactions for $S^2$ and $S^3$, and $\mathbb{R}^3$ and $\mathbb{R}^4$, respectively, also comparing with the total number of interactions when including all pairs of particles as a reference. The implementation of setting up the linked list was done using Python, while the BD simulation program was written in Fortran. All simulations were run on one core of an Intel Xeon V4 node. We further determined the diffusion coefficient and the radial distribution function, $g(r)$, for each set of parameters, comparing the results using a spherical linked list with those for $\mathbb{R}^3$ and $\mathbb{R}^4$ respectively, verifying the implementation of the algorithms. In the supplementary material, we illustrate the results showing some examples for both quantities.
Figure 3. The total cpu time as a function of number of regions for $n = 15000$ particles moving on a 2-sphere for different volume fractions using a linked list for a cubic grid (denoted $R^3$) and a spherical cell linked list (denoted $S^2$) for an interaction distance (a) $\lambda = 1$ nm and (b) $\lambda = 2$ nm.

### Table 1. The cpu time for sorting the particles into the corresponding regions and for the calculation of the inter-particle forces, using the corresponding linked list, at the minimum of the respective curve in figure 3. The total number of neighbour cells in each case, $\|M\|$, is also shown.

<table>
<thead>
<tr>
<th>System</th>
<th>$N$</th>
<th>$\rho$</th>
<th>$\lambda$ (nm)</th>
<th>Sorting (s)</th>
<th>Interactions (s)</th>
<th>$|M|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^2$</td>
<td>30000</td>
<td>0.05</td>
<td>1.0</td>
<td>94.2</td>
<td>149.0</td>
<td>111 869</td>
</tr>
<tr>
<td>$S^2$</td>
<td>40000</td>
<td>0.1</td>
<td>1.0</td>
<td>95.4</td>
<td>140.8</td>
<td>166 520</td>
</tr>
<tr>
<td>$S^2$</td>
<td>50000</td>
<td>0.2</td>
<td>1.0</td>
<td>102.7</td>
<td>158.0</td>
<td>239 327</td>
</tr>
<tr>
<td>$S^2$</td>
<td>50000</td>
<td>0.05</td>
<td>2.0</td>
<td>95.2</td>
<td>160.9</td>
<td>238 907</td>
</tr>
<tr>
<td>$S^2$</td>
<td>20000</td>
<td>0.1</td>
<td>2.0</td>
<td>74.3</td>
<td>250.7</td>
<td>169 494</td>
</tr>
<tr>
<td>$S^2$</td>
<td>20000</td>
<td>0.2</td>
<td>2.0</td>
<td>75.0</td>
<td>383.9</td>
<td>219 585</td>
</tr>
<tr>
<td>$R^3$</td>
<td>64001</td>
<td>0.05</td>
<td>1.0</td>
<td>19.9</td>
<td>580.5</td>
<td>789 517</td>
</tr>
<tr>
<td>$R^3$</td>
<td>175617</td>
<td>0.1</td>
<td>1.0</td>
<td>31.3</td>
<td>573.2</td>
<td>2199 341</td>
</tr>
<tr>
<td>$R^3$</td>
<td>175617</td>
<td>0.2</td>
<td>1.0</td>
<td>31.0</td>
<td>575.0</td>
<td>2199 341</td>
</tr>
<tr>
<td>$R^3$</td>
<td>512001</td>
<td>0.05</td>
<td>2.0</td>
<td>39.6</td>
<td>447.6</td>
<td>6484 637</td>
</tr>
<tr>
<td>$R^3$</td>
<td>512001</td>
<td>0.1</td>
<td>2.0</td>
<td>39.4</td>
<td>480.9</td>
<td>6484 637</td>
</tr>
<tr>
<td>$R^3$</td>
<td>175617</td>
<td>0.2</td>
<td>2.0</td>
<td>26.6</td>
<td>689.6</td>
<td>2199 341</td>
</tr>
</tbody>
</table>

6. Results and discussion

6.1. Linked lists on $S^2$ and in $R^3$

In figure 3, the cpu time for 15000 particles confined to move on a 2-sphere is shown as a function of the total number of regions for different volume fractions and for two different interaction distances, using both a spherical linked list on $S^2$ as well as for a cubic grid in $R^3$. There is a significant reduction in cpu time using a spherical linked list compared to using a three-dimensional network of cubic boxes. This is also seen in table 1 where the cpu time for sorting the particles into the cells and for calculating the inter-particle interactions at the minimum of the respective curve in figure 3, are shown. For short range interactions (figure 3(a)), the total cpu time is approximately constant after reaching the optimal number of
Figure 4. The cpu time for the inter-particle interactions (blue) and the total number of neighbour cells (black) as a function of number of regions for $S^2$. Note the different scales on the vertical axes for $|M|$, for $\lambda = 1\,\text{nm}$ and $\lambda = 2\,\text{nm}$.

Figure 5. The cpu time for calculating the inter-particle interactions as a function of number of regions for 15 000 particles using a spherical linked list and a cubic grid for different volume fractions and (a) $\lambda = 1\,\text{nm}$ and (b) $\lambda = 2\,\text{nm}$.

regions for a cubic grid, and the minimum is broad also for the spherical linked list, although there is a slight increase in cpu time in the latter case with increasing number of regions,
Figure 6. The cpu time for sorting the particles into the corresponding cells, as a function of number of regions. The notation is the same as in figure 5.

Figure 7. The total cpu time as a function of number of regions for $n = 15000$ particles moving on a 3-sphere for different volume fractions using a linked list for a regular grid (denoted $R^3$) and a spherical linked list (denoted $S^3$) for (a) $\lambda = 1$ nm and (b) $\lambda = 2$ nm.

showing that more regions will be included as neighbours, when the size of the regions decreases. For a larger interaction distance (figure 3(b)), using a linked list directly on the spherical surface still results in a substantial reduction in cpu time, and in this case, we can also observe a jump in the corresponding curves. This is the result of also including a second neighbour collar when the size of the regions decreases with increasing $N$. The reason for this can be more clearly seen in figure 4 which shows the cpu time for calculating the inter-particle interactions and also the total number of neighbour cells for the spherical linked list as a function of the number of regions. For $\lambda = 1$ nm (effectively a soft excluded volume), the jump is smaller, while for a larger interaction distance, we can see the effect of also including a second neighbour collar. This, however, always occurs after the optimum number of regions and will thus not affect the cpu time in practical simulations. The same effect would eventually have been observed also for the cubic grid, if the size of the cells would decrease even further (see section 6.2).
The CPU time for calculating the inter-particle interactions is shown as a function of the number of regions for 15,000 particles using a spherical linked list and a regular grid for different volume fractions and (a) $\lambda = 1 \text{ nm}$ and (b) $\lambda = 2 \text{ nm}$.

Table 2. Comparison of the CPU time for sorting the particles into the corresponding cells for a linked list on $S^2$ and for a cubic grid in $R^3$.

<table>
<thead>
<tr>
<th>System</th>
<th>$\lambda$ (nm)</th>
<th>$\rho$</th>
<th>Coordinate transf (s)</th>
<th>Sorting (s)</th>
<th>Total sorting (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^2$</td>
<td>1.0</td>
<td>0.05</td>
<td>3647.0</td>
<td>3649.6</td>
<td>7296.6</td>
</tr>
<tr>
<td>$S^2$</td>
<td>1.0</td>
<td>0.1</td>
<td>3799.2</td>
<td>3833.1</td>
<td>7632.3</td>
</tr>
<tr>
<td>$S^2$</td>
<td>1.0</td>
<td>0.2</td>
<td>3814.2</td>
<td>3814.7</td>
<td>7629.0</td>
</tr>
<tr>
<td>$S^2$</td>
<td>2.0</td>
<td>0.05</td>
<td>4080.0</td>
<td>4143.8</td>
<td>8223.8</td>
</tr>
<tr>
<td>$S^2$</td>
<td>2.0</td>
<td>0.1</td>
<td>3972.4</td>
<td>3989.3</td>
<td>7961.7</td>
</tr>
<tr>
<td>$S^2$</td>
<td>2.0</td>
<td>0.2</td>
<td>3862.5</td>
<td>3873.0</td>
<td>7335.5</td>
</tr>
<tr>
<td>$R^3$</td>
<td>1.0</td>
<td>0.05</td>
<td>4013.0</td>
<td>4013.0</td>
<td>8026.0</td>
</tr>
<tr>
<td>$R^3$</td>
<td>1.0</td>
<td>0.1</td>
<td>3913.1</td>
<td>3913.1</td>
<td>7826.2</td>
</tr>
<tr>
<td>$R^3$</td>
<td>1.0</td>
<td>0.2</td>
<td>4117.9</td>
<td>4117.9</td>
<td>8235.8</td>
</tr>
<tr>
<td>$R^3$</td>
<td>2.0</td>
<td>0.05</td>
<td>3610.8</td>
<td>3610.8</td>
<td>7221.6</td>
</tr>
<tr>
<td>$R^3$</td>
<td>2.0</td>
<td>0.1</td>
<td>3735.1</td>
<td>3735.1</td>
<td>7470.2</td>
</tr>
<tr>
<td>$R^3$</td>
<td>2.0</td>
<td>0.2</td>
<td>3976.5</td>
<td>3976.5</td>
<td>7953.0</td>
</tr>
</tbody>
</table>

The main contributions to the total CPU time is shown in more detail in figures 5 and 6. The time for calculating the inter-particle forces is shown in figure 5 and table 1, and looking only at the time for evaluating the forces, using a spherical linked list is at least twice as fast or usually more, compared with the cubic grid at the respective optimum number of regions.

The other important contribution to the total CPU time is the sorting of particles into the appropriate regions before calculating the interactions. In figure 6 and table 1, we can see that this appears to be faster for a cubic grid compared to a linked list on $S^2$. Since the sorting procedure for a regular grid only contains modulus-operations, this result could be anticipated, even if one has to include an extra dimension. Looking at the numbers in a little more detail in table 2, however, shows that half of the CPU time for sorting the particles into the different regions for a spherical linked list is spent on converting the Cartesian coordinates of each particle to spherical polar coordinates, which are used to find the appropriate region for the particles (see section 4.4). Thus, implementing a simulation algorithm for $S^2$ which uses
Figure 9. The cpu time sorting the particles into the corresponding cells in the linked lists, as a function of the number of regions for \( n = 15000 \) particles. The notation is the same as in figure 8.

Table 3. The cpu time for sorting the particles into the corresponding regions and for the calculation of the inter-particle forces, using a spherical linked list on \( S^3 \) and for a cubic grid in \( \mathbb{R}^4 \), at the minimum of the respective curves in figure 7. The total number of neighbour cells, \( ||M|| \), in each case is also shown.

| System | \( N \) | \( \rho \) | \( \lambda \) (nm) | Sorting (s) | Interactions (s) | \( ||M|| \) |
|--------|--------|---------|----------------|-------------|-----------------|-------------|
| \( S^3 \) | 40 000 | 0.05    | 1.0            | 309.4       | 505.4           | 583 702     |
| \( S^3 \) | 60 000 | 0.1     | 1.0            | 319.2       | 493.2           | 1127 851    |
| \( S^3 \) | 10 000 | 0.2     | 1.0            | 281.1       | 861.4           | 144 566     |
| \( S^3 \) | 15 000 | 0.05    | 2.0            | 308.2       | 1034.5          | 291 557     |
| \( S^3 \) | 7 500  | 0.1     | 2.0            | 326.4       | 2187.7          | 141 189     |
| \( S^3 \) | 10 000 | 0.2     | 2.0            | 290.9       | 3431.8          | 413 536     |
| \( \mathbb{R}^4 \) | 160 000 | 0.05 | 1.0            | 37.9        | 988.4           | 5578 248    |
| \( \mathbb{R}^4 \) | 390 625 | 0.1   | 1.0            | 38.1        | 684.5           | 14 003 808  |
| \( \mathbb{R}^4 \) | 279 841 | 0.2   | 1.0            | 37.7        | 844.0           | 9935 640    |
| \( \mathbb{R}^4 \) | 104 976 | 0.05  | 2.0            | 41.3        | 1397.7          | 3603 320    |
| \( \mathbb{R}^4 \) | 38 416  | 0.1   | 2.0            | 26.4        | 2541.1          | 1260 792    |
| \( \mathbb{R}^4 \) | 65 61  | 0.2   | 2.0            | 23.0        | 5584.5          | 192 032     |

Spherical polar coordinates for the particle positions would result in a slightly faster sorting for a spherical linked list, even compared to a regular grid in \( \mathbb{R}^3 \). We have not implemented this in the present version, since we wanted to compare, in detail, the different contributions to the total cpu time, and also, for comparison, to use the algorithm previously described \([50]\) for diffusion on \( S^2 \). (The reason for the cpu times being larger in table 2 compared with those in table 1 is due to that the timing routines in the former case are inside the loop used to calculate the forces.)

We can also note that the reason for the curves for the spherical linked list in figures 3–6 having more points compared to the graphs showing the results for \( \mathbb{R}^3 \) is that when constructing the linked list for a cubic grid, the number of cells per dimension, \( n_t \), determines the total number of cells (see appendix B), while the number of regions for \( S^2 \) can be chosen arbitrarily when partitioning the sphere into equal area regions.
Table 4. Comparison of the cpu time for sorting the particles into the corresponding cells for a linked list on $S^3$ and a cubic grid in $R^4$.

<table>
<thead>
<tr>
<th>System</th>
<th>$\lambda$ (nm)</th>
<th>$\rho$</th>
<th>Coordinate transf (s)</th>
<th>Sorting (s)</th>
<th>Total sorting (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^3$</td>
<td>1.01</td>
<td>0.05</td>
<td>4118.3</td>
<td>4144.1</td>
<td>8262.4</td>
</tr>
<tr>
<td>$S^3$</td>
<td>1.01</td>
<td>0.1</td>
<td>3493.1</td>
<td>3489.6</td>
<td>6982.7</td>
</tr>
<tr>
<td>$S^3$</td>
<td>1.01</td>
<td>0.2</td>
<td>3446.1</td>
<td>3414.3</td>
<td>6860.4</td>
</tr>
<tr>
<td>$S^3$</td>
<td>2.01</td>
<td>0.05</td>
<td>3329.0</td>
<td>3315.2</td>
<td>6644.2</td>
</tr>
<tr>
<td>$S^3$</td>
<td>2.01</td>
<td>0.1</td>
<td>3654.0</td>
<td>3622.6</td>
<td>7276.6</td>
</tr>
<tr>
<td>$S^3$</td>
<td>2.01</td>
<td>0.2</td>
<td>3632.8</td>
<td>3602.0</td>
<td>7234.8</td>
</tr>
<tr>
<td>$R^4$</td>
<td>1.01</td>
<td>0.05</td>
<td>3396.6</td>
<td>3396.6</td>
<td>6793.2</td>
</tr>
<tr>
<td>$R^4$</td>
<td>1.01</td>
<td>0.1</td>
<td>3584.2</td>
<td>3584.2</td>
<td>7168.4</td>
</tr>
<tr>
<td>$R^4$</td>
<td>1.01</td>
<td>0.2</td>
<td>3617.0</td>
<td>3617.0</td>
<td>7234.0</td>
</tr>
<tr>
<td>$R^4$</td>
<td>2.01</td>
<td>0.05</td>
<td>3411.4</td>
<td>3411.4</td>
<td>6822.8</td>
</tr>
<tr>
<td>$R^4$</td>
<td>2.01</td>
<td>0.1</td>
<td>3480.6</td>
<td>3480.6</td>
<td>6961.2</td>
</tr>
</tbody>
</table>

Another, at least as important feature when using a spherical link list, is the memory allocation. The list of neighbour cells, $M$, (algorithm 5) requires considerably less memory compared to a cubic grid in $R^3$ (see table 1 and appendix B). The difference in memory requirement becomes even more relevant for simulations of larger systems, as the optimal point for the cpu time will require the use of larger values of $N$, and consequently, a larger value for the total number of neighbour cells.

6.2. Linked lists on $S^3$ and in $R^4$

We also compared the cpu time and memory requirement for simulations of bulk systems using spherical boundary conditions with a linked list directly on $S^3$, compared with a cubic grid in $R^4$. In figure 7 and table 3, it is seen that using a linked list directly on $S^3$ is in general more efficient, but the improvement is not as large as for particles moving on $S^2$. Making a similar analysis as for $S^2$, figure 8 shows the cpu time for the inter-particle interactions as a function of number of regions, and for $\lambda = 1$ nm in figure 8(a), we can see that the spherical linked list is still approximately twice as fast compared to a cubic grid for $\rho = 0.05$, while being about the same for $\rho = 0.2$, at the optimal number of regions (see table 3). For $\lambda = 2$ nm, the spherical linked list is still in general considerably faster for the calculation of the inter-particle forces.

We further observe in figures 7 and 8 that for $S^3$, the cpu time associated with both types of linked lists shows jumps which are now also more pronounced for the cubic grid in $R^4$. We have already seen for $S^2$ that the jumps are associated with including a second neighbour collar for the spherical linked list and here, a second layer of neighbour cells for the regular grid is also needed for a larger number of cells.

In figure 9, the time for sorting the particles into the appropriate regions is shown, and the difference is in this case larger compared to figure 6 and table 2. This can partly be explained by the map $\chi$ being used twice, calculating the indexes $K$ and $J$ (see section 4.4). A similar analysis as for the 2-sphere shows, however, that also in this case, the time to sort the particles into the different regions is about the same for both $S^3$ and $R^4$, (see table 4). The time for converting the Cartesian coordinates to spherical polar coordinates is, however, almost the same as for the actual sorting of the particles. Thus, using spherical polar coordinates in the simulations would again amplify the efficiency of using a linked list directly on $S^3$ compared with a cubic network in $R^4$. An important feature for the spherical linked list, which is even more pronounced for


$S^3$ compared to particles on the 2-sphere, is also the difference in memory requirement. Using a spherical linked list requires in most cases significantly less memory compared to a regular cubic grid as seen in table 3, which can be a limiting factor for large systems. The special case for $\lambda = 2\pi n$ and $\rho = 0.2$ for $R^4$ (see also figure 8), which also shows a large jump in the cpu time, is due to including a second layer of neighbours cells for a small value of $N$.

7. Conclusions

To improve both the efficiency and reducing the memory requirement when using a cell linked list to evaluate the inter-particle interactions in simulations of particles constrained to move on a spherical surface (the 2-sphere), we show how to set up a linked list directly on the spherical surface, instead of using a cubic grid in $R^3$. The result is a significant decrease both in cpu time and, not least, the memory requirement, compared with using a cubic simulation box.

We also describe the extension of this algorithm to the 3-sphere, using spherical boundary conditions for bulk simulations, which for many systems can be a useful alternative to periodic boundary conditions. In this case, the decrease in memory requirement was, in general, even larger, and there is still a significant improvement in cpu time, compared with a cubic grid in $R^4$, even if the decrease is somewhat smaller, compared with particles moving on the 2-sphere.

Analysing the contribution to the total cpu time in more detail for both $S^2$ and $S^3$, an even larger improvement in cpu time for the spherical linked list could be obtained by performing the simulations using spherical polar coordinates, avoiding the coordinate transformations from Cartesian coordinates when sorting the particles into the respective regions.

A spherical linked list can also be used when particles are constrained to move on part of $S^2$ or $S^3$, as it can be adapted to only include the corresponding area (or volume). This feature will be used in future simulations of confined electrolyte solutions.
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Appendix A. Proof of lemma

**Proof of lemma. 2.1.** We consider two points $a = (\theta_{d-1}, \ldots, \theta_1, \phi^a)$ and $b = (\theta_{d-1}, \ldots, \theta_1, \phi^b) \in S^d$. Employing the definition of a spherical distance, we have $s = \gamma(a, b) = \cos^{-1}(a, b)$.
\[ \cos s = a \cdot b \]
\[ = \cos \phi^a \cos \phi^b \prod_{j=1}^{d-1} \sin \theta^a_j \sin \theta^b_j + \sin \phi^a \sin \phi^b \prod_{j=1}^{d-1} \sin \theta^a_j \sin \theta^b_j \]
\[ + \sum_{k=1}^{d-1} \cos \theta^a_k \cos \theta^b_k \prod_{j=k+1}^{d-1} \sin \theta^a_j \sin \theta^b_j, \]
\[ = (\cos \phi^a \cos \phi^b + \sin \phi^a \sin \phi^b) \prod_{j=1}^{d-1} \sin \theta^a_j \sin \theta^b_j \]
\[ + \sum_{k=1}^{d-1} \cos \theta^a_k \cos \theta^b_k \prod_{j=k+1}^{d-1} \sin \theta^a_j \sin \theta^b_j, \]
\[ = \cos(\phi^a - \phi^b) \prod_{j=1}^{d-1} \sin \theta^a_j \sin \theta^b_j + \sum_{k=1}^{d-1} \cos \theta^a_k \cos \theta^b_k \prod_{j=k+1}^{d-1} \sin \theta^a_j \sin \theta^b_j. \]

Using that \( \cos(\phi^a - \phi^b) = \cos(\phi^b - \phi^a) \) and solving for \( \phi^b \) we obtain

\[ \phi^b = \begin{cases} 
\phi^a + \cos^{-1} \left( \frac{\cos s - \sum_{k=1}^{d-1} \cos \theta^a_k \cos \theta^b_k \prod_{j=k+1}^{d-1} \sin \theta^a_j \sin \theta^b_j}{\prod_{k=1}^{d-1} \sin \theta^a_j \sin \theta^b_j} \right), \\
\phi^a - \cos^{-1} \left( \frac{\cos s - \sum_{k=1}^{d-1} \cos \theta^a_k \cos \theta^b_k \prod_{j=k+1}^{d-1} \sin \theta^a_j \sin \theta^b_j}{\prod_{k=1}^{d-1} \sin \theta^a_j \sin \theta^b_j} \right). 
\end{cases} \quad (A.1) \]

### Appendix B. A linked list in \( \mathbb{R}^d \) without periodic boundaries

When constructing a linked list using an cubic grid in \( \mathbb{R}^d \) consisting of only first neighbour cells and assuming periodic boundary conditions, it is a rather straightforward procedure to estimate the memory requirement by calculating the total number of neighbour cells. The number of neighbour cells, \( m' \), to every region is constant, where a primed quantity denotes a system with periodic boundaries, and is given by

\[ m' = \frac{3^d - 1}{2}, \quad (B.1) \]

where the term \( 3 \) is the number of first neighbour cells in each dimension, and the factor \( 1/2 \) is introduced from Newton’s third law in order not to count interactions twice. Therefore, if \( n'_l \) represents the number of cells per dimension, the total number of neighbour cells, \( M' \), can be calculated using

\[ M' = m'(n'_l)^d = \frac{(n'_l)^d(3^d - 1)}{2}. \quad (B.2) \]

Setting up a corresponding linked list as a cubic grid in \( \mathbb{R}^d \) for particles confined to move on \( S^{d-1} \), periodic boundaries need, however, not be used. To estimate the memory requirement, the total number of (first) neighbour cells can still be computed. Equation (B.1) can in this case
be generalized to read

\[ m_i = h_1 + h_2 + 2^a 3^b + h_3 2^a 3^b + \cdots + h_{j-1} 2^a 3^b \]  

(B.3)

with \( m_i \) being the number of neighbour cells for the region \( \mathcal{R}_i \). The terms 2 and 3 are introduced since one needs to include two or three cells per dimension, depending on where the cell is located in the (hyper)cubic grid. The exponents \( a, b \in \{0, 1, 2\} \) are the number of times two and three cells are considered per dimension. The terms \( h_j \) refer to the number of neighbour cells that must be considered along direction \( x_j \), in general \( h_1 \in \{0, 1\} \) and \( h_{j>1} \in \{2, 3\} \). The number of neighbour cells, \( m_i \), can now be computed also for regions which belong to the boundary of the grid. Table B1 shows how the number of neighbour cells for \textit{interior regions} of the grid can be computed using equation (B.3). It is easy to verify that the same values would have been obtained if equation (B.1) had been used instead.

As an example, figure B.1 shows the result of using equation (B.3), with an appropriate set of numbers \( \{a, b, h_1, h_2\} \), to find the number of neighbour cells per region for a non-periodic cubic grid in \( \mathbb{R}^3 \) with number of cells per dimension \( n_j = 6 \). For a general \( n_j \), an expression for the total number of neighbour cells, \( M \), can be calculated by adding all the contributions, \( m_i \),

\[ M = \sum_{i=1}^{n} m_i \]
from all the regions in the grid, with the result

\[
M_{R^3} = 13(n_l - 2)^2(n_l - 1) + 38(n_l - 2)(n_l - 1) + 28(n_l - 1).
\]  

(B.4)

By following a similar procedure, an expression for the total number of neighbour cells, \(M\), in \(\mathbb{R}^4\) is given by

\[
M_{R^4} = 40(n_l - 2)^3(n_l - 1) + 172(n_l - 2)^2(n_l - 1) + 248(n_l - 2)(n_l - 1) + 120(n_l - 1).
\]  

(B.5)
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