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Magnetic materials are indispensable in modern day society. The vast majority of energy
generation and conversion involves some kind of magnetic material, and several other
applications such as data storage also use them. Despite this there are relatively few types of
magnetic materials in use today, which is due to the difficulty of finding new materials that have
the necessary properties. In this thesis synthesis of new magnetic materials is performed using a
variety oftechniques in an attempt to identify a structured approach to finding crystal structures
suited for further development.

Three approaches for developing new magnetic materials were used. Targeted substitutions of
Mn was done in AlCoCrFeMnxNi and Mn3Co20B6, where Mn provided significant contributions
to the magnetic moment, at the cost of stability of the ferromagnetic structures. A new system
was identified using theoretical screening, Mn2Co3Ge, which was successfully synthesised.
Application of the substitution method revealed properties in the system favourable for magnetic
refrigeration. New systems were also discovered in synthesis attempts of Mn2Co3Ge and Ce-
based magnets, but these materials were ferrimagnetic, or canted anti-ferromagnetic, resulting
in low magnetisation.

Varying degrees of success were seen in creating magnetic materials with these approaches.
Theoretical screening is likely to become an incredibly powerful tool in the future as more
understanding of systems is gained. Complementing the theoretical screening method with
the newly discovered structures could be a promising avenue for developing new applicable
materials. Substitution of elements will remain an extremely powerful tool for tuning properties
and by combining it with theoretical screening will likely be key to discovering new applicable
magnet systems in the future.
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1. Introduction

"Once a young boy he set out

Upon the road to fame and fortune

Full of hope for all looks bright in daylight

But the young boy he must learn

That road is twisted and turns

And dangerous to travel after midnight"

-Wuthering Heights

1.1 Magnetic materials

Materials have always played an important role for humanity. They were orig-

inally used for finding food and water, but were later developed for other uses.

So important were these materials that time periods, known as ages, have been

named after the most important material in use. These include the stone age,

bronze, and iron ages with some referring to the modern age as the silicon

age. A unique material was discovered hundreds of years B.C. which had the

property of being able to attract iron. This was the lodestone, and its ability to

attract iron and other lodestones is what we now know as magnetism. This was

probably the first encounter humanity had with a magnetised material [1, 2].

While lodestones saw application as compasses and showed their novel

ability to attract many iron-based materials, the understanding of them and

the underlying physics did not change much. It was first when H.C. Ørsted

noticed a compass needle reacting to an electrical current that the connection

to electricity was established. This connection is so deep that these days it

is called electromagnetism, and indeed, both electricity and magnetism have

their origin in the movement of electrons, with magnetism being seen as a

relativistic effect of these movements. Some of the strongest magnetic fields

are produced by these movements of charges in the so called electromagnets,

which are used in everything from scrapyard magnets to windmills and pow-

erful research equipment.

In the magnets not relying on an electrical current it is instead the quantum

mechanical spins that are the source of the field, with the electrons being the

main contributor. As the magnetic moment is determined by the spin, overall

magnetic interactions are only seen for unpaired electrons since the opposing

spin of a pairing electron cancels out the magnetic moment. This cancellation

of moment leads to what is called diamagnetism, where an outside applied
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magnetic field changes the movement of the electrons resulting in an oppos-

ing field being generated. Unpaired electron moments often point in random

directions in space, but can be aligned using an external field, which results

in the material being known as a paramagnet. The unpaired electron moments

can also find it energetically favourable to align to each other. This can happen

in a variety of ways, of which the most well-known is ferromagnetism. Fer-

romagnetism is what we commonly associate with the common refrigerator

magnet and here the moments align parallel pointing in the same direction, as

seen in figure 1.1 a). In some cases antiparallel alignment is more favourable

leading to the cancellation of the magnetisation despite the alignment, this is

called anti-ferromagnetism and is sketched in figure 1.1 b). When the same

does not result in the perfect cancellation of the moments as shown in fig-

ure 1.1 c), it is instead a ferrimagnet which has similar but weaker properties

as the ferromagnet [3]. More complicated alignments are also possible such

as the canted anti-ferromagnet (figure 1.1 d)), where the anti-ferromagnetic

moments tilt along a specific axis, resulting in a small net magnetisation. The

incommensurate configuration (figure 1.1 e)) is a family of complicated con-

figurations, and is typified by a long range order which, while periodic can-

not be described by a finite amount of unit cells. Finally there are certain

cases where anti-ferromagnetic interactions will compete with each-other in

the system, which cannot be easily resolved leading to magnetic frustration

(figure 1.1 f)).

a) b) c)

?
d) e) f)

Figure 1.1. The ordering of spins in the case of a) a ferromagnet, b) an anti-

ferromagnet, c) a ferrimagnet, d) a canted anti-ferromagnet, e) an incommensurate

structure and f) a magnetically frustrated system.

These days the close relation of electricity and magnetism has resulted in

magnetic materials playing an incredibly important role in society. Their use

in generators means that they are necessary for providing the majority of elec-

tricity used. They are also used in the electronics themselves, to store data

on hard drives and in speakers, for instance [4]. More recently, there has also
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been interest in using the magnetocaloric effect of magnets as a new method of

refrigeration, which would significantly reduce the amount of electricity used

for cooling [4]. Other industries simply want the ability of magnets to attract

other magnetic elements. With such a wide range of applications, it is desir-

able to have an equally wide range of magnets with properties to cover all these

applications. Despite this, only a few applied magnetic systems exist, these

being the rare-earth free Alnico and ferrites, and the rare-earth based SmCo

and the famed NdFeB. The SmCo and NdFeB can together cover most of the

current applications, but they are very expensive to make, and the rare-earth

elements needed for their creation have since 2011 been seen as a contested

strategic resource [5]. On the other hand, the cheaper and plentiful rare-earth

free magnets are not powerful enough, or are needed in such amounts that im-

plementation is impossible, that they cannot substitute for the rare-earths in

all applications. Finding new systems that could fill in some for some of these

applications is thus highly desirable [5].

1.1.1 Magnetic properties

There are several properties that determine which applications a magnetic ma-

terial can be used for. The magnetisation, as has been mentioned, is perhaps

the simplest to understand as it denotes the concentration of the magnetic mo-

ments in the material. The larger the magnetisation, the stronger the magnet

is. When an external magnetic field is applied on a ferro- or ferrimagnetic

material the spins align and magnetisation increases, but it will reach a prac-

tical limit called the saturation magnetisation (Msat) where it only increases

extremely slowly. The behaviour of the magnetisation when the applied field

is removed is used to classify it into one of two groups. The first group are

the hard magnetic materials, which are able to maintain their magnetisation

without an external field and are used as permanent magnets. The soft mag-

netic materials constitute the other group which are easy to magnetise, but

quickly lose it without the field present, and are used in applications that re-

quire this quick switch, like transformers. A comparison of these two types

can be seen in figure 1.2. The magnetisation can also be lost due to thermal

fluctuations destroying the order of the magnetic moments and causing the

material to become paramagnetic. The thermal transition from the ferro or

ferrimagnetic state to the paramagnetic state is called the Curie temperature

(TC) and is another of the main properties investigated when trying to find ap-

plicable magnets. The relatively low TC of 583 K for NdFeB magnets is one

of the reasons that it cannot be used in all applications. If the material instead

orders anti-ferromagnetically and experiences a transition to the paramagnetic

state, it is called the Néel transition (TN).

To determine whether a material is likely to be a hard or soft magnetic ma-

terial, the magnetic anisotropy is often considered. Magnetic anisotropy is a
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Msat

Magnetisation

Applied 
magnetic field

Figure 1.2. A pictoral representation of hysteresis curves of hard (red) and soft (black)

magnetic materials. The soft magnetic material rapidly reaches saturation when a field

is applied, but loses it as the field is removed. The hard magnetic material retains some

magnetisation, and requires a field applied in the opposite direction (or passing TC) to

reach zero magnetisation.

measure of directional preference of the magnetic moments. In soft magnetic

systems, there is often little to no anisotropy while it is a necessity and de-

termines the direction of the magnetisation in hard magnets. There are many

contributors to anisotropy, but the easiest to control is the magnetocrystalline

anisotropy, which arises from the crystal structure of the system. In cubic sys-

tems, such as with the lodestone, the high symmetry results in many favourable

magnetisation directions, and little magnetocrystalline anisotropy. The mate-

rial instead has to rely on other anisotropic features, such as the physical shape

of the crystal, or grains, to maintain the magnetisation in a specific direction.

Generally there is a clear preferred direction that the moments align along,

called the easy axis, and an axis which is very difficult to align along, called

the hard axis. The difference in energy required to align the moments along

the easy and hard axis is called the magnetic anisotropy energy (MAE), and

can be used to give an estimate of whether magnetic material will be hard or

soft.

1.1.2 Finding magnetic systems

Considering the vast majority of the elements in the periodic table are either

diamagnetic or paramagnetic, the search for magnetic materials is focussed

on a select few elements. Fe, Co and Ni are the main elements, as they are
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the only elements which naturally are ferromagnetic above room temperature.

The most well-known magnetic element, Fe, has a single pair of spins in the

d orbital with the four others being unpaired. Co and Ni, the other most com-

mon elements, have two-three pairs of spins leaving fewer unpaired spins,

resulting in a lower magnetic moment. The other element near Fe, Mn, has

in its groundstate a half-filled d orbital, resulting in five unpaired spins. A

comparison of the spins of Mn and Ni can be seen in figure 1.3 with Fe and

Co containing one and two more electrons than Mn respectively. Despite the

large number of unpaired spins, Mn is not ferromagnetic at room temperature

and even becomes anti-ferromagnetic at lower temperatures [6]. The complex

interactions between electrons are the reason for this, but by increasing the in-

teratomic distance between the Mn atoms the unfavourable interactions can be

avoided [7–10]. These elements are currently the main building blocks when

creating applicable magnetic materials.

4s
3d

4p

Mn
4s

3d
4p

Ni

Figure 1.3. A simplified representation of the electron configuration for isolated Mn

and Ni atoms, the elements surrounding the stronger magnetic elements Fe and Co.

Historically, magnetic materials have mainly been found through two ap-

proaches. The first of these was the substitution of elements resulting in a

magnetic alloy, which provided the earliest magnetic steels. The second is the

targeted development of a new system, as was seen for NdFeB magnets, which

were discovered by clever selection of elements motivated by a desire to lower

the cost of SmCo magnets. Accidental discoveries and luck also played a role,

such as in the very early days of the development of MnAl [11, 12].

Access to computers with large computational power has prompted new

methods for predicting and finding materials with desired properties, and mag-

netic materials are no exception. Several approaches exist, but most attempts

focus on using Fe, Co, Ni or Mn in a specific crystal structure and calculat-

ing the expected properties. For permanent magnets the properties estimated

this way are the magnetic moment of the atoms in the unit cell, the TC and

the anisotropy. The anisotropy is sometimes simply accounted for by ensuring

that the crystal structure is not cubic.

1.2 Systems studied

The classical approach to develop magnetic materials, as well as the computa-

tionally aided method, were applied in this thesis to find magnetic materials.

The targeted substitution method was applied as the main technique in two

cases, the AlCoCrFeMnxNi system, and the Mn3Co20B6 system. The com-

15



putational method was applied to find Mn2Co3Ge before the substitutional

method was applied again. Finally, while trying the direct approach by syn-

thesising a specific crystal structure, some unexpected discoveries were made,

especially of note are the Ce3(Fe0.638Mn0.362)29 and CeCo8Mn3 systems. An

introduction to the materials follows.

1.2.1 AlCoCrFeMnNi

AlCoCrFeMnNi is considered by some to be a high-entropy alloy (HEA).

HEAs are a class of alloys discovered in 2004 [13–15] which distinguish them-

selves from conventional alloys by not consisting of a single major element.

A single definition for HEAs has not been agreed upon yet, but they are in

most cases described as consisting of five or more elements in a single phase

solid solution. Many systems labelled as HEAs do not conform to this descrip-

tion, however, leading to other descriptive names such as Multi-Principal El-

ement Alloys (MPEA) and Complex Concentrated Alloys (CCA). Due to the

involvement of many elements in significant quantities, high-entropy alloys

have been investigated for a wide range of applications, such as additive man-

ufacturing [16], hydrogen storage [17], catalysis [18] and more importantly,

within magnetism [19]. The sheer tunability of their properties continuously

attracts research in an effort to expand the library of materials available for

applications [20, 21].

HEAs get their name from the high configurational entropy of mixing that

arises due to the number of elements in the system. Alloy systems mini-

mize the Gibbs free energy of formation by forming the most energetically

favourable structures. The Gibbs free energy of the solid solution system is

described as:

ΔGSS = ΔHSS−T ΔSSS (1.1)

Where HSS is the enthalpy, T is the temperature and SSS is the entropy of

mixing. As the enthalpies for a solid solution and an intermetallic compound

are rather similar, it is the entropy that has a large degree of influence over

whether the solid solution forms or not. The entropy for the solid solution is

given as:

ΔSSS =−R∑cnln(cn) (1.2)

with R being the gas constant and cn being the atomic concentration of

element n. As mentioned, the number of elements in high concentrations has a

sizeable impact on the entropy contribution and thereby the Gibbs free energy.

As such, the solid solution is said to be entropy stabilised. However, the solid

solution still competes with intermetallic phases energetically. If the Gibbs

free energy of the HEAs is higher than that of any intermetallic phases (GSS >
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GIM) then it will not form the solid solution phase. For HEAs this entropy

value is often defined to be SSS > 1.61R [22, 23].

As intermetallic structures often energetically compete with HEAs, it is not

uncommon for them to appear in the HEA systems. This is often exempli-

fied with the appearance of some degree of longer range ordering in the sub-

lattices, typical of the intermetallic B2 (CsCl-type) structure. This ordering is

often as result of the addition of elements with a larger atomic size compared

to the rest of the alloy constituents. In figure 1.4 an intermetallic system, a

HEA and the pseudo-ordered HEA are presented.
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Figure 1.4. The crystal structures for a) an ordered two-element compound, b) a HEA

with random occupancies on the sites and c) a pseudo-ordered HEA showing prefer-

ential occupancies.

In order to describe the formation of solid solution HEAs, the Hume-Rothery

rules were extended as follows [24, 25]:

1. The difference of the atom sizes, Δ, should be smaller than 6.6%

2. The ratio between T ΔS and ΔH should be larger than 1.1

3. The enthalpy of mixing should be between -20 and 5 kJ/mol

The Hume-Rothery rules were originally intended for use in binary or ternary

systems and adapting it for use with HEAs required several modifications. The

many elements in a true HEA should have the same probability of occupying

a given site, and all elements thus need to be considered solute. The reduction

of the original Hume-Rothery size difference of 15% to 6.6% ensure that all

elements can substitute one another. The introduction of the enthalpy of mix-

ing is used as an indicator of compatibility of the elements. As there are many

different interactions possible, this needs to be constrained. A too negative a

value would result in more favourable intermetallic compounds being formed

rather than the solid solution, while a too positive value would have the mixing

being energetically unfavourable, preventing it from mixing. The ratio of T ΔS
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and ΔH being above 1.1 is the entropy stabilising part of the HEAs. A large

entropy lowers the free energy, hindering ordering and segregation thereby

promoting the solid solution over the intermetallics phases.

The Valence Electron Concentration (VEC) also has a significant impact on

the HEA system, especially in regards to what lattice type it crystallizes in,

promoting the tunability of the system. Generally a higher VEC will result in

cubic close packed (ccp) type structures being preferred while a lower VEC

will result in body centred cubic (bcc) type structures [26]. The low VEC of

Al is one of the main reasons it is used to stabilise the bcc configurations,

which are important for a variety of properties in HEAs [27]. Examples of

favourable properties of bcc phases are the hardness of CuCoNiCrAlxFe [13]

and the predicted magnetic properties of AlCoCrFeNi and CoCrFeGaNi [28].

In fact, many of the HEA systems that have attracted attention for the com-

bination of their soft magnetic properties and durability crystallise in the bcc

configuration. This is due to the magnetic moments having a tendency to align

more easily in the bcc configuration than the ccp configuration. This results in

a larger saturation magnetisation, a property often optimised in soft magnets.

The increase in saturation magnetisation is often large enough that the inclu-

sion of non-magnetic elements to stabilise the bcc system is seen as favourable

as noted for Al, Ga and Sn in AlCoFeMnNi, CoFeMnNiGa and CoFeMnNiSn

[29].

1.2.2 Mn3Co20B6

The Cr23C6 structure has been known since the 1930s and is a structure often

seen in steels [30]. The large cubic structure with space group Fm3̄m is shown

in figure 1.5. The number of crystallographic sites available and the possibil-

ity of intermixing on some of these sites result in a large degree of freedom

over the composition of the alloy. This has led to the family of structures of-

ten being described as M23Z6 [31] or M23-xM′
xZ6 [32]. Here M is most often

a transition metal and M′ is likely also a transition metal but has also been

known to include lighter metals and rare earth elements. Finally there is Z
which contains the smaller interstitial site elements such as C, B or P. Ordered

variants of the ternary system exist. In Cr21W2C6 [33] the 8c site is occupied

solely by W, while the Mg3Ni20B6 structure has 4a and 8c sites being exclu-

sively occupied by the M′ element [34]. A comparison of site occupancy of

the systems can be found in table 1.1.

The magnetic properties of the system Al3M20B6, an ordered structure,

were investigated for Co and Ni where Fe was substituted into certain posi-

tions. The magnetic properties ranged from a high magnetisation and Curie

temperature for Fe which decreased with the additions of Co, to becoming

completely paramagnetic when large amounts of Ni were present [35]. The

compounds Mn3Ni20P6 and Mn3Pd20P6 exhibit some magnetic properties car-
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Figure 1.5. The crystallographic structure of the Cr23C6-type structure. C in green

and Cr is shown in purple, with the open corners of the polyhedra which coordinate

the 4a and 8c sites, also being Cr.

ried solely by the presence of Mn [36, 37] with Ni and Pd acting paramagnet-

ically. That Mn in these cases contributes to the magnetic properties to such a

degree, is due to the 4a and 8c sites which host the Mn atoms. Though both

Mn3Ni20P6 and Mn3Pd20P6 exhibit magnetic order determined by the moment

of Mn there were differences in the ordering itself. While Mn3Pd20P6 has a

ferromagnetic structure at lower temperatures, Mn3Ni20P6 has independent

anti-ferromagnetic ordering of the Mn sites. This is attributed to the sizeable

difference in Mn-Mn distances of 0.38–0.61 Å more in Mn3Pd20P6 compared

to in Mn3Ni20P6 [36, 37].

Table 1.1. Relations between Cr23C6 and its related ordered structures.

Atom Wyckoff position Cr23C6 Cr21W2C6 Mg3Ni20B6

Z 24e C C B

M1 48h Cr Cr Ni

M2 32 f Cr Cr Ni

M3 8c Cr W Mg

M4 4a Cr Cr Mg
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1.2.3 Mn2Co3Ge

Mn2Co3Ge was first discovered in the 1960s when two versions of the crystal

structure were reported, the MgZn2-type and the ordered Mg2Cu3Si-type [38].

The MgZn2 structure type is one of the three Laves phase structure types, the

others being MgCu2 and MgNi2. These three structures are all closely related,

differing only in how a four layer unit is stacked in the system [39, 40].

The Laves phases are very common structure types and there are examples

of Laves phases created by elements throughout almost the entire periodic

table. This naturally results in a wide range of potential properties for which

they are investigated, such as hydrogen storage [41] and wear resistance [42].

Their presence is sometimes seen as detrimental as their brittle nature can

severely reduce the strength of materials such as steels [43, 44], prompting

much research into controlling when they appear in materials.

The MgZn2 structure type [45] discussed here crystallises in space group

P63/mmc with the atoms entering into the three crystallographic sites, 2a, 4 f
and 6h. The 4 f site is typically occupied exclusively by the more electropos-

itive element, with the 2a and 6h being occupied by the other elements, and

are typically capable of a large degree of intermixing. In a few rare cases the

2a and 6h sites are occupied exclusively by specific elements, resulting in the

structure type of Mg2Cu3Si [46]. The low number of atoms in the unit cell,

and the large degree of ordering make MgZn2 and especially Mg2Cu3Si at-

tractive systems for computational studies. The ordered Mg2Cu3Si structure

is visualised in figure 1.6.

2a

4f

6h

Figure 1.6. The crystallographic structure of Mg2Cu3Si, with Si on the red 2a posi-

tions, Mg on the purple 4 f positions and Cu on the yellow 6h positions.

1.2.4 Ce-transition metal based structures

Much like the original work done to find cheap rare-earth based magnets,

which gave rise to NdFeB, there are attempts to use the even lighter and
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cheaper rare-earth elements. This has mostly focussed on Ce, with particu-

lar interest being given to the structures even richer in transition metal than

the NdFeB 2:14 phase. ThMn12 and Th2Ni17 are two well-known structure

types that manage this.

In the ThMn12 structure [47], space group I4/mmm, the rare-earth element

occupies the corner and body-centred 2a site and the transition metals occupy

the other sites of 8 f , 8i and 8 j. Though it has potential for a high density of

magnetic moments in the structure, there is only one example of a binary struc-

ture of a rare-earth and Fe, SmFe12 [48]. A third element is usually needed

to help stabilise the structure [49]. The ThMn12 structure is related to the

CaCu5-type, by partial replacement of rare-earth atoms with transition metal

atoms [50].

The Th2Ni17 structure [51] is a hexagonal structure which is related to the

CaCu5 structure in a similar way as the ThMn12-type phase. Th2Ni17 is often

called the high-temperature phase, as at lower temperatures, and for systems

based on the lighter rare-earths, the rhombohedral structure Th2Zn17 often

forms instead [52, 53]. The 1:12 and rhomobohedral 2:17 phases combine

in some cases, resulting in a new structure with the stoichiometry 3:29. This

structure is made of alternate stacking of 1:12 and 2:17 layers in a 1:1 ratio,

resulting in a monoclinic structure with space group P21/c where the rare-

earth element occupies the 2a and a single 4e site, and the transition metal the

2d site and the 14 remaining 4e sites [54, 55].

An unrelated structure that can form in certain rare-earth alloys is CeMn6Ni5
[56]. This structure type has the space group P4/mbm with the rare-earth el-

ement in the 2a position and the transition metal atoms in 2c, 4g, 8k and 8 j
positions. The ordered variant structure YNi9In2 [57] divides the transition

metal sites so that the 4g site is occupied exclusively by one element, and the

2c, 8k and 8 j sites by the other.
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2. Scope of the thesis

Due to magnets having a vital role in making our society function, having a

large library of materials to choose from for various applications is useful.

The current magnet market is however dominated by only a few kinds of mag-

nets. These can be divided into two main groups: the powerful but expensive

rare-earth magnets NdFeB and SmCo, and the weak but cheap rare-earth free

magnets ferrites and Alnico. Between these two groups there is a gap in prop-

erties and price, shown in figure 2.1, which has yet to be filled. Any application

which requires a material with properties within this gap are forced to use the

more expensive rare-earth magnets instead. As a result of this, much research

into magnet materials are these days focussed on finding a way to cover this

property gap.
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Figure 2.1. The maximum energy product and price per volume of common applied

magnets, with the gap in performance and price emphasised with an ellipse. Data

taken from [58].

Magnetic materials created for specific applications are may be improved

in a variety of ways. These are mainly focussed on improving the microstruc-
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ture, by aligning grains or providing a proper environment to ensure perma-

nent magnetisation. Though the microstructure is one of the most important

features, the underlying crystal structures of the system set the baseline for

many of the properties it exhibits. This is often seen as the main area where

magnetic material development is focussed, for without the appropriate crystal

structures there is no microstructure to improve. For materials that are to be

used in typical environments there are two main methods which are applied

when trying to improve the crystal structure of the system. These methods

are by either substituting one element in the crystal structure for another, or

by using a different crystal structure. Both of these methods have their diffi-

culties. With substitutions, there are limitations on the amount of the element

which can be substituted into the structure used. On the other hand, attempt-

ing to find new stable structures with favourable properties is a difficult and

very time consuming task. The many competing physical interactions between

atoms make them difficult to predict, and the direct experimental method of

discovering and isolating new structures is laborious.

This thesis focusses on development of magnetic materials on the crystal

structure scale. The aim is to evaluate strategies for creating new magnetic

materials, including targeted elemental substitutions, theoretical screening and

direct experimental methods. This is mainly done through the synthesis and

structure- and property characterisation of the systems presented. In these sys-

tems manganese will play a major role, as it is either a main component of the

compounds, or the element added in an effort to improve magnetic properties.
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3. Methods

"Make them glow!

Make them burn!

Mining, carrying, forging, crafting, smelting of the ores"

-Wind Rose

3.1 Synthesis techniques

3.1.1 Arc melting

Arc melting utilises an electrical arc between a tungsten rod and a water-

cooled copper hearth to heat metals. Due to the large voltage difference when

the arc is struck, the gas is turned into a conducting plasma, which allows

for rapid heating to high temperatures. All high entropy alloy samples were

synthesised by melting the constituting elements in an argon atmosphere. This

atmosphere served both as the source of the current carrying the plasma and as

a protective gas. Furthermore, a titanium "getter" was melted for three minutes

to interact with any remnant oxygen present in the chamber. Homogeneity was

promoted by flipping and the re-melting the sample five times. An illustration

of this technique can be seen in figure 3.1 a).

3.1.2 Induction melting

Sending a high-frequency alternating current through a coil generates a rapidly

alternating magnetic field. When a conducting material is present in the mag-

netic field, eddy currents are generated in the material. These eddy currents

disperse throughout the material as heat, heating up the material. When the

material becomes molten the magnetic field causes it to move instead, this re-

sults in good mixing of the elements in the melt. Furthermore, as the material

is only heated up to the temperature required to melt it, elemental losses using

induction melting are low, though some volatilisation can still occur. As such

the induction furnace, illustrated in figure 3.1 b), is an excellent method for

synthesising alloys.

For laboratory purposes arc-melting is often preferred as the first synthesis

method as it can quickly be used to test ideas for samples. The higher tem-

peratures and the quicker cooling of the sample help to reduce segregation

and also allows the formation of different microstructures than accessible with

annealing. Induction melting is preferred when alloys with a narrow stoichio-

metric ranges are synthesised, as fewer losses and better mixing result in a

more homogeneous alloy.
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3.1.3 Powder sintering

A common technique for synthesising samples from powder is sintering. Sin-

tering utilises heating or pressure induced diffusion to form a solid material

from powders without melting the elements. To avoid interaction with ele-

ments in the air, sintering is usually done in vacuum or using a protective inert

gas, such as Ar. Samples are therefore sealed inside steel or Ta tubes, or in

glass ampoules to avoid interaction with the local atmosphere. Depending on

the materials involved in the synthesis it might be necessary to employ a cru-

cible to avoid interactions with the tube or ampoule. Due to this synthesis

technique being reliant on diffusion, it often requires a significant amount of

time to complete. This permits a rather large degree of control over the heating

program which can be used to target certain temperature regions of stability.

Rapid cooling from the higher temperatures using quenching can help lock

these structures in place, permitting synthesis of a wide range of structures.

An outline of powder sintering in a pit furnace is illustrated in figure 3.1 c).

a) b) c)

Figure 3.1. Illustrations of the equipment used for the sample synthesis. a) an arc-

furnace for arc-melting, b) a induction furnace, and c) a pit-furnace for sintering.

3.2 Diffraction

Diffraction is one of the most well-established experimental techniques when

it comes to investigating the characteristics of solid matter. It was originally

discovered using X-rays, which have wavelengths comparable to the inter-

atomic distances in crystals. This permits coherent scattering from parallel

crystal planes in the material. The elastically scattered waves can interfere

constructively or destructively with one another leading to a distinct pattern

dependent on the crystal structure. For constructive interference to occur the

waves must, in addition to being scattered elastically, have the same path-

length. The law that describes how this is fulfilled is called Bragg’s Law:

nλ = 2dsin(θ) (3.1)
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In order to remain in phase, the wavelength λ must remain the same or be

multiplied by full integers n. The wave must travel an additional distance both

incoming and outgoing equal to twice the distance between the crystal planes,

d multiplied with sine of the incident angle, θ . The relationship between these

variables can be seen in figure 3.2. Bragg’s Law provides information about

the distance between planes and thereby the unit cell parameters, but it is not

sufficient to give an idea of the atomic positions in the structure. For this infor-

mation the intensity, which is the measurable quantity, has to be considered.

The intensity is generally described by equation 3.2 [59].

d

d sin

Figure 3.2. Elastically scattered radiation. In order to achieve the same pathlength

the lower wave must travel an additional dsin(θ) to and from the plane, resulting in

2dsin(θ).

Ihkl = K · phkl ·Lθ ·Pθ ·Aθ ·Thkl ·Ehkl · |Fhkl |2 (3.2)

Where K is the scale factor relating to the amount of phase, measurement

time and flux of the incident radiation, phkl is the reflection multiplicity, Lθ , Pθ
and Aθ are correction factors for geometry, polarisation and absorption of the

beam, Thkl is the preferred orientation factor and Ehkl is the extinction correc-

tion, which in powders is negligible. Finally Fhkl is the structure form factor

which relates the crystal structure to the intensity and is defined in equation

3.3.

Fhkl =
n

∑
j=1

Nj f je2πi·(hx j+ky j+lz j)Tj (3.3)

Here Nj is the contribution from occupancy, f j is the atomic scattering fac-

tor, 2πi · (hx j + yk j + zl j) is the phase angle of the atom j at the coordinates

x j, y j, z j and finally Tj is the temperature factor. As X-rays scatter off the
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electrons the atomic scattering factor becomes proportional to the number of

electrons in the atom. The observable quantity is intensity, but equation 3.2

shows that it is proportional to F2
hkl . The squaring of the complex number Fhkl

converts it to a real number, which results in the loss of the information of the

phase. Due to the phase containing information about the electron distribu-

tion in the structure it is of vital importance. Without it the phases have to be

guessed or extracted from the data by other means. This is known as the phase

problem.

To gain information about the structure the Rietveld refinement method [60]

implemented in the software FullProf [61] was used. This method uses a ba-

sic model as input and refines the parameters of it to best agree with the data.

The Rietveld method considers the intensity contributions from the structure

form factor, correction factors and other contributions relating to the sample

or the instrument. Several parameters are used to evaluate how well the model

agrees with the data. This begins with Rp, seen in equation 3.4 which gives

an indication of the difference between the observed data points, yi(obs), and

the point calculated from the model, yi(calc). A large background can how-

ever unfavourably skew this calculation, and often a modified version of the

parameter is used called Rwp, shown in equation 3.5. Rwp uses a weighing pa-

rameter, wi, which increases the importance of the higher intensity data points,

thereby ensuring that matching of actual reflections is more important than the

background.

Rp = ∑
i
|yi(obs)− yi(calc)|/∑

i
yi(obs) (3.4)

Rwp =
√

∑
i

wi[yi(obs)− yi(calc)]2/∑
i

wi[yi(obs)]2 (3.5)

The data quality is also evaluated when comparing models. This is done

using Rexp, seen in equation 3.6, which gives an indication of the best possible

Rwp that can be expected from the data. The difference in the amount of data

points, N, and refined parameters, P, ensures that the model is not overdeter-

mined. How comparatively close the model comes to the expected best case

scenario is evaluated with χ2, presented in equation 3.7.

Rexp =

√
(N−P)/

N

∑
i

wiyi(obs)2 (3.6)

χ2 = (Rwp/Rexp)
2 (3.7)

The XRD measurements used in this thesis were conducted on two in-

house setups and one at a synchrotron source. The in-house experiments were

conducted on a Bruker D8 with Lynx-Eye position-sensitive detector using

monochromatised CuKα1 radiation and on a Bruker D8 Advance diffractome-

ter with a Lynx-EyeXE position-sensitive detector using conventional CuKα
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radiation. The synchrotron measurements were conducted on the beamline

P02.1 at the German Electron Synchrotron (DESY) in Hamburg, Germany

using λ = 0.20710 Å and a Perkin Elmer XRD1621 area detector. Tempera-

ture measurements conducted in-situ used a Jensen-type gas cell [62] mounted

with a quartz glass capillary and under Ar atmosphere. Kanthal wire wrapped

around the capillary supplied the heating of the sample up to 900 °C.

3.2.1 Neutron scattering

Since X-rays interact with the electron cloud their scattering power scales with

the number of electrons present. As a result of this it is hard to locate lighter

elements such as H, Li and B in a crystal structure where heavier elements are

also present. X-rays also have difficulties in discerning between electronically

similar elements such as Cr, Mn, Fe, Co and Ni, given that there are only

minor differences in the scattering factor due to small difference between the

number of electrons present.

It is also possible to perform scattering on a material using neutrons. Neu-

trons primarily interact with the nucleus of an atom and as such the scattering

length, seen in figure 3.3, does not scale in the same way as it does with X-rays.

As such the atomic scattering factor contribution is altered in the structure fac-

tor (equation 3.3), with the X-ray scattering factor f j being replaced by the

neutron scattering factor b j.

Figure 3.3. Neutron scattering lengths for the naturally occurring elements. [63]
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Though neutron scattering is an excellent complement to X-rays, careful

consideration must be given to the samples being measured. One such reason

is due to how neutrons mainly interact with the nucleus instead of the electron

cloud. This interaction can result in absorption of the neutron rather than

scattering and has some dependence on the isotope of the element. Boron is

one such example where the 10B isotope has an absorption cross section of

3835 b, b being 10−28 m2, compared to the absorption cross section of 11B

of 0.0055 b. To avoid loss of signal in B samples they are therefore often

synthesised using isotopically pure 11B.

While neutrons mainly interact with the nucleus of an element they also

have a magnetic moment of their own. Due to this magnetic moment and the

fact that it does not have an electrical field the neutron can interact with the or-

dered spins of electrons in a material. A diffraction pattern can thus arise from

the interaction with the ordered spins. This diffraction can provide additional

intensity to existing Bragg peaks or new Bragg peaks can arise due to the

ordering occurring over several crystallographic unit cells. As the magnetic

contribution arises from interactions with electrons, the magnetic scattering

shows some similarities to X-ray scattering, with the form factor decreasing at

larger Q.

Neutron Powder Diffraction (NPD) experiments done at D1b, at ILL in

Grenoble, France required the sample to be mounted in 8 mm diameter vana-

dium cylinder and measured in the temperature range of 1.8 K to 396 K using

a wavelength of λ = 2.52 Å. For the NPD experiments carried out using the

WISH instrument at the ISIS facility in Didcot, United Kingdom, the sam-

ple was also mounted in a cylindrical vanadium container but scanned in the

temperature range of 6 K to 700 K.

3.3 Magnetic characterisation

The magnetisation of a material is dependent on temperature and the applied

magnetic field. Thus when investigating the magnetic properties of the sam-

ples both the temperature and the magnetic field have to be considered while

measuring magnetisation. As such the magnetisation is often measured as a

function of one parameter while the other is kept constant. A superconduct-

ing quantum interference device (SQUID) uses the quantised nature of the

magnetic flux in a closed loop of superconducting material and the Josephson

effect, which describes tunnelling of superconducting electron pairs across a

barrier, to measure the magnetic moment of a sample. A vibrating sample

magnetometer (VSM) measures the magnetic properties by vibrating the sam-

ple at a particular frequency, inducing a voltage in nearby stationary pick-up

coils. A Quantum Design MPMS XL and a LakeShore VSM equipped with a

furnace measured the magnetic data presented in this thesis.
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3.4 Electronic structure calculations

Predicting the properties of a material can be a great asset to find the limits of

its applications. The foundation for these predictions is the Schrödinger equa-

tion, which needs to be solved for the system. Precious few exact solutions for

the Schrödinger equation of physical systems exist, with the limit currently

being at one electron model systems. Instead properties can be estimated by

replacing the wavefunctions with electron densities, as done within Density

Functional Theory (DFT) calculations [64, 65]. In papers II and IV the mag-

netic structures observed were modelled using the Kohn-Sham one-electron

equations as implemented in the Spin-Polarised Relativistic Korringa-Kohn-

Rostoker (SPR-KKR) code [66].

The prediction of magnetic materials for paper III was a stepwise process.

Database searches were conducted identifying materials with a unit cell with

40 or less atoms in it, consisting of two different 3d elements with no restric-

tion on the total amount of elements. The magnetic moments were then cal-

culated within DFT using RSPt electron structure code [67, 68] and assuming

a ferromagnetic configuration for all systems. If the material had above 0.4 T

saturation magnetisation, it passed to the next stage where cubic systems were

discarded. The ground state configuration was then calculated and the materi-

als which had already had the magnetic properties reported were discarded. If

a material survived to this point its MAE was calculated, and if it was deemed

acceptable a final estimation of the Curie temperature was done.
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4. Results and discussion

"Rise my brothers we are blessed by steel

Arm yourselves the truth shall be revealed"

-Ensiferum

4.1 Targeted substitutions

Initial attempts at finding new magnetic materials focussed on the simple sub-

stitution of elements into known materials. In this case Mn was sought to be

incorporated into the crystal structures of the HEA AlCoCrFeNi and a larger

cubic compound Mn3Co20B6 with the intent of improving the saturation mag-

netisation of the system.

4.1.1 Enhancing high-entropy alloys

AlCoCrFeNi was the first system where substitutions with Mn to improve the

magnetic properties was attempted. Due to the nature of HEAs of being an

alloy stabilised by the many elements already in place made this seem like

an ideal first test case. In paper I, five alloys of AlCoCrFeMnxNi with 0, 4,

8, 12 and 16 at.% Mn were synthesised to see how the magnetic properties

were affected. As seen in table 4.1 which was derived from XRD patterns e.g.

figure 4.1, the structure did not seem to be influenced much by the addition of

Mn. This in spite of the main stabiliser of the bcc phase, Al [27], being diluted

by the other elements and Mn, which often forms ccp phases. Though Mn

did seem to have a slight preference for the B2 phase, it still distributed itself

fairly evenly throughout the alloy, thereby avoiding the unfavorable Mn-Mn

interactions.

Table 4.1. Refined unit cell parameters and phase fractions for the AlCoCrFeMnxNi
samples. Standard errors are given in the parentheses.

a [Å] Phase fraction [wt.%]

x B2 bcc B2 bcc

0 2.8768(2) 2.8638(2) 49(1) 51(1)

0.04 2.8752(2) 2.8665(2) 45(2) 55(2)

0.08 2.8816(2) 2.8697(2) 40(2) 60(2)

0.12 2.8886(3) 2.8729(2) 26(1) 74(2)

0.16 2.8865(2) 2.8732(2) 57(1) 43(1)
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Figure 4.1. XRD pattern for the AlCoCrFeMn0.08Ni sample. The data is presented

as a black line, while the calculated profile is seen in red. The Bragg reflections

for these are seen below the data as marked lines, the B2 phase on top with the bcc

phase below. The blue line shows the difference between model and data. Other

samples with different Mn content exhibit the same two phases of the ordered B2 and

disordered bcc.

With successful incorporation of Mn into the alloy in all cases, the resulting

influence on the magnetic properties was studied. As seen in Figure 4.2 the sat-

uration magnetisation generally increased in a linear fashion from 0.44 T with

no Mn to 0.74 T with an equimolar amount of Mn. As this HEA and Alnico

magnets both share the feature of a spinodally separated two-phased system

with AlNi and Fe rich regions, they were compared. The saturation mag-

netisation was on a comparable level to early Alnico magnets, before much

development had gone into the microstructure, or in-field annealing was con-

sidered.

Additions of Mn lowered the onset temperature for decomposition of the al-

loy into an ccp type phase, which had been predicted to have worse magnetic

properties, and the non-magnetic σ -phase. The appearance of these phases is

also reflected in the magnetic measurements seen in Figure 4.3, which shows

the earlier drop off of the magnetisation. In this case Mn enhances the creation

of the non-magnetic phase at the cost of the slightly magnetic fcc phase. As

Cr is the main reason why the non-magnetic phase is formed, it could poten-

tially be removed from the alloy or replaced with more stabilising Al for better
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Figure 4.2. Saturation magnetisation as a function of Mn content at various tempera-

tures. HEA1/HEA2 were single-phased gas atomised versions of the alloys added for

comparison.

results. Nevertheless, the stability is comparable to the Alnico magnets, and

adding Mn could be a potential method for increasing the magnetisation.
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Figure 4.3. Magnetisation curves for heated samples with the corresponding differen-

tial curve. The differential curves have been offset for better readability.
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4.1.2 The large cubic system Mn3Co20B6

Instead of randomly dispersing Mn atoms throughout an entire structure and

hoping for improved properties, the targeting of specific atomic positions in a

structure was attempted. This was done in paper II, where it was attempted to

have Mn occupy the 4a and 8c positions of a Co-based Cr23C6 structure. These

crystallographic positions have been reported to be able to host specific atoms,

giving rise to the structures of Cr21W2C6 and Mg3Ni20B6. Neutron diffraction

was conducted to confirm the location of Mn in the structure and investigate

the contribution of Mn to the overall magnetic moment of the system. The

distribution of Mn in the structure was established by model refinements of

the data, seen in figure 4.4. The values extracted, which are seen in table 4.2

indicated that while Mn did have a preference for the intended sites, it did not

exclusively occupy it and it also entered into other sites in the structure.

Figure 4.4. Refinements of crystallographic structure using combined synchrotron

XRD and NPD data at 700 K.

The magnetic structure was investigated next, using the established param-

agnetic structure as a basis. While several potential magnetic structure mod-

els could fit the data they all showed features of ferrimagnetism due to Mn

moments. The magnetic space group chosen to represent the system was

I4/mm′m′, and the extracted magnetic moments can be seen in table 4.3, while

a visualisation of the structure is displayed in figure 4.5. The Mn-rich 8c site

provided the largest local magnetic moments in the structure of 2.22 μB com-
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Table 4.2. Occupancies and atomic position extracted from combined refinement of
XRD and NPD data at 700 K for Mn4.7Co18.3B6. The standard error is shown in the
parenthesis. The unit cell parameter was found to be a = 10.5873(3) Å.
Atom Wyckoff position x y z Occupancy

B 24e 0.2743(3) 0 0 1

Co1 48h 0 0.1701(4) 0.1701(4) 0.878(5)

Mn1 48h 0 0.1701(4) 0.1701(4) 0.122(5)

Co2 32 f 0.3828(4) 0.3828(4) 0.3828(4) 0.878(5)

Mn2 32 f 0.3828(4) 0.3828(4) 0.3828(4) 0.122(5)

Mn3 8c 0.25 0.25 0.25 0.800(4)

Co3 8c 0.25 0.25 0.25 0.200(4)

Mn4 4a 0 0 0 0.507(3)

Co4 4a 0 0 0 0.493(3)

pared to the largest moment of Co-rich sites, 1.04 μB. However, the other

Mn-rich site, 4a, provided the only anti-ferromagnetically aligned moments.

Despite the large amount of Mn present on this site, these moments were rather

small comparatively, and in an effort to understand the reason for this DFT cal-

culations were employed.

The calculations revealed that the small anti-ferromagnetic moment on the

4a site was due to a combination of the negative Mn moments and strong

positive Co moments. Furthermore, the calculations also indicated that there

were strong ferromagnetic couplings between the Mn on the 4a site and Mn on

the high multiplicity sites surrounding it. This also contributed to the low anti-

ferromagnetic moment on this site, though it was hampered by the tendency

for these same high multiplicity sites to couple anti-ferromagnetically to one-

another. Calculation of the total energy of the system indicated that despite

the large distance between the Mn atoms in a completely ordered system, the

4a moments would still anti-align to the other moments. The Mn atoms on

the 48h would actually contribute to stabilising a ferromagnetic structure over

a ferrimagnetic one, if they could be separated well enough from other Mn

atoms on this site.

Table 4.3. Magnetic moment of the dominant element at the positions extracted
from refinements of the 6 K data. The standard error is shown in the parenthesis.
a = 10.5022(3) Å.
Atom Wyckoff

position

x y z Magnetic

moment (μB)

Co1(1) 48h 0 0.1695(4) 0.1695(4) 0.90(3)

Co1(2) 48h 0.1695(4) 0.1695(4) 0 1.04(5)

Co2 32 f 0.3826(1) 0.3826(1) 0.3826(1) 0.36(3)

Mn3 8c 0.25 0.25 0.25 2.22(6)

Mn4 4a 0 0 0 -0.48(5)
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a)                                                                b)

Figure 4.5. a) The structure extracted from refinements with the occupancies shown.

B in green, Mn in purple and Co in blue. b) The magnetic moment at the sites for the

structure. The colours denote the dominant element in the position.

4.2 Use of data-mining

Another method of finding magnetic materials was sought through the theo-

retical prediction of properties. Data-mining was conducted to search through

libraries of materials in order to find potential compounds with good magnetic

properties. Several potential systems were proposed, but the attention was

turned to the most promising of these, Mn2Co3Ge.

4.2.1 Predicted and measured properties of Mn2Co3Ge

In paper III the initial prediction and synthesis was done. Previous screen-

ing attempts had been conducted using requirements of a magnetic satura-

tion above 1 T, a Curie temperature above 400 K, a large uniaxial magnetic

anisotropy energy above 1 MJ/m3 and a magnetic hardness larger than 1.

These were in addition to requirements of no oxides, rare-earth elements or

AFM structures, as well as limiting the considerations to only hexagonal or

tetragonal structures.

The screening done here relaxed several constraints including saturation

magnetisation, which had to be larger than 0.4 T, magnetic anisotropy en-

ergy which should exceed 0.6 MJ/m3, and only considering non-cubic systems

composed of two types of 3d-elements. The loosening of these restrictions

were motivated by a desire to find new classes of materials, where the substi-

tution method could then be applied. The resulting systems uncovered by this

search are seen in table 4.4.

Following this initial filtering of the materials, the spin structure was calcu-

lated to estimate which system was the most likely to order ferromagnetically.

Mn2Co3Ge was the only material that seemed to be ferromagnetic, and as a
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Table 4.4. Predicted MAE, saturation magnetisation, Curie temperature and mag-
netic hardness parameter of the most promising materials found by the theoretical
screening.
Material Space

group

MAE (MJ/m3) Sat. magn. (T) TC (K) κ

ScFe4P2 136 0.71 0.65 NC 1.45

Co3Mn2Ge 194 1.44 1.71 700 0.79

Mn3V2Si3 193 0.85 0.73 NC 1.42

ScMnSi 189 0.69 0.52 NC 1.79

Cu2Fe4S7 51 0.90 0.37 NC 2.87

result it was chosen for synthesis and characterisation. A reasonably pure sam-

ple was attained after synthesis, the X-ray model refinement of which can be

seen in figure 4.6.

Figure 4.6. Model refinement of the powder XRD data of the Co52Mn34Ge14 sam-

ple. The observed (Yobs), calculated (Ycalc) and the difference curve (Yobs-Ycalc) are

presented along with the Bragg reflections for the two phases present.

The model refinements indicated that the structure of Mn2Co3Ge had a

large degree of intermixing between Co and Ge on the 2a and 6h sites while

Mn atoms entered exclusively into the intended 4 f site, as this presented the

best R-values. The intermixing on these particular crystallographic positions
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is very common in these systems, with the exclusive occupation of the 4 f site

likewise being normal. This particular structure, however, had been reported

to have both ordered and disordered structures, which can be seen in figure 4.7.

The properties which had been calculated during the screening had been for

the completely ordered system, as the disordered system was expected to be

much less stable than the ordered one. This was based on energy calculations

seen in figure 4.8, which revealed that a temperature of 2300 K was needed

for the disordered system to be more stable than the ordered structure.

Co
Ge
Mn

Figure 4.7. The left shows the predicted ordered Mg2Cu3Si-type structure of

Mn2Co3Ge. The right shows the experimentally observed Mn2Co3Ge of the MgZn2

structure type.

Figure 4.8. The left panel shows the normalised energies calculated for the ordered

and disordered ferromagnetic structures of Mn2Co3Ge, at 0 K, the observed 359 K and

the predicted 700 K. The right panel shows the normalised energies calculated for the

paramagnetic structure, at 0 K and 2300 K, the temperature at which the disordered

structure is predicted to be more stable than the ordered.

Though the magnetic properties were calculated for a completely ordered

system, this intermixed system still exhibited the properties of a ferromagnet at

room temperature. Nevertheless, a sizeable difference between the predicted

properties was seen. The ferromagnetic structure was predicted at 0 K, but, as

seen in figure 4.9 the system transforms into a non-collinear structure below
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175 K. Furthermore, the Curie temperature was measured to 359 K, much

lower than the predicted 700 K. The magnetic saturation also suffered, as it

was measured to be 0.86 T at 10 K, which is about half of the 1.71 T predicted.

The other parameters used to determine a good magnet were also impacted.

The anisotropy energy experienced a small decrease, but as a result of this

and the change in saturation, the hardness parameter increased. Curiously,

additional calculations of the local moments of Co and Mn in the ordered

and disordered structures showed similar values, indicating that something

more complex was going on, and that the decrease in properties could not be

ascribed solely to the intermixing.

Figure 4.9. Magnetisation of the Mn2Co3Ge sample with respect to temperature and

applied field. The white open circles and rectangles denote an applied field of 0.01 T,

while the red rectangles are for an applied field of 1 T. Data for a single crystal of

Mn2Co3Ge are also seen, with the 0.01 T field parallel (black triangles) or perpendic-

ular (white triangles) to the crystallographic c-axis. The inset displays a Curie-Weiss

fit for the inverse magnetic susceptibility revealing TC to be 359 K.

4.2.2 The magnetic structure of Mn2Co3Ge

A new magnetic system was found, but several questions remained from the

previous study. The ordering of the system, the appearance of non-collinear

ordering, and the reason for the low magnetisation compared to what was pre-

dicted all remained unexplained. These questions were resolved in paper IV,

where neutron diffraction measurements were conducted. A pure sample was
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synthesised and its magnetic properties measured in order to identify the re-

gions for neutron diffraction. The magnetic measurements are seen in fig-

ure 4.10, and show the Curie temperature of 329 K, and the onset of a transi-

tion to a non-collinear structure at 193 K. This transition to the non-collinear

structure was not a sharp transition, but rather occurred over a large temper-

ature range. This temperature range was attributed to a slow magnetic relax-

ation process due to domain wall movements.
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Figure 4.10. a) Magnetisation versus temperature curve under an applied field of

0.01 T, the derivative of which can be seen in c). The magnetisation using an AC

excitation field of 0.4 mT with frequencies of 1.7 Hz, 17 Hz and 170 Hz are shown in

b), for the in-phase component, and d) for the out-of-phase component.

The neutron diffraction patterns in the paramagnetic state revealed sev-

eral reflections which could not be indexed to the MgZn2-type unit cell. In-

stead expanding the unit cell in the a and b directions to have parameters

a = 9.5932(2) Å and c = 7.7440(2) Å was necessary to describe the data.

This larger structure arose due to Ge and Co showing a preference for specific

crystallographic sites. Instead of the same intermixing on all the derived sites,

Ge preferred the 6h derived 12 j site, and the 2a site, with all other superstruc-

ture derived sites being dominated by Co. A comparison of the MgZn2-type

structure and the one observed can be seen in figure 4.11.

The change in the diffraction patterns due to temperature, seen in figure 4.12

was examined to establish the different magnetic structures and the individual

contributions of the atoms on the sites. The initial information gleaned from

the diffraction patterns showed good agreement with what had been seen with
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Co

Mn 4f

Ge
Mn 12k

Figure 4.11. On the left the new, larger unit cell with 2 × the ab-direction is seen and

on the right is the smaller MgZn2-based unit cell.

magnetometry. Notably, that the magnetic structures consisted of a ferri- or

ferromagnetic structure, and an incommensurate structure, with a transition

region between the two.

Figure 4.12. Heat map of the evolution of the diffraction peaks seen in the NPD

data. The increase in intensity of certain reflections such as (100) and (222) in the

ferromagnetic region, are indicative of a propagation vector k = (0 0 0). Additional

satellites appearing around the main Bragg reflections indicate an incommensurate

structure with propagation vector k = (0 0 0.0483).

Model refinements of the collinear structure showed that the structure was

indeed that of a ferromagnet, with no anti-aligning moments. The Co atoms
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had relatively similar size moments throughout the whole structure of around

0.7–1 μB with the variations attributed to differences in local chemical en-

vironment. The Mn moments had a much larger difference between the two

main sites being 2.45(5) μB and 1.51(3) μB for the 4 f and 12k site respectively.

A visual comparison between the two Mn moment is seen in figure 4.13, with

the surrounding moments giving an indication that the local chemical environ-

ment plays a role in stabilising the Mn moment.

4f 12k

a b

c

Figure 4.13. Coordination polyhedra for the 4 f (a) and 12k (b) Mn atoms in the

ferromagnetic phase at 200 K. The surrounding moments relate to the coordiating

atoms. In c) the structure built by the two polyhedra is seen.

The incommensurate structure is depicted in figure 4.14. In this configura-

tion the moments shift from being aligned in the c-direction to aligning in the

ab-plane, and propagating helically along the c-direction. Here the Mn atoms

split into two pairs which align with an angle close to 120◦ between them.

This complexity hints to the intricate nature of the interactions which likely

complicate calculations.

As the temperature was lowered to 1.8 K almost all magnetic moments

increased in size, with the sizeable difference between the moments of the

two Mn sites being maintained, as seen in table 4.5. Values extracted from
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a

b

Figure 4.14. The propagation of magnetic moments in the incommensurate structure

through three unit cells, seen along the c-axis. Red and green arrows are assigned to

one of each of the split Mn pairs.

theoretical calculations are also presented in this table. The theoretical cal-

culations done in the data-mining study assumed that thermal fluctuations did

not impact the system much, and used 0 K for the calculations. These val-

ues did agree well with the low temperature model but differed significantly

from the 200 K case. By taking into account the itinerant nature of the local

moments using longitudinal spin fluctuations, good agreement was found with

the ferromagnetic structure at 200 K. Furthermore, this method was also used

to successfully resolve the difference in the Curie temperature, indicating that

itinerant nature of the Co-atoms is the reason for the discrepancies seen.

Table 4.5. Theoretical site resolved magnetic moments in units of μB for 0 K collinear
ferromagnetic (FM) structure together with local element and site resolved moments
at temperatures well above TC (DLM) and for temperatures close to TC (LSF). The mo-
ments extracted from model refinements of NPD data are also presented. The standard
error is shown in the parentheses.
Atom Wyckoff

position

FM

@ 0 K

DLM

@ 0 K

LSF

@ 300 K

measured

@ 1.8 K

measured

@ 200 K

Mn1 4 f 3.28 3.06 3.02 4.48(7) 2.45(5)

Mn2 12k 3.29 3.06 3.02 3.06(3) 1.51(3)

Co1 2a 1.70 0.68 1.05 0.63(46) 1.10(37)

Co2 6g 1.55 0.10 0.83 1.48(5) 0.72(5)

Co3 6h(1) 1.73 0.42 0.94 1.65(3) 0.98(3)

Co4 6h(2) 1.39 0.00 0.70 1.48(5) 0.72(3)

Co5 12 j 1.64 0.71 0.99 1.65(3) 0.98(3)
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4.2.3 Substitutions in Mn2Co3Ge

With a new magnetic system in hand, and an understanding of the origin of

the discrepancies, improvements to the material using substitution method

were attempted. Alternatives to expensive Ge had already been proposed in

paper III, with especially Al and Ga being interesting candidates due to the

magnetic anisotropy energy being relatively large. Synthesis of Mn2Co3Al

was unsuccessful as the Heusler phase MnCo2Al formed instead. Synthesis

of Mn2Co3Ga also did not succeed as it primarily formed MnCo with a small

amount of Heusler. It was possible to synthesise Mn2Co3Si, but this material

had significantly smaller magnetic moment than the Ge-based system.

Instead, attention was turned to replacing Co. This was first attempted with

Mn, as a homogeneity range had previously been seen. As was discussed for

the Mn3Co20B6 system, the possibility that additional Mn might help stabilise

the ferromagnetic state was also of interest. The anti-ferromagnetic coupling

seemed to be strengthened in this system as the ferromagnetic region in tem-

perature narrowed, and the magnetisation decreased, as seen in figure 4.15.

The narrowing of the temperature region did provide a potential application

within magnetocalorics, as this transition region would permit a phase tran-

sition to take place rather quickly, an essential feature for a magnetocaloric

material.

Figure 4.15. In a) the magnetisation versus temperature curves in a magnetic field of

0.01 T are shown. The magnetisation versus field curves for 2 K and 200 K are seen in

b) and c) respectively. d) shows the change in isothermal magnetic entropy at different

fields.
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4.3 Unexpected structures

New materials have successfully been developed using the substitutional ap-

proach as well as theoretical screening. During the development of these ma-

terials, however, new stable systems were discovered. This section will cover

this final method of finding new potential material systems to work with.

4.3.1 A new variant of the X-phase

During the initial synthesis attempts of Mn2Co3Ge an excess of Mn content

was used, as this element often evaporates during alloy syntheses. It was noted

that increasing amounts of Mn reduced the amount of the main competing

phase, MnCo2Ge. Up to 3 wt.% also increased the amount of the MgZn2-

type phase, and as a result larger quantities were used in the hopes of further

improvements. Beyond the 3 wt.% of excess Mn however, there was little

to no increase in the phase purity and at 7 wt.% excess Mn new reflections

appeared which was determined to be a new phase.

The two samples of the system crystallised in the orthorhombic space group

Pnnm with stoichiometries Mn14Co16.2(3)Ge6.8(3) and Mn14.9(5)Co15.5(4)Ge6.6(2).

A large degree of ordering was observed for the various elements, with Mn, Co

and Ge all having preferred sites, whilst the intermixing was contained on the

high multiplicity sites of 8h. The interatomic distances for the atoms were be-

tween 2.33(1) and 3.01(1) Å, with the majority of the distances being between

2.60 and 2.85 Å. As Mn moments often first exhibit ferromagnetic ordering

when the distances are above 2.9 Å, it was not expected to be ferromagnetic at

room temperature, and no indications of this were seen.

4.3.2 New Ce based structures

In paper VII synthesis of Fe/Mn and Co/Mn based Th2Ni17-type structures,

and Co/Mn and Ni/Mn based ThMn12-type structures were attempted. Instead

of producing the desired phases, however, the diffraction patterns indicated

multiphase systems, or new potential structures. For the Fe/Mn based sys-

tem a match with the diffraction pattern was found with the structure-type

Nd3(Ti0.21Fe0.79)6Fe23, as seen in figure 4.16. This system is a member of the

monoclinic space group P21/c with unit cell parameters a = 10.5751(1) Å, b =

8.5396(1) Å, c = 9.6915(1) Å and β = 96.877(1)◦. Attempts to synthesise the

same structure with Co failed, as seen in figure 4.17. As all reported instances

of the structure, except one, consist of Fe, it is likely that Fe along with the

VEC plays a significant role in stabilising the structure.

The Co/Mn alloy adopted an ordered version of the Ce(Ni,Mn)11 struc-

ture type, space group P4/mbm with a = 8.2030(1) Å and c = 4.7152(1) Å.

This structure-type was also seen for other syntheses of the system where the

amount of it was determined by the Mn-content. For CeCo14Mn3 the alloy
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mainly formed the Th2Zn17-type structure while larger amounts of Mn re-

sulted in the formation of the Ce(Ni,Mn)11-type structure. The Ni/Mn system

crystallised in the disordered version of the Ce(Ni,Mn)11-type structure with

unit cell parameters a = 8.3667(2) Å c = 4.9225(1) Å.

Figure 4.16. Model refinements of the XRD data for Ce2Fe11Mn6.

Figure 4.17. Model refinements of the XRD data for Ce3Co21Mn8.
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The low-field magnetisation versus temperature and field dependent mag-

netisation curves of the materials are presented in figure 4.18. The Fe/Mn

compound showed indications of a ferrimagnetic ordering with a transition

temperature above 400 K, and a magnetisation at 10 K with a 2 T applied

field of 3.7 μB/f.u. Considering the interactions seen for Ce2Fe17 and the

large range of interatomic distances, this magnetic configuration is not sur-

prising. The Ce(Ni,Mn)11 based systems both showed indications of being

canted anti-ferromagnets, which resulted in the low magnetisation seen for

the systems. The Co/Mn system reached a magnetisation of 0.6 μB/f.u., with

a transition temperature above 400 K, while the Ni/Mn system did not even

reach 0.1 μB/f.u. and transitioned at around 300 K.

Figure 4.18. Magnetisation curves versus temperature for the Fe/Mn, Co/Mn and

Ni/Mn based Ce alloys in a 0.01 T applied magnetic field are seen in a). Magnetisation

versus applied field curves at a temperature of 10 K are seen in b).
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5. Summary and conclusions

"And if one day she comes to you

Drink deeply from her words so wise

Take courage from her as your prize

And say hello from me"

-Uriah Heep

Several approaches to find, tune and synthesise new magnetic materials

have been explored. Focussing on the crystal structure itself, several materials

were synthesised based on chemical intuition using substitutional methods, di-

rected by theoretical calculations or found by careful examination of data from

assumed synthesis failures of other materials.

The substitutional method was first applied in two systems the high-entropy

alloy system AlCoCrFeNi as well as the Cr23C6-based system Mn3Co20B6. In

AlCoCrFeMnNi, a random distribution of the substituting element, Mn, was

attempted in increasing amounts and resulted in a significant improvement in

the saturation magnetisation, but at the cost of a lower stability of the phase.

While it did not exceed already established systems, such as Alnico, the in-

clusion of Mn, an element not used in Alnico, does show a potential avenue

to increase magnetisation. In Mn3Co20B6, specific sites were targeted in an

attempt to control Mn distances and avoid the anti-ferromagnetic interactions.

This was only partially successful as, while the targeted sites were generally

occupied by Mn, a large degree of intermixing was seen. The overall magnetic

structure assumed a ferrimagnetic orientation, which theoretical calculations

indicated would still have occurred had the targeted substitution succeeded

perfectly. In fact, the calculations indicated that some intermixing was benefi-

cial for stabilising a ferromagnetic state.

Theoretically screened searches resulted in the material Mn2Co3Ge being

brought to light. There were several discrepancies between the predicted and

observed properties of the material. While Mn2Co3Ge was magnetic, the sat-

uration magnetisation and Curie temperature were much lower than expected

and the material also lost the ferromagnetic structure at lower temperatures.

Another discrepancy was found in regards to the stability of the ordered and

the disordered structure, where an ordered structure was expected to be much

more stable than the disordered. This was resolved using neutron diffraction,

which revealed a new ordered structure and complex interactions between Mn

atoms. Furthermore, additional theoretical calculations indicated that temper-

ature had a larger effect on the magnetic properties than previously expected.
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The substitutional method was also applied in an attempt to reduce the amount

of the more expensive materials present. Generally these were unsuccessful,

though additional Mn could be used to tune the transition temperature, which

could be a potential magnetocaloric material.

New systems based on magnetic elements were discovered while attempt-

ing to synthesise other materials. The new phases in the Mn-Co-Ge based sys-

tem were found due to Mn excess during synthesis of Mn2Co3Ge, while the Ce

based systems arose due to small divergences of Ce content when synthesis-

ing stoichiometric Ce2M17 and CeM12 phases. Different elements played an

important role in which structures formed, as while Ce3(Fe,Mn)29 was formed

with Fe and Mn, Co did not form it, indicating that the VEC likely plays a

large role in determining if some of these structures are formed. None of these

structures showed much promise as applicable magnetic materials, but a better

understanding of them could provide insight into how to tune these systems.

The substitution method, while a potent and very useful approach for tun-

ing the properties in well-known magnetic systems, it needs to be employed

with some care. In some systems, like Mn3Co20B6 and AlCoCrFeMnNi, ran-

domness with some site preferences can be achieved, and while this can lead

to general trends in the properties, specific properties can be hard to control.

For other systems, specific positions such as the Mn sites in Mn2Co3Ge can be

controlled better. Unfortunately, this can also lead to restrictions in what can

actually be substituted while maintaining good properties, as even exchange of

the non-magnetic element in the system failed, or resulted in severely reduced

the magnetic properties.

Theoretical screening can be useful to get an initial indication of the prop-

erties to expect for a system, which can provide an excellent springboard

for other systems. Care must still be taken for this method, as was seen for

Mn2Co3Ge system, which significantly overestimated in properties. Never-

theless, theoretical calculations did hint at underlying properties and ordering,

which required thorough experimental investigation to observe, highlighting

the potential of the approach.

Direct methods to discover new materials are risky but can nevertheless pay

off if smart use of materials is considered, as has been seen with the discovery

of Nd2Fe14B. The new structures could provide a basis for further substitu-

tions or theoretical screening. Theoretical screening can help narrow down the

materials considered and provide hints to other structures,and new structures

can be passed to the theoreticians for further insight. All methods discussed

here should be considered useful tools, and should be opportunistically applied

by the prospective researcher.
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6. Sammanfattning på svenska

"Vandraren har ingenstans att gå, när han kommit fram till slutet"

-Nordman

Magneter spelar en viktig roll i dagens samhälle, där de används vid till

exempel energiproduktion, energiomvandling och datalagring. Det finns dock

relativt få typer av magnetiska material som används till dessa viktiga uppgifter.

Orsaken till detta är att det är väldigt svårt att hitta material som har de nöd-

vändiga egenskaperna för de applikationerna. Det är många parametrar som

avgör hur bra ett magnetiskt material är, till exempel magnetisering, och den

temperatur vid vilken materialet ordnar sig ferromagnetiskt, också kallat Curie-

temperaturen. Dessa parametrar påverkas av vilka grundämnen som materi-

alet består av, vilken kristallstruktur det har och dess mikrostruktur. I den här

avhandlingen undersöks olika sätt att hitta nya magnetiska material genom att

ändra på grundämnen, och söka nya kristallstrukturer. Den första av metoderna

är substitutionsmetoden, där några atomer i specifika strukturer blev utbytta

mot ett annat grundämne. Detta är en vanlig metod att ändra på egenskaperna

av ett material, till exempel i stål, där styrkan kan ökats beroende på vilka

grundämne som substitueras in. Nyligen har datautvinning eller ”data-mining”

börjat bli en ny metod att hitta nya strukturer. Genomsökning av en databas

och uppskattning av egenskaper utifrån teoretiska metoder kan några struk-

turer föreslås som potentiella användbara material.

Först undersöktes substitutionsmetoden, där några atomer i specifika struk-

turer blev utbytta mot ett annat grundämne. I AlCoCrFeMnxNi blev mangan

introducerat i strukturen. Mangan är inte magnetiskt själv då interaktioner

mellan manganatomerna inte tillåter ferromagnetisk ordning, men när dessa

interaktionerna undviks har den potential att uppvisa större magnetisering än

järn. Detta observerades också i AlCoCrFeMnxNi där magnetiseringen ökade

med ökande mängd mangan, dock blev systemet mer instabilt och Curietem-

peraturen blev lägre. I Mn3Co20B6 gjordes försök att introducera mangan på

specifika positioner. Detta undersöktes med neutrondiffraktion, där resultaten

påvisade att det delvis lyckades. Mangan föredrog de två positioner i struk-

turen de avsågs för, men fanns även på andra positioner i systemet. Mangan

bidrog med det högsta magnetiska momentet i systemet, relativt till mäng-

den. Den magnetiska strukturen var ferrimagnetisk, och teoretiska beräkningar

visade att även om mangan bara hade varit på de avsedda positionerna hade

den ferrimagnetiska ordningen bestått. Beräkningarna antydde också att man-

gan på andra positioner faktisk stabiliserade en ferromagnetisk struktur, och en
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kontrollerad blanding på positionerna skulle kunna vara gynsam för de mag-

netiska egenskaperna. Substitioner av mangan kan därför vara ett bra sätt att

öka magnetiseringen, dock med risk för minskande termisk stabilitet.

Efter screening av många material genom undersökningar med teoretiska

beräkningar hittades Mn2Co3Ge som en möjlig kandidat för magnetiska app-

likationer. Tyvärr var både magnetiseringen och Curietemperaturen lägre än

väntat och alltså inte lika optimistiska som beräkningarna antydde. Orsaken

till detta antogs ursprungligen vara att Co och Ge inte blev perfekt ordnat

som väntat från beräkningarna. Det undersökta provet visade sig ha en an-

nan struktur, med större dimensioner, än den teoretiska. Det berodde på en

skillnad i ordningen av Co och Ge. I den magnetiska strukturen hade alla Co

atomerna liknande magnetisering, medan magnetiseringen för Mn varierade

beroende på dess omgivning i kristallstrukturen. Nya beräkningar gjordes där

temperaturfluktuationer tilläts, och det passade bra för alla Co atomerna. Vid

lägre temperatur blev den ferromagnetiska strukturen omvandlad till en he-

lixstruktur med väldig komplicerade interaktioner mellan Mn atomerna. Vid

den lägsta temperaturen där termiska fluktuationer nästan inte existerar, sågs

en bra överensstämmelse med de ursprungliga beräkningarna, även om struk-

turen inte var ferromagnetisk vid den temperaturen. Systemet var alltså mer

känsligt för temperaturpåverkan än väntat och detta påverkade beräkningarna.

Då Mn-halten i materialet ökas, sänks Curietemperaturen, och skulle då kunna

användas som ett magnetokaloriskt material, ett material som kan används till

magnetisk kylning. Mn2Co3Ge är ett interessant nytt material som har poten-

tial att användas till, inte bara magnetisk kylning, utan även ett modellsystem

för att förstå mangans kemi och magnetism. En god förståelse av Mn krävs

för att ge bra föreslag till teoretiska beräkningar för system med Mn. En god

förståelse kan också göra det lättare att veta vilka system det kan finnas nya

användningar till.

Nya material blev också upptäckta vid syntesförsök av andra strukturer.

Försök att syntetisera Mn2Co3Ge resulterade i materialen Mn14Co16.2Ge6.8

och Mn14.9Co15.5Ge6.6. Dessa har en sällsynt struktur som bara har observer-

ats i två andra fall. Tyvärr var dessa inte magnetiska, vilket nog berodde

på den stora mängd av mangan med litet avstånd dem emellan. Några Ce-

baserad strukturer hittades under syntesförsök av två andra strukturtyper med

Ce:metall i förhållande 1:12 eller 2:17. I järn/mangan systemet var det istäl-

let strukturen Ce3(Fe0.638,Mn0.362)29 som sågs. Det var en kombination av

1:12 och 2:17 systemen och hade tecken på ferrimagnetisk struktur med en

hög Curietemperatur. Då dess magnetisering var låg, är den inte användbar i

nuläget. Kombinationer av substitutionsmetoden och beräkningsmetoder kan

möjligen förbättra egenskaper och göra materialet intressant i framtiden. Flera

andra system med Ce undersöktes och intressanta strukturer erhölls. Dock var

de magnetiska egenskaperna för dåliga för användning i potentiella applika-

tioner. Dessa nya system kan dock bli intressanta att undersöka med teoretiska

beräkningar för att hitta andra nya magnetiska material med bättre egenskaper.
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Sammanfattningsvis så har olika sätt att hitta nya magneter studerats. Både

substitutioner i kända stukturer och material hittade med teoretiska metoder

resulterade i intressanta resultat. Huvudbudskapet från detta är att man alla

metoderna borde användas sammantaget, då de fungerar bäst tillsammans.
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