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With the success of silicon (Si) solar cell technology, research and development on higher efficiency multijunction solar cells is gaining much attention. Tandem cells with a perovskite top cell and a Si bottom cell show particular potential. However, the optical modeling of such devices is complicated by the broad range of length scales involved; the optically thin layers and nanoscale features of a perovskite solar cell require some version of wave optics or even full field electromagnetic (EM) calculations, while the micrometer scale structuring and large dimensions of Si cells are much more manageable using geometrical (ray) optics. In the present work, a method for combining EM and ray optical calculations is developed and described in detail, with examples provided in the software Comsol Multiphysics. For regions with thin films or nanoscale features, EM wave calculations are performed using the finite element method. These calculations provide the phase and amplitude of the waves diffracted into different orders, of which only the regular reflection and transmission are typically of relevance for nanoscale periodicity. In the ray optics simulation, the corresponding regions are implemented as diffracting interfaces, with deterministic transformations of the Stokes vector components according to the EM wave calculations. Meanwhile, the absorbed intensity of intersecting rays is recorded. The method is applied to separate perovskite and Si solar cells and to a few tandem solar cells of relevance for two- versus four-terminal configurations. Corrections for strongly absorbing media in the ray tracing algorithm, which use generalized versions of the Fresnel coefficients, Snell’s law and the Beer-Lambert law, are also evaluated. In a typical Si solar cell with a front surface structure of inverted pyramids, such corrections are found to reduce the absorption by up to 0.5 percentage units compared to a conventional ray tracing calculation. The difference is concluded to originate mainly from reduced absorption rates of inhomogeneous waves, rather than from enhanced escape probabilities for (quasi-) trapped rays at the Si front surface. The method is further applied to evaluate the effects of a plasmonic nanoparticle array, embedded in a perovskite solar cell stack that is located directly on the microstructured Si surface.
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1 INTRODUCTION

The wave-particle duality of light can be connected to small and large length scales, where the full physics of electromagnetic (EM) waves must be considered on length scales near or below the wavelength, while the behavior of light is well described by particle-like rays on the large scale. Full field EM calculations account for the electromagnetic field components, including their phases, coherent interaction, and deviations from propagating wave solutions in the near-field region around scattering objects, such that precise solutions to Maxwell’s equations are obtained. Rays, on the other hand, are localized representations of pure propagating wave solutions to Maxwell’s equations. At a given instant in time, each ray can be associated with a position, propagation direction, intensity and polarization, and via ray tracing techniques, the ray trajectory and interaction with its environment can be calculated. To fully represent ray polarization, including randomly polarized (unpolarized) states, the four component Stokes vector can be used. Thereby, the ray approximation can be very useful in applications involving large structures, where full EM wave calculations are impractical due to the computational demands.

Perovskite-silicon tandem solar cells involve both large and small scale structures, where light trapping can play a significant role for the performance (Schneider et al., 2014; Jošt et al., 2018; Jäger et al., 2020). Because of the weak absorption in Si and the consequently thick (~100 µm) Si layers used in a Si bottom cell, full EM wave calculations become computationally expensive for the whole optical domain and are usually replaced or complemented by other methods. Indeed, ray tracing has long been the method of choice for optical modeling of Si solar cells (Yablonovitch, 1982; Brendel, 1995; Rodriguez et al., 1997). Meanwhile, the thin (~1–~100 nm) layers of the perovskite solar cell (PSC), contact stacks and any parts of the device with dimensions on the order of the wavelength or below, require a more refined EM wave treatment for accurate results. A multiscale approach for bridging EM wave optics and ray optics in different parts of the tandem device is thus attractive.

Varying approaches to the multiscale problem in solar cells have been implemented, (Rothemund et al., 2013; Tucher et al., 2015; Lokar et al., 2018; Tucher et al., 2018; Sanbergen et al., 2017) often using some combination of the transfer matrix method (Byrnes, 2016) for one dimensional (1D) modeling of EM wave optics, with 2D or 3D ray optics for the larger scale (Lipovšek et al., 2011; Holst et al., 2013). This situation is schematically illustrated in Figure 1A. If periodic surface structures are considered, as illustrated in Figure 1B, diffraction into discrete forward and backward directions result. These can produce a computationally manageable number of diffraction orders if the pattern period is sufficiently small, (Mellor et al., 2011; Rothemund et al., 2013) permitting the ray optics calculation to be performed in a deterministic manner. Rather than assigning the outcome of interactions stochastically, the ray intensity is then divided and distributed over the diffraction orders according to calculated diffraction amplitudes. In the simplest, small grating limit, these amplitudes agree with the reflectance and transmittance of the structure, where the reflected ray direction is obtained from the law of reflection, and the refracted direction from Snell’s law. Finally, scattering into a continuum of directions by arbitrary, non-periodic small scale structures may also be considered, as illustrated in Figure 1C. In this case, the surface scattered rays are usually assigned through an approximate analytical model for the bidirectional scattering distribution function, (Jäger...
et al., 2012) of which the uniform Lambertian distribution is a common choice. More specific analytical functions or interpolated data from model calculations can alternatively be used, although the latter may entail full EM wave calculations for a much larger geometrical domain and a squared number of angles compared to the case of a discrete diffraction grating. A probabilistic approach such as the Monte Carlo method, or binning into discrete directions, (Tucher et al., 2015) is then typically used to limit the number of scattered rays for the ray tracing calculation.

In the present work, a method is presented for combining periodic small scale features modeled by EM wave calculations, with an overall geometry modeled by ray tracing. In the small scale part, illustrated by the dashed box in Figure 1B, periodicity is assumed in the surface plane and the finite element method (FEM) with Floquet boundary conditions is used for 3D modeling, as implemented in the electromagnetic wave module of the software from Comsol Multiphysics. The resulting grating structure gives rise to discrete diffraction orders. For simplicity, structures where only the lowest order diffraction is allowed are considered in this work, but the model may readily be generalized to account for larger periods by the inclusion of higher diffraction orders. Randomly organized small-scale structures may also be accommodated as long as an effective medium approximation is valid. Thus periodic nanostructures and any number of thin layers can be accommodated as an interface layer on larger (>10 μm) periodic or non-periodic structures, as further illustrated in Figure 2.

Applied to the case of a simple, planar stack, this approach will provide the precise optical response by releasing and tracing a single ray and its secondary rays until extinction. When the optical path length depends on the initial ray position, as for a microstructured solar cell, statistics obtained for a large number of rays is on the other hand usually desired. For instance in Figure 2A, the periodic inverted pyramid structure at the Si front surface produces different ray traces depending on the points of intersection, and a relatively large number of rays must be traced to determine the average absorption in the Si solar cell.

The use of the model is illustrated by its application to perovskite-Si tandem cell geometries of relevance for two-terminal (2T) and four-terminal (4T) configurations, as well as to a tandem cell with a nanopatterned layer in the form of a gold nanoparticle array, see further Figure 3. While there are many specialized software available for ray tracing applications, Comsol Multiphysics can be used to combine a very broad range of physics, for instance including thermal and semiconductor physics of relevance for solar cells (Gauthier and Hägglund, 2020). It deploys a powerful approach to geometrical optics based on Stokes vector formalism and non-sequential wavefront tracing, (Mizuyama, 2017) with a convenient implementation of corrections for absorbing media. The latter are of some relevance since refraction and reflection at oblique angles between lossy media produce inhomogeneous waves with the planes of constant amplitude deviating in orientation from the planes of constant phase (Dupertuis et al., 1994a; Dupertuis et al., 1994b; Chang et al., 2005). As a further application of the presented method, this often neglected aspect for the absorption in regular Si solar cells is briefly evaluated and discussed. The main goal of the present work is to provide an accessible method for the optical modeling of tandem solar cells.
on the length scales of importance, with a detailed description of
the method implementation accompanied by executable
simulation files.

2 MATERIALS AND METHODS

The typical tandem cell configurations considered in this
work are illustrated in Figure 3. The optical constants of all
materials used in the calculations are described below and
also provided as tabulated data files in the Supplementary
Material. Examples of executable Comsol Multiphysics
model files are also provided in the Supplementary
Material.

2.1 Perovskite Solar Cell Definition

The layers of the perovskite solar cell are summarized in
Table 1. The front glass is modeled based on the Pilkington
TEC15 glass, of 1.8 mm thickness. This soda lime glass has a
conductive F:SnO2 (FTO) layer with a sheet resistance of 15 Ω/□.
The thicknesses and optical constants of the transparent
conductive stack were provided by Chen (2010). The layers
were found to consist of 28.7 nm SnO2, 22.2 nm SiO2 and 353.3 nm
FTO, with an estimated surface roughness of 27.3 nm. The
interfacial roughness resulting from this is in the present
work taken into account using the two-component
Bruggeman effective medium approximation (EMA), with the
optical constants of the surrounding layers as inputs (Niklasson
and Granqvist, 1984). The filling and depolarization factors are
assumed fixed at 0.5 and 1/3, respectively. To determine the
physically correct root from the Bruggeman equation, the
Wiener bounds are used as described by Jansson and Arwin
(1994). Thus the EMA-1 layer in Table 1 models a mixture of
FTO and nickel oxide. Similarly, EMA-2 models a layer of
perovskite and C60, and EMA-3 that of IZO and EVA.

Additional materials in the PSC stack included 10 nm nickel
oxide (NiO) with optical constants from Ghosh, (Ghosh et al.,
2015) 15 nm C60 using data from Horiba Scientific, (Horiba
Scientific, 2015) and 210 nm indium-zinc-oxide (IZO) as the
back contact, here roughly approximated by a Cody-Lorentz
oscillator (Ferlauto et al., 2002) fitted to a spectroscopic
ellipsometry measurement of In2O3 (see further the tabulated
data file provided in the Supplementary Material).

For the perovskite absorber layer, the optical properties of a
mixed halide metal perovskite [(FACs)Pb(BrI)3] were modeled
using three Kramers–Kronig consistent Forouhi-Bloomer
oscillators, (Horiba Scientific, 2006; Löper et al., 2015) adapted
to roughly match the bandgap (1.55 eV) and measured quantum
efficiency of a (non-optimized) bare top cell prepared by the solar
cell company Evolar AB. In this adaption, the thicknesses of some
of the layers in the stack were slightly adjusted to improve the
fit to experimental data, see further Table 1.

In the case Au nanoparticles were included in the PSC model,
the optical constants for Au were taken from Weaver and
Frederikse (Weaver et al., 2002) and used without accounting
for surface scattering or other corrections for the nanoscale
dimensions.

2.2 Si Solar Cell Definition

The PERC type Si solar cell is common in production, (Green
et al., 2021) and is therefore chosen as a starting point for the
bottom cell here (see Table 2). In the calculations, a Si absorber
layer of 180 µm thickness is assumed unless otherwise stated. The
Si optical constants are taken from Herzinger, (Herzinger et al.,
1998) although some results were also reproduced using the

### Table 1: PSC stack, from front to back, including surrounding media.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>FTO glass</td>
<td>1.8 mm</td>
</tr>
<tr>
<td>SnO2</td>
<td>FTO stack</td>
<td>28.8 nm</td>
</tr>
<tr>
<td>SiO2</td>
<td>FTO stack</td>
<td>22.2 nm</td>
</tr>
<tr>
<td>FTO</td>
<td>FTO stack</td>
<td>353.3 nm</td>
</tr>
<tr>
<td>EMA-1 (FTO-NiO)</td>
<td>Roughness</td>
<td>27.3 nm</td>
</tr>
<tr>
<td>NiO</td>
<td>PSC front</td>
<td>10 nm</td>
</tr>
<tr>
<td>(FACs)Pb(BrI)3</td>
<td>Roughness</td>
<td>425 nm</td>
</tr>
<tr>
<td>EMA-2 (C60-Perovskite)</td>
<td>Roughness</td>
<td>50 nm</td>
</tr>
<tr>
<td>C60</td>
<td>PSC back</td>
<td>15 nm</td>
</tr>
<tr>
<td>IZO</td>
<td>PSC back</td>
<td>210 nm</td>
</tr>
<tr>
<td>EMA-3 (IZO-EVA)</td>
<td>Roughness</td>
<td>50 nm</td>
</tr>
<tr>
<td>EVA</td>
<td>Sealing</td>
<td>400 µm</td>
</tr>
</tbody>
</table>

*The layers between the front glass and the EVA define the PSC small scale region for which full EM wave calculations are performed.*
TABLE 2 | Si solar cell layers, from front to back.

<table>
<thead>
<tr>
<th>Layer*</th>
<th>Type</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVA</td>
<td>Sealing</td>
<td>400 µm</td>
</tr>
<tr>
<td>SiN_x</td>
<td>ARC</td>
<td>80 nm</td>
</tr>
<tr>
<td>Si</td>
<td>Absorber</td>
<td>180 µm</td>
</tr>
<tr>
<td>SiO_2</td>
<td>Back contact stack</td>
<td>200 nm</td>
</tr>
<tr>
<td>Al</td>
<td>Back contact stack</td>
<td>Thick</td>
</tr>
</tbody>
</table>

*The front SiN_x layer and the back SiO_2/Al layers, define different small scale regions for which full EM wave calculations are separately performed.

Tabulated refractive index and absorption coefficient from Green, at 300 K (Green, 2008). The Si front surface is assumed to be structured with a regular array of inverted pyramids of base 10 µm and depth 7.07 µm, giving the characteristic 54.7° etch angle between the top (100) surface plane and pyramid (111) sides. For simplicity, metal contact fingers and flat surfaces in-between or at the base of the pyramids are neglected in the calculations. Silicon nitride (SiN_x) with a thickness of 80 nm is assumed as a passivating and antireflective coating (ARC) on top of the Si structure (Fell et al., 2015). The SiN_x optical constants were obtained by fitting a Kramers–Kronig consistent Cody-Lorentz oscillator function to data from Duttagupta, (Duttagupta et al., 2012) considering the case for a NH_3/SiH_4 ratio equal to 3 (c.f. data file in the Supplementary Material). The front of the Si cell is assumed to be sealed with a 400 µm thickness layer of EVA polymer, using the optical properties reported by Vogt for conventional EVA (Vogt et al., 2016). Finally, the back contact is modeled as a planar 200 nm SiO_2 layer on Al, (Fell et al., 2015) with optical constants from (Herzinger et al., 1998) and (Smith et al., 1997), respectively.

2.3 Electromagnetic Wave Calculations

For stacks of thin layers and nanostructured materials, the EM fields must be calculated with phase for an accurate description. This is done in separate 3D models for each of the small scale regions defined in Table 1, 2, prior to the ray optics calculations. For stacks of only uniform, homogeneous layers, 1D calculations by for instance the transfer matrix method are fully sufficient. However, when layers are rough or deliberately structured, modeling in 2D or 3D can be required. A full 3D EM wave model is therefore developed and implemented by the finite element method, using the electromagnetic waves, frequency domain module of Comsol Multiphysics. An example Comsol model file is included as Supplementary Material.

In these calculations, light is considered incident on a stack of layers with a structure of lateral periodicity W. Some of the intensity will be refracted and reflected at angles independent of W, as described by the law of reflection and Snell’s law. Beyond this zeroth order diffraction, first order diffraction occurs when the wavelength \( \lambda < nW \), with \( n \) being the refractive index of the medium diffracted into. The minimum wavelength in terrestrial sunlight is about \( \lambda = 300 \) nm and for dielectrics 1.3 < \( n < 3 \). Then, \( W \) must exceed 100 nm for first order diffraction to occur. For a semiconductor such as Si, \( n \) is on the other hand up to 7 and \( W > 53 \) nm is enough to result in some first order diffraction when \( \lambda > 300 \) nm. Note, however, that for a multilayered stack, where one or more layers are periodically structured, it is only the refractive indexes of the surrounding media that determine which orders of diffraction may couple out of the structure. Therefore, in many situations, only regular reflection and refraction need consideration for nanostructured materials. In the present work, a periodic unit cell is chosen with \( W = 12 \) nm for all EM wave calculations, mainly for practical (meshing related) purposes.

Full EM wave calculations were separately performed for the small scale regions corresponding to the PSC, the SiN_x ARC, and the SiO_2/Al back contact stack (Table 1, 2), to determine the absorptance of each individual layer, and the reflectance and transmittance into the surrounding media. The phases of reflected and transmitted waves were also obtained. To cover all pure (s- and p-) polarized states, calculations were performed for both incident transversal electric (TE) and transversal magnetic (TM) waves, for wavelengths from 300 to 1,200 nm in steps of 10 nm, and for angles of incidence (\( \theta \)) from 0 to 88° in steps of 2°. Incidence from both the front and back of the stack were considered in separate calculations, together covering the full range of 0 ≤ \( \theta \) ≤ 180°.

Using a PC with 16 GB RAM and an Intel Core i7-7700 processor at 3.6 GHz and depending on the requirements for the meshing, the solution time varied between 3 and 9 s per wavelength and angle of incidence. This summed up to a total solution time between 14 and 40 h when considering all combinations of the conditions specified above.

2.3.1 Boundary Conditions

Periodicity was simulated at the varying angles of incidence by invoking Floquet boundary conditions for all domain boundaries orthogonal to the planes of the stack. Cartesian perfectly matched layers (PMLs) were used to simulate semi-infinite extent of the surrounding entrance and exit media, with scattering boundaries as the external terminations (Comsol Multiphysics, 2021a). To account for the dependence of projected wavelength components on \( \theta_i \), the front PML used a coordinate stretching scaling factor of \( 1/\cos(\theta_i) \). Similarly, the back PML used a scaling factor based on the refraction angle obtained from Snell’s law when considering the refractive indices of the entrance and exit media. The scaling factor was limited to 100 to avoid numerical issues.

2.3.2 Meshing

The bulk of the geometry was meshed using tetrahedral elements with a maximum size adapted to the minimum wavelength in the different parts of the stack, for instance below 6 nm in the high refractive index Si part of the structure. The PMLs used elements swept from the boundary elements of the tetrahedral mesh along the stack normal, and was divided into 30 slices distributed according to an exponential distribution where the spacing was close (~1 nm) next to the bulk of the model and more sparse further away. For calculations with Au nanoparticles, a mesh size down to 0.03 nm was deployed in the high field regions defined by the nanoparticle surface curvature and the incident electric
field, such that energy was conserved to within ~0.1% in the simulations.

### 2.3.3 Ports and Paddings

Homogeneous plane waves of defined polarization, angle of incidence $\theta_i$ and vacuum wavelength $\lambda$, were launched from an entrance (source) port defined on an artificial plane in the entrance medium, see Figure 4. Similarly, an exit (detector) port was defined in the exit medium. The port reflectance ($R_p = I_{ri}/I_{pi}$) and phase ($\phi_i$) were then obtained on the entrance port and the port transmittance ($T_p = I_{rpi}/I_{pci}$) and phase ($\phi_i$) on the exit port. $R_p$ and $T_p$ differ from the reflectance and transmittance across the front and back surfaces of the stack in the case of absorbing entrance and exit media. The stack absorptance ($A_p$) defined in relation to the source intensity at the entrance port, is readily obtained by a volume integration of the electromagnetic loss rate. When dealing with absorbing entrance or exit media, however, two issues need to be considered:

1. Volume integration of the absorption may suffer in accuracy next to a source boundary, where fields are discontinuous.
2. At high $\theta_i$, the reflectance and transmittance suffer in accuracy when integrated on boundaries between two different media.

To address these issues, padding layers are introduced between the entrance/exit ports and the front/back interfaces of the stack. The paddings are chosen small enough (here 20 nm) to transmit substantial intensity at all wavelengths, see further Figure 4.

To derive the reflectance and transmittance when the entrance and exit media are absorbing, the absorption in the front and back padding layers ($A_{fp}$ and $A_{bp}$ relative the entrance port intensity), are needed. While the absorption in the back padding can be accurately integrated, absorption in the front padding is problematic due to the source field on the bounding entrance port. Instead of integrating to determine $A_{fp}$, the variable $y$ is defined as the absorbed fraction of a wave propagating through the front padding in either direction (right or left in Figure 4), at a given angle and polarization. The reflectance $R$ at the front interface is sought with respect to the incident intensity $I_i = yI_{pi}$, and the transmittance $T$ at the back interface with respect to the same intensity. Also, the stack absorptance $A$ as well as the absorption in individual layers with respect to $I_i$ should be found. Tracing the waves through the front padding, one obtains the stack reflectance;

$$R = \frac{I_r}{I_i} = \frac{I_{ri}/y}{I_{pi}} = \frac{R_p}{y^2}$$

Considering the absorption loss in the back padding, the transmittance becomes,

$$T = \frac{I_t}{I_i} = \frac{(A_{bp} + T_p)I_{pi}}{yI_{pi}} = \frac{A_{bp} + T_p}{y}$$

Similarly, absorptance in the stack and analogously in its individual layers, is obtained from,

$$A = \frac{A_p}{y}$$

To determine $y$, energy conservation at the front interface of the stack gives,

$$yI_{pi} = R_yI_{pi} + (A_p + A_{bp} + T_p)I_{pi}$$

Substituting $R = R_p/y^2$, this results in the two roots,

$$y = \frac{1}{2} \left[ A_p + A_{bp} + T_p \pm \sqrt{(A_p + A_{bp} + T_p)^2 + 4R_p} \right]$$

where only the positive sign is valid in lossy media where $0 < y < 1$. Taken together, this leads to,

$$A = \frac{2A_p}{\left(\frac{A_p + A_{bp} + T_p}{1 + 4R_p}\right)^2 + 1}$$

$$R = \frac{\sqrt{\left(\frac{1 + 4R_p}{A_p + A_{bp} + T_p}\right)^2 - 1}}{\sqrt{\left(\frac{1 + 4R_p}{A_p + A_{bp} + T_p}\right)^2 + 1}$$

$$T = \frac{2(A_{bp} + T_p)/\left(\frac{A_p + A_{bp} + T_p}{1 + 4R_p}\right)^2 + 1}{1 + 4R_p}$$

By definition, $A + R + T = 1$. Thus, to evaluate energy conservation of the FEM model, it is better to study the behavior in a closely related geometry with non-absorbing entrance and exit media, and ensure that $A_p + R_p + T_p = 1$ holds up well. In the present case, energy is usually conserved to within 0.1% for all wavelengths, polarizations and angles of incidence considered, including forward and backward propagation.

For the phase difference between TM and TE waves (retardance $\delta = \phi_{TM} - \phi_{TE}$), the additional path lengths through the paddings do not matter, since they add equally to the absolute phases of the waves. Thus the phase difference $\delta_i$ for reflected waves at the front surface of the stack is evaluated on the entrance port, and the phase difference $\delta_i$ for refracted waves at the back surface of the stack, is evaluated on the exit port.
2.4 Ray Optics Implementation

The ray optics module of Comsol Multiphysics version 6.0 is used to build a model for the complete tandem cell here, as described in detail in the Supplementary Material and further illustrated by the provided Comsol model file. Position, wavevector, intensity, phase, wavefront curvature and polarization is traced for each released ray and its secondary rays in the geometry. The polarization, as defined by the Stokes vector, defines the electric field intensity within a local coordinate system attached to each ray, with the x-axis along the direction of propagation, and the y- and z-axes defined by the wavefront curvature (Comsol Multiphysics, 2021b). The 4-component Stokes vector describes the total ray intensity in \( s_0 = I \), while the other components are normalized; \( s_1 \in [-1, 1] \) takes a value of 1 for purely “horizontal” polarization along \( \hat{y} \), and -1 when “vertical” along \( \hat{z} \), \( s_2 \in [-1, 1] \) is 1 for polarization along \( \hat{y} + \hat{z} \) and -1 along \( \hat{y} - \hat{z} \), and \( s_3 \in [-1, 1] \) is 1 for right handed and -1 for left handed polarization.

The transversal axes of the ray coordinate system are arbitrarily oriented in relation to the plane of incidence (PI) of surfaces in the geometry, where the latter is spanned by the direction of ray propagation and the surface normal. Before determining the interaction of a ray with a grating interface, the Stokes vector is therefore rotated an angle \( \theta_{PI} \) such that “horizontal” polarization corresponds to TE polarization and “vertical” polarization to TM polarization for the PI in question. This affects the linear polarized \( s_1 \) and \( s_2 \) components, while \( s_0 \) (total intensity) and \( s_3 \) (degree of circular polarization) remain unchanged. The rotated Stokes vector is given by

\[
\begin{pmatrix}
  s_{0PI} \\
  s_{1PI} \\
  s_{2PI} \\
  s_{3PI}
\end{pmatrix} = \begin{pmatrix}
  1 & 0 & 0 & 0 \\
  0 & \cos(2\theta_{PI}) & \sin(2\theta_{PI}) & 0 \\
  0 & -\sin(2\theta_{PI}) & \cos(2\theta_{PI}) & 0 \\
  0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
  s_0 \\
  s_1 \\
  s_2 \\
  s_3
\end{pmatrix}
\]

(2)

The surface stack reflection is now imposed through a Mueller matrix multiplication, (Comsol Multiphysics, 2021b),

\[
\begin{pmatrix}
  s_{0} \\
  s_{1} \\
  s_{2} \\
  s_{3}
\end{pmatrix} = \frac{R}{2} \begin{pmatrix}
  R_T & R_T & 0 & 0 \\
  R_T & R_T & 0 & 0 \\
  0 & 0 & 2\cos\delta_r & -2\sin\delta_r \\
  0 & 0 & 2\sin\delta_r & 2\cos\delta_r
\end{pmatrix} \begin{pmatrix}
  s_{0PI} \\
  s_{1PI} \\
  s_{2PI} \\
  s_{3PI}
\end{pmatrix}
\]

(3)

where \( R = \sqrt{R_{TE} + R_{TM}} \), \( R_{TE} = R_{TE}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is the TE reflectance as a function of \( \lambda, \theta \), and \( \hat{n}_1 \cdot \hat{n}_2 \) is the scalar product of the direction of propagation and the surface normal (defined such that if \( \hat{n}_1 \cdot \hat{n}_2 > 0 \), the ray is propagating forward through the interface). Because the angle of incidence is limited to the range of 0–90° in the EM wave calculations, different sets of functions are used to cover forward and backward propagation. The reflectance \( R_{TE}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is then obtained by linear interpolation of the data calculated in the EM wave model. The TM reflectance \( R_{TM}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is obtained analogously, while the retardance \( \delta_r(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is obtained by nearest neighbor interpolation rather than linear interpolation to avoid issues across branch cuts. To obtain the partially normalized Stokes vector defined with respect to the direction of propagation and wave front curvature of the reflected ray, an additional rotation, analogous to the first, is finally applied.

Similarly, the partially normalized, transmitted (refracted) Stokes vector is obtained from

\[
\begin{pmatrix}
  s_{0T} \\
  s_{1T} \\
  s_{2T} \\
  s_{3T}
\end{pmatrix} = \frac{T}{2} \begin{pmatrix}
  T_{EE} + T_{TM} & T_{EE} - T_{TM} & 0 & 0 \\
  T_{EE} - T_{TM} & T_{EE} + T_{TM} & 0 & 0 \\
  0 & 0 & 2\cos\delta_t & 2\sin\delta_t \\
  0 & 0 & -2\sin\delta_t & 2\cos\delta_t
\end{pmatrix} \begin{pmatrix}
  s_{0PI} \\
  s_{1PI} \\
  s_{2PI} \\
  s_{3PI}
\end{pmatrix}
\]

(4)

where \( T = \sqrt{T_{TE} + T_{TM}} \), \( T_{TE} = T_{TE}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) and \( T_{TM} = T_{TM}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) are the TE and TM transmittances and \( \delta_t = \delta_t(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is the retardance, calculated in the EM wave simulation for the thin film stack. (Comsol Multiphysics, 2021b)

Finally, absorptance in the stack as a whole or in individual layers is obtained from,

\[
A = \frac{1}{2} \left[ (1 + s_{1PI})A_{TE} + (1 - s_{1PI})A_{TM} \right] \frac{s_{0PI}}{I_0}
\]

(5)

where \( A_{TE} = A_{TE}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is the fraction of TE-polarized light incident on the stack and absorbed in the whole stack or a single layer, \( A_{TM} = A_{TM}(\lambda, \theta, \hat{n}_1 \cdot \hat{n}_2) \) is the corresponding quantity for the TM-polarized component, and \( I_0 \) is the incident light intensity. In the practical implementation of these equations, further described in the Supplementary Material, the interpolation functions for \( R_{TE}, R_{TM}, T_{TE}, T_{TM}, \delta_r, \delta_t, A_{TE}, \) and \( A_{TM} \) are split into two sets, corresponding to the forward and backward directions of ray propagation. If-statements are then used to call the correct set.

2.4.1 Ray Optics Simulations

In the ray optics simulations, the trajectories of rays are calculated as a function of time. Several rays, typically in bundles of 10, are released from quasi-random positions at normal angle of incidence from the front surface of the geometry. These rays are fully polarized, and all rays within the same bundle have the same linear polarization vector, which is varied randomly for each bundle. For microstructured cells, it is here necessary to trace around 200 rays to estimate the average behavior.

During calculations, progress is followed by a number of probes, where the overall ray intensity/power and accumulated sum of absorption, reflection and/or transmission out of the geometry are the most important. This enables energy conservation to be checked continuously. At the end, the accumulated absorption in different parts, as well as the reflectance and transmittance (if any), are exported for statistical analysis.

On the regular PC used for this work, the average solution time was about 2 s/ray, although it was much higher for the longest wavelengths (see further below). This translates to a total solution time of 10 h for 200 rays evaluated at steps of 10 nm in wavelength.
2.4.2 Accuracy and Ray Economy

For long wavelengths, the absorption coefficients in Si and other parts of the geometry are very low, and some rays will propagate a long distance before extinguishing. As the rays split for every reflection/refraction event, their number grows exponentially with time and can easily produce an unmanageable situation. To avoid this and still obtain accurate data, it is therefore useful to implement a threshold intensity, below which rays are cut off as they will no longer contribute significantly to the overall energy balance. In the current model an intensity threshold is set to $I_{th} = 2 \cdot 10^{-7} I_0$, where $I_0$ is the initial ray intensity. When there is very little absorption in the model, the ray power (intensity) will gradually distribute over larger numbers of weaker intensity rays and eventually be cut-off. This affects the accuracy, as up to $N_t$ rays are removed, each carrying $I_{th}/I_0$ of the initial intensity. For instance at 1,200 nm wavelength where $N_t \approx 10^5$, this may contribute with an error of up to $N_t \cdot I_{th}/I_0 \approx 2\%$ in the overall energy balance. More typically, this error is around 0.5\%, and much smaller at shorter wavelengths.

The number of secondary rays (produced by reflection/scattering) are pre-allocated, and a higher number requires more computational resources. It is important to allocate a sufficient number of secondary rays, so that reflections of intense rays are never suppressed in favor of weaker ones towards the end of the simulation. For long wavelengths, especially beyond the bandgap threshold at about 1,120 nm for Si, the requirement for secondary rays increases more or less exponentially with wavelength as the optical path length increases. Statistics for the number of used secondary rays from initial simulations is useful for pre-allocation at each wavelength.

For related reasons it is also important to minimize the distance traveled through non-essential parts of the geometry, as long passage times lead to exponential growth of secondary rays from the many reflection and refraction events of other rays in smaller domains. Assuming a perfectly anti-reflective front surface, internal reflections are suppressed there and the Beer-Lambert law can account for the absorption in the front layer (glass or EVA here). Only a thin layer (10 µm) is then included in the actual ray optics geometry. A very small overestimation of the reflectance arises from the fraction of light that is reflected at the back of the front medium and would have been absorbed in the excluded thick layer of glass or EVA, but is rather counted towards the reflectance.

There are several other factors which together determine the accuracy of the simulation, in particular the maximum time step for the solver. As a reference, the speed of light is in the range of 43–86 µm/ps in Si (for 300–1,200 nm wavelength). With too large time steps, the solver fails to detect internal surfaces in the geometry. For short wavelengths, absorption takes place in about 0.001 ps. On the other hand, it can take several hundred ps to extinguish long wavelength light in Si. To accommodate these different time scales, the maximum time step is limited to 0.01 ps below 600 nm wavelength, 0.1 ps below 800 nm, 1 ps below 1,130 nm, and 5 ps from 1,130 to 1,200 nm.

The spatial resolution of the mesh can be relatively crude, even exceeding the wavelength (~1 µm) in the bulk and down to ~0.1 µm around sharp features/corners of the geometry.

A final important condition, is the overall stopping criterion used for the simulation. Here, the summed intensity of all active rays is used such that the simulation is stopped when less than a small fraction $(10^{-3}$ when $\lambda < 1100$ nm and $10^{-2}$ when $\lambda \geq 1100$ nm) of the initial intensity remains. The error caused is similar to the one introduced by the ray intensity cut-off threshold, i.e., 0.1–1% depending on wavelength.

2.5 Photocurrent Calculations

Photocurrent densities are $(J_{sc})$ calculated under the assumption of perfect internal quantum efficiency. The absorbance $A(\lambda)$, whether in the perovskite or Si absorber layers, and the standard solar photon flux density $N_{ph}(\lambda)$ for the air mass 1.5 global spectrum at 1000 W/m², are numerically integrated using the trapezoidal method:

$$J_{sc} = q_0 \int_{\lambda_{min}}^{\lambda_{max}} N_{ph}(\lambda) A(\lambda) d\lambda$$

Here, $q_0$ is the elementary charge and $[\lambda_{min}, \lambda_{max}]$ is chosen as the range of the calculations, that is, as [300, 1200] nm.

3 RESULTS

3.1 Ray Optics Evaluation

It is useful to monitor the energy balance of simulations, by comparing the incident intensity $(I_0)$ to i) the absorbed $(A)$, reflected $(R)$ and transmitted $(T)$ fractions at the end of the simulation, and ii) to the summed intensity of all active rays that are still propagating in the simulation $(I)$. $A$, $R$ and $T$ should increase monotonically as rays propagate, and their sum should approach 100% after long enough time. Ideally, the propagating ray intensity fraction $I/I_0 = 1 - (A + R + T)$ at every instant of time. A mismatch will arise from intensity lost to rays that are cut-off below the threshold intensity, but deviation may also indicate insufficient pre-allocation of secondary rays, various forms of discretization error in time or space, numerical instability, or bugs. In Figure 5, an example shows the evolution of a few important quantities over time in a PSC-Si tandem cell. As there is no transmittance through the thick Al back contact, the total extinction is given by $A + R$ in this case.

The difference 1 – $(A + R)$ is then compared to the summed up intensity fraction of all propagating rays, $I/I_0$. The discrepancy between the two, and their eventual approach to zero, are important indications of the accuracy in the ray tracing. This accuracy is typically a trade-off with computational time, as controlled by for instance the threshold cut-off intensity and stopping condition for the ray tracing. Figure 5B shows the average deviation of $A + R$ from unity at the end of 200 ray traces for two representative 4T and 2T tandem configurations, and confirms that energy is conserved to ~0.1% for $\lambda < 1100$ nm, and
effect due to the absorbing Si. With these corrections, basic relations such as Snell’s law and the Fresnel coefficients are modified and reflect corresponding to inhomogeneous plane waves form upon refraction at oblique angles at the Si surfaces (Dupertuis et al., 1994a; Chang et al., 2005). Finally, the method of separate EM wave calculations presented in the present work, is applied to account for absorption in the SiNx thin film. Due to assuming periodicity in the EM wave calculations, inhomogeneous plane waves cannot generally be represented unless the lateral extent of the unit cell is large enough to accommodate a full beam profile. This is computationally expensive, especially at high angles of incidence, and in this work only homogeneous waves are considered in the EM wave calculations. Then, for consistency, corrections are not applied to ray tracing combined with EM wave calculations. The Si absorbance curves for the three different cases are shown in Figure 6B and summarized in Table 3, and their differences are highlighted in Figure 6A. These differences are small, but with interesting spectral dependences.

The effect of the correction for absorbing media is studied with a dielectric SiNx, and it is found to reduce the Si absorbance by up to 0.5% in a region around 1,030 nm wavelength (Figure 6B). This is in the shoulder region where the Si absorbance declines due to the decreasing Si absorption coefficient with increasing wavelengths. As a consequence, a higher fraction of the intensity is absorbed in the backside metal layer or lost as it escapes at the front Si/SiNx interface after returning from backside reflection. It can be understood that the correction has a peak-like effect in this wavelength region, since for shorter wavelengths, all light entering the Si is absorbed both with and without correction. Meanwhile with longer wavelengths, as the Si absorption coefficient decreases, the correction becomes less important. This interpretation is supported by a calculation for a thinner, 100 µm thick Si absorber layer, where the maximum difference, shown in Figure 6B, shifts to a shorter wavelength by about 30 nm. Although the correction makes an overall difference in the integrated photocurrent of less than 0.1 mA/cm² here, it is plausible that this would both grow and broaden spectrally with yet thinner absorber layers, since the absorption shoulder would then move further into a spectral region where the Si absorption coefficient is higher. It should be mentioned that a few outliers with more than 5% deviation from energy conservation were omitted in the analysis. These were associated with glitches where the ray intensity increased in an unphysical manner in the corrected runs. This turned out to be connected to a numerical instability associated with low ray intensity in the corrected runs, and could be amended by increasing the intensity cut-off threshold from 2 · 10⁻⁷ to 1 · 10⁻⁵ of the initial intensity value. As a consequence, higher deviation from energy conservation was then observed at longer wavelengths (>1,100 nm), but the effect of the correction stayed similar around 1,030 nm wavelength, thus confirming the observation.

One may conceive of three contributions to the reduced Si absorption in the corrected calculations. First, the external reflection at the SiNx/Si front interface could in principle be enhanced by the correction, although this is not expected when the medium of incidence is non-absorbing. Second, rays

### 3.2 Application to Bare Si Solar Cells

As a reference case, the method is first applied to the bare Si solar cell described in Table 2, structured with inverted pyramids whose insides are coated by 80 nm SiNx serving as an ARC (Fell et al., 2015). The ARC can be modeled in a few different ways. If neglecting absorption in the film, thin film interference effects can be managed directly through the option to add a thin dielectric coating to material discontinuities in the Comsol ray optics module. As a second option, the treatment of SiNx as a dielectric coating is complemented with corrections for strongly absorbing media in the ray tracing algorithm, which have an

![Figure 5](image-url)  
**Figure 5** (A) Time evolution for reflection and absorption in the PSC and Si solar cell layers of a tandem cell, at 1,100 nm wavelength. The PSC absorption occurs mainly in the TCO layers and the initial 10% intensity loss is due to absorption in the glass. (B) Average A + R deviation from energy conservation for 200 rays, with the spread shown as one standard deviation bars.

to ~1% above that. The variability is indicated by the standard deviations. Because of the longer path length through the 400 µm thick EVA in the case of the 4-terminal configuration, the deviation due to ray intensity cut-off is higher for the longer wavelengths in this case.

---

**Table 2**  
<table>
<thead>
<tr>
<th>Material</th>
<th>Absorptance</th>
<th>Reflectance</th>
<th>Transmittance</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCO</td>
<td>0.85</td>
<td>0.15</td>
<td>0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>SiNx</td>
<td>0.90</td>
<td>0.10</td>
<td>0.00</td>
<td>0.99</td>
</tr>
<tr>
<td>Si</td>
<td>0.99</td>
<td>0.01</td>
<td>0.00</td>
<td>0.99</td>
</tr>
</tbody>
</table>

---

**Table 3**  
<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Absorptance</th>
<th>Reflectance</th>
<th>Transmittance</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>99.9%</td>
<td>0.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>400</td>
<td>99.8%</td>
<td>0.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>500</td>
<td>99.7%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>600</td>
<td>99.6%</td>
<td>0.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>700</td>
<td>99.5%</td>
<td>0.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td>800</td>
<td>99.4%</td>
<td>0.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td>900</td>
<td>99.3%</td>
<td>0.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td>1000</td>
<td>99.2%</td>
<td>0.8%</td>
<td>0.0%</td>
</tr>
<tr>
<td>1100</td>
<td>99.1%</td>
<td>0.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>1200</td>
<td>99.0%</td>
<td>1.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

---

**Figure 6A**  
Time evolution for refraction and absorption in the PSC and Si solar cell layers of a tandem cell, at 1,100 nm wavelength. The PSC absorption occurs mainly in the TCO layers and the initial 10% intensity loss is due to absorption in the glass.

**Figure 6B**  
Average A + R deviation from energy conservation for 200 rays, with the spread shown as one standard deviation bars.
corresponding to inhomogeneous waves with a non-zero inhomogeneity angle ($\chi$) between the normal to planes of constant phase (real part of the wave vector), and the normal to planes of constant amplitude (imaginary part of the wave vector), will effectively reduce the absorption coefficient $\alpha_{Si}$ of Si, to $\alpha_{Si} \cdot \cos\chi$ (Chang et al., 2005). This can be understood as a consequence of the direction of propagation no longer coinciding with the direction of attenuation. Third, the correction leads to incomplete total internal reflection at the front surface of the lossy Si (Dahan et al., 2013). This causes (quasi-) trapped light to escape from the cell, since the transmission across the interface is non-zero even beyond the critical angle. To investigate what effect is more important here, ray optics calculations were performed where the reflection from the Si back interface was eliminated via a “freeze ray” boundary condition. The only contribution to the overall reflectance is then from the external, front side reflection, which showed no difference with and without the correction. Meanwhile, the absorptance after a single pass of the 180 µm thick Si layer, showed a 1.5% reduction for the corrected case at 1,030 nm wavelength. Since internal reflections were ruled out, this clearly indicates that the observed difference originates from an effectively reduced absorption coefficient. To further support this with the backside reflection included, the time dependence was studied as shown in Figure 6C. This demonstrates that the difference appears prior to the time it takes for light to reach the back of the cell and return to the front of the Si, confirming that the internal front side reflectance does not make a significant difference here. In fact, the absorption difference peaks above 1.5% at an earlier time, but then gradually decreases to the final difference around 0.5%. This may be understood if considering the higher light intensity that remains after a certain time in the more slowly absorbed, corrected case. This eventually leads to a higher instantaneous absorption rate although the effective absorption coefficient is lower, since absorption is proportional to intensity. Nevertheless, it can be concluded that reduced absorption is seen here with the more rigorous calculations mainly because of a reduced effective absorption coefficient, rather than because of reduced internal reflectance of backside reflected rays incident on the Si front surface beyond the critical angle.

In the remainder of this paper, this correction is omitted. When comparing the calculation for dielectric SiNx with the full EM wave calculation performed with the more realistic absorbing SiNx coating, the difference (Figure 6B) again shows a maximum, but this time at wavelengths around 410 nm and with a peak amplitude of 2%. This can be understood as a consequence of the maximum in the product of the spectral dependence for the SiNx absorption coefficient—which increases with shorter wavelengths—and the transmittance of the EVA layer at the front of the cell—which increases with longer wavelengths. Weak oscillations may also be perceived in the long wavelength region. Overall, the effect of SiNx absorption is a reduction of the integrated short circuit current density by 0.16 ± 0.05 mA/cm² here.

Generally, the Si absorption spectra have a relatively slow sub-gap tail-off for the longest wavelengths, which may in part be due to...
TABLE 3 | Comparison of calculations for bare silicon solar cells.

<table>
<thead>
<tr>
<th>Stack*</th>
<th>Correction</th>
<th>Silicon cell* $J_{sc}$ (mA/cm²)</th>
<th>A + R deviation (mA/Cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVA/dielectric SiNₓ/Pyr-Si/SiO₂/Al</td>
<td>No</td>
<td>40.65 ± 0.03</td>
<td>0.037</td>
</tr>
<tr>
<td>EVA/dielectric SiNₓ/Pyr-Si/SiO₂/Al</td>
<td>Yes</td>
<td>40.51 ± 0.03</td>
<td>0.042</td>
</tr>
<tr>
<td>EVA/absorbing SiNₓ/Pyr-Si/SiO₂/Al</td>
<td>No</td>
<td>40.39 ± 0.03</td>
<td>0.066</td>
</tr>
</tbody>
</table>

*Uncertainty estimates correspond to one standard error.

The overall photocurrent also increases by about 0.1 mA/cm² compared to an EVA/air interface. The latter, basic light management, would bring the PSC photocurrent up to 19.7 mA/cm² if it could be implemented as a long pass filter on the Si surface (Schneider et al., 2014). The effect is mainly observed on the shoulder of the PSC absorption curve, above 600 nm wavelengths (Figure 7A). This PSC photocurrent density is comparable to the 19.8 mA/cm² reported for one of the highest efficiency perovskite-Si tandems so far, from HZB (Green et al., 2021).

The effects of the intermediate layers are stronger on the photocurrent generation in the Si cell, as they filter (together with the rest of the PSC) all incident light. For example, the photocurrent density drops from 13.1 to 12.4 mA/cm² when the PARC (Table 4d) is exchanged to the more realistic absorbing SiNₓ ARC (Table 4e) at the front of a planar Si solar cell.

For the 4T-case with an inverted pyramid Si front surface (Figure 3B), the planar PSC is separated from the Si by a 400 µm EVA intermediate layer. With an absorbing SiNₓ ARC, the Si cell produces a photocurrent density of 14.4 mA/cm² (Table 4g), which is significantly higher than the 13.1 mA/cm² for the case of a PARC on planar Si. The enhanced photocurrent generation in the long wavelength region results from the prolonged optical path length associated with the refraction and internal reflections of rays interacting with the obliquely oriented pyramid surfaces. Meanwhile, the reflection losses approach those with a PARC, as evident from the virtually identical spectra between 600 and 900 nm (Figure 7B).

This 4-terminal configuration may be compared to that of a PSC placed directly on top of the inverted pyramid Si surface, of higher relevance for a 2-terminal tandem cell (Figure 3C). Here, the SiNₓ is omitted in the calculation as it does not yield any benefit from an optical viewpoint. Without any other form of optimization however, the tandem cell performance is observed to decline in several respects. The PSC photocurrent density is reduced from 18.9 to 18.6 mA/cm² due to increased reflection losses in a broad spectral range up to 650 nm wavelength, while it is only slightly enhanced near the PSC bandgap. Meanwhile the Si photocurrent density is reduced from 14.4 to 13.3 mA/cm², despite reduced reflection losses overall. This is explained by a much enhanced parasitic absorption in the transparent conducting oxides of the PSC in the long wavelength region. Thus while this type of
configuration can show benefits, it is clear that optimization of the tandem stack as a whole is required to avoid unnecessary losses. Further, the bandgap of the PSC may need to be increased in order to approach a higher current density in the Si part of this 2T configuration.

### 3.4 Nanostructured Tandem Cells

To demonstrate the capability of the method with regards to combinations of nanostructure and larger microstructures, calculations were finally performed for the geometry illustrated in Figure 2 and Figure 3D. Here, an array of gold nanoparticles (NPs) is located on top of the back interface of the perovskite absorber layer in the PSC. Such NPs may be of interest for enhancing the photocurrent generation via their localized surface plasmon resonance, as well as for improved contact conductivity in PSCs (Hägglund et al., 2016; Ai et al., 2022). The NPs were here assumed to be of cylindrical shape, of 5 nm height and 5 nm diameter, and with edges rounded with a radius of 1 nm. Although a chemical barrier coating would likely be required to preserve the metal NPs, this is neglected for simplicity. A spacing of 12 nm was chosen to preserve the unit cell size as in the rest of this work. EM wave calculations were performed for the corresponding PSC stacks located directly on the Si front surface, as for the 2-terminal configuration described above. The results, after ray optics calculations for the full tandem cell geometry were performed, are presented in Figure 8. A peak due to the plasmon resonance is found near the perovskite absorption edge, at 750 nm wavelength (Figure 8B). This is associated with a small positive effect on the perovskite absorption, corresponding to a photocurrent increase of 0.18 mA/cm². On the other hand, as another 0.18 mA/cm² is absorbed in the Au NPs themselves, the net effect in the Si layer is negative with a photocurrent reduction of 0.36 mA/cm² compared to the case without NPs. The weak feature observed in the difference spectrum of the Si absorption slightly below 1,100 nm wavelength is likely an effect of the phase shift imposed by the NP array. Overall, the net photocurrent loss is close to the Au NP absorption of 0.18 mA/cm² and a rebalancing of the photocurrents could readily be accomplished by means of a small adjustment of the perovskite layer thickness or bandgap. However, as the goal was mainly to demonstrate the method applicability here, such optimization was not performed.

### 4 DISCUSSION

With the method demonstrated here for typical perovskite-Si tandem solar cells, more rigorous calculations with corrections...
for the ray tracing in absorbing media display slightly reduced Si photocurrents at longer wavelengths in comparison to standard calculations. Previous work estimated that such corrections become important in the context of ray optics when the extinction coefficient exceeds approximately 10% of the refractive index (Dupertuis et al., 1994b). Later analysis involving wedge shaped geometries on the other hand concluded that, for accurate treatment of polarized light, corrections are needed already for the corresponding ratio of 1% (Chang et al., 2005). These effects are nevertheless usually neglected or assumed negligible in ray optics calculations for solar cells, (Dahan et al., 2013; Lumb et al., 2014) and there appears to be no quantitative evaluation of the errors caused by this. It is thereby quite interesting that a reduction of 0.5 percentage units is observed here for the absorptance in a regular Si solar cell, for wavelengths between 1,000 and 1,100 nm where the extinction coefficient to refractive index ratio is less than $10^{-4}$. It is also quite interesting that the effect is found to originate from corrections to the effective absorption coefficient rather than from the more well-known correction to the total internal reflectance. A more extensive investigation would be needed to draw more general conclusions regarding its importance for ray tracing in solar cells, especially when applied to cells with thinner absorber layers and higher absorption coefficients. Nevertheless, the corrections observed in the present work have a small overall effect that is, for instance, less significant than the typical absorption losses in an 80 nm SiN$_x$ ARC.

In the current approach, regions with small scale layered and/or periodic structure are represented as grating interfaces in the ray optics calculations, with their properties (transfer functions) determined using EM wave calculations. In the EM wave calculations, light is assumed to be representable as homogeneous plane waves, such that periodic boundary conditions and a small unit cell can be used. Under these conditions, the treatment is rigorously correct. Importantly, this applies to sunlight incident at any angle on a periodic or stratified structure. Thus calculations for the first passage of sunlight through a thin, planar or nanostructured solar cell, will produce rigorously correct results with this method, at least as long as the transparent media in front of it can be considered non-absorbing from the viewpoint of wave homogeneity. As the corrections to the ray tracing are seen to have negligible effect in the spectral range of the top cell absorption, and this effect would only come into play via back reflected contributions, the non-corrected standard calculations will predict the top cell performance with excellent accuracy.

Should one consider Si absorber thicknesses on the order of 10 µm using a ray optics approach, the correction for strongly absorbing media could be more important and require an appropriate treatment of inhomogeneous waves in the EM wave calculation. The latter would need to enclose a full Gaussian beam profile, and because the beam width would exceed the wavelength and expand in one direction for oblique angles, such calculations could become computationally expensive. Moreover, taking the additional inhomogeneity angle into account would substantially increase the number of calculations required for accurate interpolation in the ray optics calculation. It appears likely that such an approach would be intractable on a regular PC, at least unless restricting the calculation in some other sense, for instance to single wavelengths.

Another limitation of the present approach, as briefly mentioned in the introduction, is that it does not handle more general, non-periodic scattering surfaces. Again, this would require a larger simulation domain for the EM wave calculations. It would result in scattered waves coupling into a continuum of output angles, making a non-deterministic Monte Carlo type approach more suitable.

Finally, the approximation here of a small scale structure by a surface-like interface, neglects the lateral translation resulting for obliquely incident rays as they cross layers of finite thickness. While multiple internal reflections are fully accounted for, the exit point will always coincide with the entrance point in the present approach. The omission of lateral translation conceivably slows the rate at which rays equilibrate and fill up the phase space of all possible angles, polarizations and positions in the ray optics calculation, and could therefore increase the dependence on initial conditions to some extent. On the other hand, if a sufficient number of initial positions are evaluated, it seems plausible that the average result would not differ appreciably—at least as long as the interface only represents structures of small thickness compared to length scales in the ray tracing domain.
5 CONCLUSION

The method presented here combines EM wave and ray tracing calculations for simulating the optics over a wide range of length scales in an accurate yet computationally feasible manner. This is demonstrated for perovskite-silicon tandem solar cells, where the perovskite top cell properties vary on the nanoscale in one or more dimensions, while the length scales of the silicon bottom cell are much greater than the wavelength in all directions. The calculations are consistent with energy conservation and experimental results where comparison is relevant. Rigorous corrections for strongly absorbing media, which are often neglected in ray tracing calculations, were evaluated for a Si bottom cell with an inverted pyramid textured front surface. Despite a very small extinction coefficient to refractive index ratio of less than $10^{-4}$, small but significant effects of the corrections are observed, amounting to a reduction of the photocurrent density of the Si bottom cell by approximately $0.1 \text{ mA/cm}^2$. The corrections are greatest at

nanostructured materials in combination with larger scale structures where calculations by ray optics are preferable. The implementation in Comsol Multiphysics is described in detail in the Supplementary Material.
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