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Emergent anisotropy and textures in two dimensional magnetic arrays
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We demonstrate the presence of an emergent magnetic anisotropy in square lattices of circular mesospins.
An external field is used to saturate the magnetization along the [10] and [11] directions before quantifying the
magnetic textures at remanence. A clear directional dependence was obtained. The concomitant changes in the
interactions are argued to cause the observed anisotropy and, thereby, the directional dependence in the transition

temperature of the mesospins.
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I. INTRODUCTION

Magnetic metamaterials can be used for investigations of
phase transitions with a control of system parameters only
surpassed by numerical methods [1-8]. In these studies, the
magnetic islands—mesospins—have often been treated as
indivisible building blocks without inner structure with a clas-
sical order-disorder transition of the mesoscopic elements. It
is only recently their inner degrees of freedom have been in-
cluded in the description [9-12]. For disk-shaped mesospins,
a collection of works addressed dynamics involving bistabil-
ity of magnetization textures within, depending on geometry
and temperature [13,14]. It was further shown that the size
and shape of the mesospins determines also to which ex-
tent static internal S- or C-like-shaped magnetic textures and
collinear or vortex states, prevail [15-18]. A more detailed
understanding of the role of thermal excitations in the mag-
netic texture was only recently developed [9,11,12]. In the
light of this, systems allowing for the study of the effect of
internal mesospin degrees of freedom on the collective order
and thermal dynamics, have been shown to exhibit exotic
order-disorder transitions [9,19]. In all of these cases, circular
magnetic islands effectively act as XY spins with variable spin
lengths.

The emergence of an anisotropy in magnetic metama-
terials has previously been demonstrated and attributed to
geometrical parameters: mesospin shape and lattice symmetry
[20-22]. Here, we show that the internal magnetic textures
of disk-shaped mesospins, along with their local magnetiza-
tion configurations also play an essential role. The directional
dependence is shown to originate from an interplay between
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the extension of the elements and the symmetry of the lattice,
giving rise to a self-induced-anisotropy for the interelement
interactions. Thus, the internal degrees of freedom lead to
an emergent magnetic anisotropy on the mesoscale, which
is neither present in the parent material nor in the individ-
ual mesospins. Furthermore, we show that the strength of
the anisotropy can be altered by the size of the mesospin,
effectively allowing for the choice of fourfold or eightfold
rotational degeneracy of metastable states with collinear mag-
netization components.

II. MATERIALS AND METHODS

The samples were produced by postpatterning a polycrys-
talline three-layer thin film using electron-beam lithography.
The thin films consisted of Pd (40 nm)—Fe 3Pdg; (10 nm)—
Pd (2 nm) and were deposited by DC magnetron sputtering on
a fused silica substrate in an ultrahigh-vacuum (base pressure
below 2 x 1077 Pa). A detailed description of the complete
process can be found in Skovdal et al. [9]. The periodic
square arrays of circular mesospins were fabricated with a
fixed edge-to-edge distance of 20 nm and diameters of D =
250, 350, and 450 nm. The temperature dependence of the
metamaterial magnetization was determined using standard
magneto-optical Kerr effect in a longitudinal mode [9]. The
incident wavelength of the p-polarized incident laser was set
to 659 nm with a spot size of 1 mm?, giving the response of
approximately 5-14 x 10°® mesospins. An external field with
an amplitude of 40 mT was applied along the [10] and [11]
directions with a sweep rate of 0.11 Hz.

The interplay of interelement coupling and the mesospin
magnetic texture was explored by performing micromagnetic
simulations, using MuMax? [23]. Disks, mimicking the actual
mesospins, were placed ona 5 x 5 square lattice with periodic
boundary conditions in lateral directions. A saturation mag-
netization of My = 3.5 x 10° A/M, and exchange stiffness
of Aex = 3.36 x 107'2J/m, were chosen based on previous
works [14,24] using the same alloy. The in-plane cell size
was defined as 0.5/.x, where the exchange length [« is a
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FIG. 1. Top: Magnetization loops at (a) 83, (b) 200, (c) 228, and
(d) 290 K for mesospins with diameters of 350 nm, and magnetic
field applied along the [10] direction. The curves have been nor-
malized to the net magnetization at T = 0, obtained by fitting the
magnetization at 40 mT. Illustrations represent possible internal mag-
netization textures at 40 and 0 mT, respectively. Bottom: Temperature
dependence of magnetization Myy,vr and Myt (left axis) and the
ratio My, = Mowr/Maomr (right axis). The yellow dots mark the
temperature at which the hysteresis curves were measured. The inset
shows a scanning electron microscopy image for a representative
structure with disks of a diameter D = 350 nm and an edge-to-edge
gap of 20 nm. The arrows indicate the principal lattice directions [10]
and [11].

material parameter defined by Mg, and A, [25]. The average
magnetization |(m)| of the magnetic states in Table I was ob-
tained by saturating disks placed on a 5 x 5 grid, followed by
relaxing the systems to its minimum free energy. Thereafter,
each mesospin was extracted, and the net moment along one
axis was used as a base for calculating |(m)| and is, therefore,
an average of several disks.

III. RESULTS AND DISCUSSION

A. Thermally induced transition

Representative hysteresis loops measured along the [10]
direction are shown in the top panel of Figs. 1(a)-1(d) for
disk-shaped elements with diameters of 350 nm. At 83 K,
a state with a net normalized magnetization of 0.93(2) is
obtained when applying a field of 20 mT. When reducing the
field, the magnetization decreases, and at zero a remanence

of 0.65(2) is obtained. Profound changes in the magnetization
are observed when the temperature is increased. For example,
at 290 K, the hysteresis loop has changed form, and a satura-
tion with a net magnetization of 0.32(2) is obtained already at
5 mT whereas zero magnetization is observed at remanence.
Hence, the hysteresis loops obtained at elevated temperatures
are representative of vortex states [26], whereas the hysteresis
loops obtained at low temperatures have clear ferromagnetic
components at remanence [9].

The hysteresis loops described above show a clear
signature of magnetic textures, which can be removed by suf-
ficiently small fields (<20 mT). Since weak fields marginally
affect the thermally induced reduction of the magnetiza-
tion, the magnetization (at modest fields) can be viewed
as representing the intrinsic magnetization of the mate-
rial (M4omr) shown in the bottom panel of Fig. 1(e). A
modified Bloch law is used to describe the temperature
dependence,

Muomr(T) = Mayomr(T = 0)[1 — (T/T*)*],

where o = 1.94(3) and T* = 352(1) K, represented by a
black solid line in the bottom panel of Fig. 1.

The temperature dependence of the remanent magnetiza-
tion (Mynt) is symbolized by red squares in Fig. 1(e). The
remanence vanishes at 270 K, which is well below the or-
dering temperature of the material. By dividing the remanent
magnetization with the inferred intrinsic magnetization of the
material, we can extract the contribution from the magnetic
texture to the changes in magnetization (My, = Momr/Maomt)
[1,9]. Thus, the reduction of the relative magnetization arising
from the presence of inner magnetic textures can be written
as My =1 — My,. In the bottom panel of Fig. 1, a plateau
with My, = 0.71(2) is observed at temperatures below 195 K.
Consequently, almost 30% of the moment [Mt = 0.29(2)] is
not contributing to the obtained magnetization. M;,, vanishes
in a relatively narrow temperature range, and at 270 K, the
transition to vortex states is completed. Above this tempera-
ture, all the moment is involved in vortex magnetic textures
giving rise to a zero collinear magnetization component.

B. Size dependence

Figure 2 illustrates the experimentally determined tem-
perature dependence of M, for mesospin diameters D =
[250, 350, 450] nm with the external field applied along the
[10] direction. All samples display an error function like
transition. The plateau value of My, (at T = 0) increases with
mesospin size and ranges from 0.68(1) to 0.75. Here we note
that the smaller the diameter is, the lower the temperature
is for the onset of the transition. No clear trends are ob-
served with respect to the temperature when the transition is
completed.

To rationalize the size dependence, we need to get a handle
on different contributions to the mesospin energy landscape,
including the interplay of mesospin interactions and their
inner magnetic texture. Therefore, we performed micromag-
netic calculations using MuMax® [23]. The total magnetic
energy of the arrays can be defined as: Ei, = E; + E + Ej,
where E; is the energy cost of magnetic texture, Eg is the
magnetostatic energy arising from the stray field, and Ej is
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FIG. 2. Temperature dependence of experimentally determined
M, = Mot /Myt along the [10] direction for mesospins with
D = 250, 350, and 450 nm. Error functions (solid lines) were chosen
in order to determine the transition temperatures. Illustrations exem-
plify the possible internal texture of a mesospin.

the energy associated with magnetostatic coupling between
the meospins. Ey has been calculated as the vortex cores have
been moved along paths, resembling one of many possible tra-
jectories arising from the application of an external magnetic
field.

In the vortex state, the energy is only dependent on the
cost of texture since Es ~ Ej ~ 0. The results reveal a size
dependence where the cost of the vortex state (E,) decreases
with increasing size. Moreover, moving the vortex core from
the center of a mesospin results in a collinear magnetic com-
ponent with a corresponding stray field, leading to coupling
between the mesospins. Consequently, the energy increases,
reaching a maximum at 2r/D = (0.9. Continuing to move the
vortex cores results in an energy decrease. When the cores
have been annihilated (at the rim, 2r/D = 1), all mesospins
possess a magnetic texture resembling a C state. The degree
of texture continues to change with the displacement of the
virtual vortex core outside the rim, and the energy is observed
to decrease until reaching the collinear state. The activation
energies (energy barriers) separating the collinear and vortex
states are asymmetric as seen in the figure.

The inset in Fig. 3 shows the energy difference of the
vortex and collinear state (E, — E.) as a function of 1/D. The
linear fit reveals that for D < 190 nm, the collinear state is
the ground state, whereas a vortex state is favored when the
diameter is larger. Thus, the vortex is the ground state for all
the samples that are experimentally investigated here. Conse-
quently, the elements can be viewed as being “dressed” by the
external field, inducing a change in energy and giving rise to a
ferromagnetic signal in the measurements. Before addressing
the importance of these two contributions, we investigate what
happens when the direction of the net magnetization of the
elements changes.
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FIG. 3. Energy densities from micromagnetic simulations for
interacting circular mesospins (square lattice, gap g = 20 nm) and
varying diameter D = [150, 250, 350, 450] nm, as a function of a
vortex core displacement resulting from an applied field along the
[10] lattice direction. The scaling of E, — E. with the mesospin
diameter, reveals a boundary between collinear (blue shade) and
vortex (red shade) states as shown in the inset. The top of the fig-
ure illustrates how the core is moved with a distance of 2r, leading to
C states with varying degrees of magnetic texture until the collinear
state is reached.

C. Directional dependence

Examples of the experimentally determined temperature
dependence of the magnetization are displayed in Fig. 4 (D =
350 nm). The two different curves correspond to results ob-
tained when applying the field in two different directions [10]
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FIG. 4. Experimental results illustrating the directional depen-
dence of My, = Myur/Msmr as a function of temperature with
external field applied along the [10] and [11] directions for mesospins
with D = 350 nm. Error functions (solid lines) were chosen in order
to determine the transition without assigning any physical inter-
pretation to it. Yellow dots represent the transition temperature 7p,
separating the collinear like and vortex state, and illustrations exem-
plify possible internal states.
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FIG. 5. Summary of the experimental findings: (a) the extent of
magnetic texture, M, (T = 0), and (b) the transition temperature Ty,
separating the dressed and vortex state for D = [250, 350, 450] nm
along [10] and [11] direction. The error bars of the data are smaller
than the symbols and are therefore not visible. The shaded areas
represent the estimated uncertainty for the respective data sets.

and [11]. A plateau value of M, = 0.71(2) is obtained when
the field has been applied along the [10] direction, whereas
M, = 0.54(1) is obtained along the [11] direction. The lower
magnetization of the array obtained when dressed along [11]
is accompanied by a more stable configuration, manifested
in a higher transition temperature. To allow for quantitative
comparison, we define a transition temperature 7,, defined as
M (T,) = %Mm (T = 0). By this definition, Ty, = 229(1)K
is obtained when the external field has been applied along [10]
whereas T;,, = 261(1) K is obtained when the external field
has been applied along the [11] direction.

Figure 5 shows the effect of the direction of the applied
field on M, and T, for D = [250, 350, 450] nm. The fits
reveal linear relations with inverse mesospin diameter 1/D.
Positive slopes are observed when the external field has been
applied along [11]. This is consistent with a decrease in
magnetic texture (increasing Mr) with decreasing mesospin
size and an increase in the transition temperature. When the
field has been applied along the [10] direction, a decrease in
M, is obtained, accompanied by a profound decrease in Tj,.
Hence, the direction of the applied field results in a significant
difference in the degree of magnetic texture and in the onset of
the transition. The difference in response to an external field
vanishes at diameters around 212 and 501 nm.

Figure 6 shows the normalized energy (E/E, —1)
as a function of vortex core displacement for D =
[190, 250, 350, 450] nm dressed along the [10] (filled sym-
bols) and the [11] directions (empty symbols). The ground
state for mesospins with D = 450 nm is the vortex state,
whereas the collinear state is metastable and independent of
orientation. However, when inner magnetic textures, such as
C states, are allowed, [10] and [11] are no longer equiva-
lent, and the energy is observed to be lower when the net
magnetization is along the [11] direction. Since the degree of

FIG. 6. The energy landscape of the transition between vortex
and collinear states for mesospins arranged in a square lattice, having
diameters of D = [190, 250, 350, 450] nm and mesospin spacing of
20 nm. The energy has been normalized with respect to the vortex
state with £/E, — 1 = 0 when the vortex core is in the center of the
disks. Numerical calculations were performed by moving the vortex
core along a path [10] (filled symbols) or [11] (empty symbols)
direction.

magnetic texture is equivalent for the two directions at any
2r/D, the energy gap (AE) can only be associated with an
energy gain mediated by magnetostatic coupling (E;). This can
be related to the experimental results observed in Fig. 5 where
the transition temperature is higher when the external field has
been applied along the [11] direction. Reducing the diameter
to 250 and 350 nm does not have a remarkable effect on the
energy landscape. Thus, a decrease in AE can be observed
with size, and the energy associated with the interactions
between the mesospins is less prominent. When the diameter
is 190 nm, the energies for the vortex and collinear states
are close to equivalent, and the directional dependence on
magnetic texture is small.

D. The interplay of magnetic interactions and texture

The experimental results illustrated in Fig. 5 reveal changes
in remanent magnetization and transition temperature with
the size of the mesospins. To understand the causal relation,
we need to take a closer look at how different magnetic tex-
tures affect the interactions of the mesospins. As illustrated in
Table I, circularly shaped elements can accommodate internal
magnetic textures, such as O, S, and C states as well as vortex
states. The average magnetization (|(m)|) was determined for
different configurations and sizes. There are noticeable differ-
ences between the net moment of the different states, whereas
a weak trend is obtained in |(m)| with size. We note a large
scattering in the net moment when the elements are in S and
C states. This scattering originates from the combination of
large changes in the net moment of individual elements and
the small sampling number in the simulations.

An example of an ensemble of magnetic elements and their
stray field is illustrated in Fig. 7. The simulations correspond
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TABLE 1. Magnetic textures of V, O, S, and C states. The average
magnetization |(m)| is extracted along the horizontal axis of the
illustrated states.

State Diameter [(m)|
250 nm 0
V-state 350 nm 0
450 nm 0
250 nm 0.98
O-state 350 nm 0.97
450 nm 0.96
250 nm 0.85(4)
S-state 350 nm 0.92(3)
450 nm 0.82(11)
250 nm 0.64(3)
C-state 350 nm 0.66(3)
450 nm 0.61(4)

to a remnant state of 350-nm islands obtained after applying
a field in the [10] and [11] directions. As seen in the figure,
applying the field along the [10] direction gives rise to the
exclusive presence of O states with large remnant magneti-
zation and a clear but weak size dependence in the texture.
The attractive interaction between the elements is exclusively
along the [10] direction, thus, each element only interacts with
its two nearest neighbors. Comparing |(m)| for the O state in
Table I and M, in Fig. 5(a), reveals the presence of a smaller
net moment in the experiments as compared to the simulations
of the fully dressed mesospins. Furthermore, the simulations
clearly show a decrease in remnant moment with decreasing
element size, which is opposite to experimental observations.
We, therefore, conclude that the decrease in the experimen-

Magnetostatic field (log(VT))

FIG. 7. Spatial maps of the stray field obtained from micromag-
netic simulations of elements with diameters of 350 nm (7' = 0).
Initially the disks were saturated along [10] and [11] (Hcx,) followed
by relaxation in zero field (dressing). The lighter regions along the
disk perimeters represent the strength of the interaction of the disks.
The letters symbolize the magnetic texture (Table I), and arrows
symbolize the orientation of (m).

tally determined remnant magnetization must originate from
disorder arising from a rotation of the mesospins. The de-
crease in the transition temperature with decreasing size is in
line with this conclusion because the rotation decreases the
one-dimensional-like interaction.

When the field is applied in the [11] direction, the degree
of order is lower, and both C and S states are observed as illus-
trated in Fig. 7(b). Furthermore, substantial rotation of the net
moment of the elements is obtained. This effect contributes
to the decrease in the remnant magnetization. Consequently,
each element can interact with up to four of its nearest neigh-
bors. The increase in the transverse magnetization, arising
from the presence of C and S textures as well as rotation of
the net moment, can, therefore, be concluded to be the cause
of the smaller remnant magnetization obtained when applying
the field in the [11] as compared to the [10] directions. At
the same time, the interaction with up to four neighbors as
compared to two can be viewed as the main cause for the
stabilization of the metastable ferromagnetic state. Hence, a
conceptual framework for the interplay of the interaction and
magnetic texture within the mesospins is established.

IV. CONCLUSIONS

We provide experimental evidence of a configurational de-
pendence in the energy of mesospins forming a square lattice,
resulting in an emerging anisotropy in the interelement inter-
actions. The effect of the anisotropy in the interaction energy
[24,27-30] is determined from the directional dependence of
the thermally induced transition from dressed ferromagnetic
to vortex states. The key component required for rationaliz-
ing the results is an interplay between the interaction of the
mesospins and their magnetic textures: When a mesospin and
its neighbors have a net magnetization along [10] in the square
lattice, the interaction can be viewed as being one dimen-
sional along the same axis. When the net moment is along
[11], the mesospins can effectively interact with up to four
neighbors. These differences are caused by self-induced mod-
ifications of the inner magnetic texture, resulting in changes in
mesospin interactions as illustrated by numeric simulations.
The concepts presented in this paper, relating to the interplay
of inter- and intramesospin length scales, can be viewed as
a new way of designing emerging properties in magnetic
metamaterials.

The data that support the findings are available from the
corresponding authors upon reasonable request.
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