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1. Introduction

All energy on Earth, barring geothermic and nuclear energy, ultimately comes
from the sun. The resource of solar energy is vast compared to the energy
needed today - as an example 17 times the total primary energy consumption
could be supplied by solar cells in the desert areas of the World [49]. Although
these numbers are hypothetical they do indicate the enormity of the resource
available from the Sun. The key question is how we harness this energy and
shape it into the most useful form.

1.1 A Short History of Solar Energy
Solar energy useful to man in its simplest form is when you go outside and
feel the warming rays of the sun or when you hang your clothes out to dry
in a gentle breeze. This way of using solar energy is as old as humanity, but
nonetheless still extremely important to us. Over the past hundred years, the
technological advances have brought with it a need for different forms of en-
ergy. The direct heat from the sun will not power your mobile phone.

There are lots of ways of converting solar energy into, e.g., electric en-
ergy. From the industrial revolution through the early industrial age, coal-fired
power dominated, but was subsequently surpassed by oil-fired power from the
mid 20th century [53]. Both these energy sources are solar energy by proxy
(although there are scientists questioning the biogenic nature of hydrocarbons,
e.g. [60]). The solar energy was once stored in biomass, which subsequently
was transformed to various fossil fuels over time. As most people realize to-
day, fossil fuel resources are limited. This has turned the public eye towards
biofuels.

Biomass harness the energy from the sun through the photosynthesis pro-
cess in plants, and has been used as fuel long before the fossil fuels were
available. One example is wood burned for heat or cooking, or crops grown
for food. Today it is becoming increasingly popular as a source of electric-
ity or as fuels for our cars. Other forms of indirect solar energy that are used
today are hydro, wind and wave power.

1.2 Modern Solar Energy
One of the key issues for humanity in the future will be energy. Access to and
control over energy resources will be evermore crucial as inequalities in the

15



World start to even out and the economies in developing countries grow at a
fast pace. The energy usage in the World will increase.

In order to meet this rising demand, new energy generation technologies
must be used together with the more conventional forms of renewable energy
mentioned previously.

This is where solar cells come in. They offer an efficient use of the energy
from the sun. The overall conversion efficiency of a PV systems today is in
the range of 10 %, which is high compared to other routes of utilizing the
solar energy. As an example, a recent study showed a net energy yield of 60
GJ/(ha·y) for cellulosic ethanol made from switchgrass grown in the U.S. mid-
west [69]. A PV system with horizontal orientation would in the same region
yield approximately 6 000 GJ/(ha·y). This example is calculated with a PV
array efficiency of 12 %, a performance ratio of 80 % and an annual insolation
of 1 640 kWh/m2. Other benefits are that once erected, a photovoltaic energy
system can operate with very little maintenance, there is little risk for the
surroundings and the aesthetics are rarely a problem.

There are, of course, drawbacks of PV technology such as the fact that stor-
age is needed for when the sun does not shine. However, the major obstacle
for a large scale deployment today is the price. Factoring in a number of dif-
ferent variables, such as amount of sunshine, interest rates, system lifetime
and alternative energy costs, electricity from PV is from two to five times as
expensive as the electricity from conventional sources. This means that today
the PV market needs to be subsidized in order to sustain its growth. In the long
run, the main goal of the PV comunity is to aim for grid-parity, i.e. when the
price of PV electricity matches that of electric energy bought from the grid.

1.3 Developing Solar Cells For the Future
Ultimately, in order to reach grid-parity, the price for electricity from a solar
cell system must come down in relation to the price of electricity generated
by other means. This can be accomplished in several ways, most prominently
by reducing costs in production, extending lifetime of systems or penalizing
alternatives.

One way of decreasing costs is to use thin-film technology, which allows for
rational large scale production. There are several technology systems in this
category, and one of them, based around the absorber material Cu(In,Ga)Se2
also known as CIGS, is the main concern of this thesis. While not as mature
as the dominant Si wafer technology, thin-film technologies promise cost-
reductions in large scale production with monolithical interconnection and
low material usage. In order to realize these promises, the material system
used in these devices must be thoroughly understood. One way of increasing
the understanding of device operation is through modelling and simulations.

Modelling is widely used in development of electronic devices, e.g., thin-
film solar cells. It has been applied to various solar cell problems [84, 82,
72, 46, 55, 12, 64, 74, 26], modelling the complete cell operation or parts of
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it. In addition to modelling of the devices themselves, there are also process
simulations that are used to design and study the deposition processes. Most
input material parameters come from measurements, but in the case of CIGS
devices there are several parameters that are difficult to measure, and the mea-
surements results are sometimes difficult to analyse. Modelling for increased
understanding of the influence of material properties on performance is stud-
ied in this thesis.

One particular field that is not very well understood in the case of CIGS
solar cells is that of long term stability and degradation. The stability of CIGS-
based devices have been studied by several authors [31, 48, 52, 65, 76, 92], and
the general picture can be summarized as being disparate. In some respects
this type of device seems to be stable over time, but on the other hand they
often exhibit a sensitivity to moisture that may be a problem in long term use.
The stability of CIGS solar cells in damp heat, with variations in absorber
thickness and buffer layer material is investigated in this work. The effects of
damp heat on cells encapsulated in EVA is also studied.

In summary, this thesis deals with the complex issues of modelling, char-
acterizing, and ultimately, understanding of effects of CIGS-based solar cell
devices. Especially in connection with empirical observations on stability of
the devices.
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2. Solar Cells

Solar cells, in a general sense electronic devices that generate electricity when
illuminated, operate through the photovoltaic effect discovered by Alexandre-
Edmond Becquerel in 1839 [6]. Hence the collective noun photovoltaics, or
in short PV, which denotes photovoltaic power systems, components, or the
solar cell industry as whole. In this thesis the concept of photovoltaics will be
used in a broad sense concerning systems and industry, while the term solar
cell will be used when devices are concerned.

2.1 The Photovoltaic Effect
The essence of the photovoltaic effect can be derived from the origin of its
name, being made up from photo (from the Greek word phos = light) and
voltaic (electrical, derived from the name of Italian physicist Alessandro
Volta). Hence, the photovoltaic effect is about electricity from light.

In the original experiment by Becquerel [6], the photovoltaic effect was
observed at electrodes immersed in a liquid electrolyte, but today most solar
cells are solid state semiconductor p-n junction devices. However, the effect
is the same, with photons exciting carriers that are extracted as electric en-
ergy that can be put to use in an external load. In this text, only solid state
semiconductor solar cells will be treated.

When a solar cell is illuminated, typically with solar irradiation, photons
enter the structure and excite electrons from the valence band to the conduc-
tion band, creating electron-hole pairs. In the p-type part of the device elec-
trons diffuse and are driven by the electric field towards the n-type part of the
device. The opposite is true for generation in the n-type part of the device,
with holes diffusing and being driven towards the p-type side. This creates a
charge separation, which leads to a voltage difference between the two sides,
which can drive current through an external load and the charge carriers are
circulated through the system. Figure 2.1 illustrates this operating principle.

The power delivered to the external load is chiefly governed by the irra-
diation that reaches the cell and the load itself. With a low impedance load,
the current will be close to that delivered into a short circuit connection (JSC)
while the voltage is low. For a high impedance load the converse is true, with
a voltage close to the open circuit voltage (VOC) and a low current.

During normal operation the current is defined as negative. This is merely
a convention that stems from the current being defined as positive in the for-
ward direction of the p-n junction, which means that power is delivered to the
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Figure 2.1: A schematic showing the basic operation of solar cells. The device is
illuminated with, e.g., solar irradiation. The radiation excites carriers across the band
gap of the absorber material, and charge is separated by the p-n junction.

external load circuit in the fourth quadrant of a current-voltage plot measured
under illumination. This kind of plot, a J-V curve, is used very often in solar
cell research and is described more extensively in Section 4.1.

2.2 Solar Cell Research
With the photovoltaic effect discovered in the mid 19th century, no practically
usable photovoltaic cell was created until more than 100 years later, in the
beginning of the semiconductor era. It was, like several other semiconductor
devices, first realized in Bell labs in the mid 20th century. More specifically,
this was a 6 % efficient silicon solar cell made by Chapin, Fuller and Pearson
in 1954 [17, 28].

2.2.1 A Developing Field of Research
Subsequently the photovoltaic technology was adopted by the space industry,
where it was used as a source of energy for communication satellites. The
space race in the 50-ies and 60-ies provided the main development incentives
for better solar cells and saw the introduction of GaAs cells [3], which provide
higher efficiency but at a cost. This technology still heavily dominates the
space cell market.

Another reason for solar cell research emerged with the oil crisis in the
early 70-ies and efforts were renewed, not just in solar cell research but in all
fields of energy technology. This is illustrated in Figure 2.2, where the number
of articles indexed in Inspec with the term “photovoltaics” in the controlled
vocabulary in relation to total number of articles is shown.
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Figure 2.2: The number of articles indexed in Inspec with the term “photovoltaics” in
the controlled vocabulary divided by the total number of articles from 1949 to 2007
(bars). The circles denote the moving average over five years in order to more clearly
show the trends.

2.2.2 Solar Cell Research Today
90 % of all solar cell modules installed today are wafer-based Si ones [79].
This dominance of Si is also apparent in the amount of research going on, al-
beit not as large as in the installed power. Often, the wafer-based Si technology
is referred to as first generation technology, while different kinds of thin-film
ones are referred to as second generation. The third generation is a little more
difficult to categorize, but most often it denotes a group of technologies that
are yet to be realized on a larger scale, but with promising cost–efficiency
characteristics.

With the wafer-based Si technology being reasonably mature, most of the
research is directed towards production. The price reductions in this technol-
ogy has been steady at approximately 20 % per doubling of the shipped rated
peak power during the past ten to twenty years [33]. With different technolo-
gies belonging to the second generation technology, e.g. thin-film Si, CdTe
and CIGS, nearing in on large scale production the potentials for cost reduc-
tions increase. With the increasing maturity of the CIGS technology, and the
introduction of CIGS modules to the photovoltaics market on a larger scale,
the development of manufacturing technology is mostly carried out by com-
panies, while more basic research for future improvements and fundamental
understanding is generally conducted by universities.
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3. CIGS Thin-film Technology

CuIn1−xGaxSe2-based thin-film solar cells (often called “CIGS cells”) are
multi-layer thin-film components, most often deposited on glass substrates.
The thin-film deposition, with monolithic interconnection of individual cells,
on relatively cheap substrates is the great advantage of thin-film technologies
compared to a wafer-based one where individual cells need to be soldered to-
gether into strings and laid out into a module. In this text the term CIGS will
be used to denote material with x ≈ 0.3, but also in reference to the whole
material system (from CIS to CGS).

3.1 Cell Structure
CIGS solar cells are most often formed on rigid substrates of soda lime glass
(SLG), but essentially any substrate could be feasible. The reasons for choos-
ing SLG are that it is electrically insulating, comparatively cheap, temperature
stable and with a smooth surface. Alternative substrate materials used are, e.g.,
Ti and polyimide foils. With an electrically conducting substrate there has to
be an insulating barrier if the device is to contain monolithically intercon-
nected cells.

On the substrate, the back contact is deposited using physical vapour depo-
sition (PVD), most often sputtering. Mo is the contact material of choice in
the CIGS community, due to its inertness in subsequent deposition steps and
its ability to create an ohmic contact to the CIGS material in the presence of
MoSe2 [73, 88]. For modules, this layer is patterned in order to separate one
cell from the next (cf. Section 3.2).

On top of this contact layer, the CIGS absorber material is deposited. CIGS
can be synthesized in several ways, PVD being the most important one today.
Most of the companies that produce CIGS solar cell modules for the market
use this kind of absorber deposition technology, but there are several compa-
nies and research institutions working with low-cost solutions, like printing of
nanoparticle compounds or electrodeposition (see e.g. [39, 85]).

The PVD methods for depositing CIGS can be divided into several groups,
as well. The two most important ones are sequential elemental sputtering fol-
lowed by selenization, and co-evaporation. In the method with elemental sput-
tering, layers of Cu, In and Ga are sputtered onto the substrate. Subsequently
the metal precursors are annealed in an Se atmosphere, so that they are sel-
enized and form a layer of Cu(In,Ga)Se2 [7].
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In the co-evaporation method, used for all samples in the experiments of
this thesis, the three metals are evaporated from elemental sources, in an at-
mosphere of selenium abundance. The material composition can be controlled
through parameters like the rates of the sources, their position, the geometry of
the deposition chamber and the movement of substrates. In a production type
deposition system, an in-line process is typically used with stationary sources
and the substrates moving past them (see e.g. [59]).

On top of the CIGS absorber layer, a buffer layer is deposited, most of-
ten using a wet chemical method called Chemical Bath Deposition (CBD).
The role of the buffer layer has been debated, but its main roles are to pas-
sivate the absorber surface and to provide a suitable partnering material to
make up the hetero junction, combined with the following ZnO/ZAO double
layer. Attempts at using ZnO directly on the CIGS have failed due to exces-
sive recombination at the interface between the layers (see Paper VII). The
most common material today is CdS, but several alternatives, like (Zn,Mg)O
and Zn(O,S) deposited using both wet chemical and vacuum methods, are re-
searched since they may provide spectral response benefits and are non-toxic
as opposed to the Cd used in CdS (see [83, 58]).

The buffer layer is followed by a thin layer of highly resistive ZnO, which
has multiple benefits. It may protect the surface from damage in subsequent
process steps, but its most important use is that it evens out the potential, so
that small shunt conductances are isolated and rendered practically harmless.

The solar cell devices are finished off with the front contact layer consisting
of a transparent conducting oxide (TCO). In the cells used in this study, this
TCO consists of heavily Al-doped ZnO (ZAO). This layer plays a very impor-
tant role in the hybrid modelling described in Section 5.4. The CIGS structure,
with its most common configuration is illustrated in Figure 3.1a

3.2 Module Interconnection
One of the main advantages of thin-film solar cell modules, as compared to
wafer-based ones, is that in thin-film modules the cells can be interconnected
monolithically. This means that the series connection is performed already
in the manufacturing process, without the need to solder individual cells into
strings.

This series interconnection is accomplished by patterning the thin-film lay-
ers during the in-line processing. In order to make a series connection of cells,
three patterning steps are typically required. The first one separates the back
contact material (Mo) for the different cells, simply making trenches in the
metal layer (see P1 in Figure 3.1b). This patterning is most often accomplished
through laser scribing.

Subsequently, the absorber and buffer layers are deposited as well as the
highly resistive ZnO layer. These layers are then patterned using a mechani-
cal scriber, making a trench (P2) that does not penetrate the Mo layer. When
the conducting window material (ZAO) is deposited it forms an essentially
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Figure 3.1: Schematic drawings of the cell structure (a) and the module interconnect
structure (b) most often used in CIGS devices.

ohmic contact to the Mo back contact of the next cell in the P2 trench. This
P2 trench can also be made before the ZnO layer, or by modifying the CIGS
to a conducting material through laser exposure [90]. To finish off the series
interconnection, a third scribe (P3) is made through all layers but the Mo back
contact, so that the front contacts of adjacent cells are separated from each
other. The current is constant through the cells in series, while the voltage
increases for each cell so that V1 < V2 < V3.
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4. Characterization techniques

The main themes in this work are intimately connected with electrical charac-
terization techniques for thin-film solar cells. These different techniques are
used as a feed back to process development and to gain deeper understand-
ing of the operation of the cell. In the chapter on modelling (5) the result of
the simulations are in the form of measurement data, which can be compared
to that of actual measurements. Other measurement quantities are used as in-
put to simulations, or in order to validate simulation results. In the chapter
on stability studies (6), the measurement techniques are used to monitor the
degradation of cells.

4.1 J-V
The most important characterization technique for solar cells is the current-
voltage (I-V ) characterization, or more often current density versus voltage
(J-V ). This is used as a routine measurement method applied to nearly all
cells made in a manufacturing or laboratory environment. It is acquired us-
ing a so called solar simulator, schematically illustrated in Figure 4.1a. This
measurement set-up typically consists of a light source (I), sample stage with
temperature control (II), an external source measure unit (SMU) or a variable
load (III) and a computer for data acquisition (IV). These J-V measurements
are almost always made at a reference temperature of 25 ◦C and with illumi-
nation that complies with a reference spectrum, like the AM1.5G [1].

The J-V measurements most importantly result in the four solar cell pa-
rameters often used to characterize the device, JSC, VOC, FF and η . These
constitute basic tools for evaluation of cell performance, with the short circuit
current, JSC, indicating the absorption of photons and collection of carriers.
The open circuit voltage, VOC, is governed by the band gap of the absorber,
but also by the degree of recombination in the cell. The JSC and the VOC pa-
rameters are simply the current and voltage at the two points where the J-V
curve intersects the current and voltage axes, respectively. These points are
marked with red circles on the curve in Figure 4.1.

The fill factor, FF , is the ratio of the maximum output power to the product
of JSC and VOC. Thus, it is a measure of the “squareness” of the J-V curve in
the fourth quadrant. The maximum power point is marked with a red circle in
Figure 4.1. The efficiency, η , is the ratio of maximum output power to input
power.
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Figure 4.1: A schematic drawing of a typical J-V measurement set up (solar simula-
tor) and a typical illuminated J-V characteristics.

From the current-voltage characteristics it is also possible to extract pa-
rameters in the one diode model, described in Section 5.2. These parameters
are used to further study the device operation, with components like series
resistance, photo generated current, shunt conductance and the junction char-
acteristics itself.

4.2 QE
Quantum efficiency measurements give more in-depth information on the
spectral response of the devices, detailing how many electrons are output
from the device per photon input. A distinction between external and internal
QE can be made. The external QE spectrum relates the number of extracted
electrons to the total number of impingent photons, while for the internal QE
spectrum the reflection is subtracted before making the QE quota.

The QE spectrum is acquired by irradiating the cell with monochromatic
light and measuring the short circuit current. The monochromatic light is typi-
cally obtained from a full-spectrum light source using a monochromator with a
prism or a grating and filters. This is in order to be able to scan the wavelength
of the light from the near UV (~350 nm) to the near IR region (~1200 nm).
This is the primary region of interest for photovoltaics, dictated by the range
of the solar irradiation and the band gap of the absorber materials used. Most
often the signal is chopped into a square waveform, so that it can be separated
from ambient light by using a lock-in amplifier. This also enables bias light
irradiation, which is important since the cell preferably should be irradiated
by approximately 1 000 W/m2 (i.e. at the level of full solar irradiation). The
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Figure 4.2: Example of a QE measurement plot for a CIGS solar cell. Three areas of
interest are marked with roman numerals.

standard measurement procedures are detailed in the IEC 60904-8 standard
[2].

With the spectral response of the cell, it is possible to estimate where car-
riers are generated and how they are collected. For instance, absorption in the
CdS buffer layer that does not lead to collected carriers cause a depression of
the QE curve in the UV region (see region I in Figure 4.2). Interference in the
window layers leads to QE maxima and minima depending on the thickness of
these layers (region II). As this reflects the transmittance of the window layers,
these features are not present in the internal QE. In the IR region (III), poor
QE collection is often present due to the fact that photons at these wavelengths
are to a large extent absorbed deep down in the absorber layer, far from the
depletion region. The electron-hole pairs generated here run an increased risk
of recombining at the back contact as well.

The short circuit current of the cell can be calculated, through:

JSC =
∞∫

λ=0

Gλ (λ )QE(λ )dλ , (4.1)

where Gλ is the spectral irradiance according to a reference distribution, like
the most commonly used AM1.5. This short circuit current value should co-
incide with the one obtained from a J-V curve if the spectrum for the lamp in
the J-V set up is used, and if the cell is irradiated using a similar light source
as bias illumination in the QE measurement.
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4.3 C-V
C-V measurements, i.e. capacitance–voltage characteristics are, together with
J-V , the most common measurement method for electronic devices. However,
for solar cells the J-V dominates as it is intimately connected to the concept of
conversion efficiency. C-V characterization can be used to estimate depletion
region width and carrier density in the devices, using a classic Mott–Schottky
plot of 1/C2 vs. V . These quantities are important to cell operation and as
input to modelling. However, in the case of CIGS cells, the C-V method is
not as straight forward as with crystalline Si. One problem is that the carrier
concentration is not controlled extrinsically by the introduction of doping el-
ements, but intrinsically by defects or defect complexes. This means that the
doping may be a function of the applied voltage. The deposition methods used
to synthesize CIGS leave little room for controlled adjustment of this property.

There are several methods related to C-V measurements, like Deep Level
Transient Spectroscopy, Admittance Spectroscopy and Drive Level Capaci-
tance Profiling. They are all more or less based on measurements of admit-
tance at varying frequency and may provide more in-depth information on
doping profiles and defect distributions (see e.g. [35, 18, 41]).

4.4 J(V )T
A characterization method that can be used to extract more information on
the recombination in the solar cells is temperature dependent J-V characteri-
zation, or J(V )T . The most important information gained from this method is
what recombination path that is the dominant one, in the bulk of the absorber
material or at the interface between the absorber and the buffer layer. The dif-
ferent possibilities are illustrated in Figure 4.3. There are two possibilities of
bulk recombination, in the quasi-neutral bulk (A) and in the space charge re-
gion (B). Furthermore, there is interface recombination (C) and recombination
at the back contact (not shown here). In addition to the recombination paths,
the tunnelling contribution can be estimated using the J(V )T method.

J-V measurements are executed at varying temperatures, typically in a span
between 200 K and 400 K, often in the illuminated and dark states. The result-
ing set of curves can be analysed in several different ways, but all the analysis
methods are based on the equation for an idealized solar cell:

J = J00 exp
(
−Ea

AkT

)(
exp
(

qV
AkT

)
−1
)
− JL (4.2)

Here J00 the saturation current prefactor, is relatively constant with respect
to temperature, as is the light induced current JL. Ea is the activation energy
for the dominant recombination process. At the open circuit point, the cur-
rent through the cell is J = 0 while V = VOC, so that exp(qV/AkT )� 1 and
Equation 4.2 can be reformulated to:
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Figure 4.3: Band diagram showing the recombination paths in CIGS devices with
[Ga]/([Ga]+[In])=0.3 (a) and for pure CGS (b). The diagrams are simulated with the
baseline case from Table 5.1, an applied voltage of 0.3 V and AM1.5 illumination.

VOC =
Ea

q
+

AkT
q

ln
(

JL

J00

)
(4.3)

The temperature dependence of the activation energy, Ea, can be taken into
account assuming that it is linear with temperature according to Ea = E0

a −
CkT . This assumption is reasonable since the temperature dependence of the
band gap energy is close to linear [68] in the temperature region where J(V )T
typically is performed. Consequently the VOC can be expressed as:

VOC =
E0

a

q
− kT

q

(
C−A ln

(
JL

J00

))
(4.4)
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Assuming that C−A ln(JL/J00) is constant with respect to temperature, the
VOC can be plotted versus kT/q, and thus the activation energy, E0

a (extrapo-
lated to T = 0 K), can be extracted. This method of extracting the activation
energy is useful only when the ideality factor is independent of temperature,
which is rarely the case with CIGS-based cells.

A more advanced method of extracting the activation energy involves deter-
mining the one diode model parameters (see Section 5.2). From the expression
for the saturation current, J0 = J00 exp(−Ea/AkT ), the following expression
can be derived:

ln
(

J0

J00

)
=
−Ea

AkT
(4.5)

Again, if the activation energy is assumed to vary linearly with temperature,
this can be reformulated to:

A ln
(

J0

J00

)
=−E0

a

kT
+C (4.6)

A ln(J0/J00) can be plotted versus q/kT so that the activation energy can be
extracted as the slope of the linear plot. One difficulty here is to obtain the
quantity J00. It can be accomplished by making a non linear fit to measurement
data according to

A ln(J0) = A ln(J00)−
E0

a

kT
+C, (4.7)

where the quantities E0
a , ln(J00) and C are used as variables. Here, the acti-

vation energy is obtained directly, but the previous mentioned plot (cf Equa-
tion 4.6) can be used to make certain that the plot is linear, as it should be.

Depending on what recombination path is the dominant one in the cell,
the activation energy should be equal to either the band gap or the minority
hole barrier at the interface between the absorber and the buffer layer, Φ

p
b . In

the case of Ea = Eg, the recombination path most likely to dominate current
transport is in the bulk of the absorber (see paths A and B in Figure 4.3). On
the other hand, if Ea = Φ

p
b the cell characteristics is considered to be interface

recombination controlled (path C) [66]. Furthermore, the contribution from
tunnelling can be estimated from the temperature dependence of the ideality
factor, see for instance [63].

Although the J(V )T method can provide more insight into the recombina-
tion mechanisms that govern current transport in thin-film solar cells, there
are some difficulties involved in applying the various analysis methods. One
difficulty lies in the fact that when analysing J-V characteristics measured at
low temperatures, there are more non-idealities that come into play. One of
these effects, roll-over or blocking behaviour at low temperatures, is clearly
illustrated in Figure 4.4, where two sets of curves are displayed; one showing
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Figure 4.4: J-V curves at temperatures between 200 K and 380 K in increments of
20 K.

the illuminated state (a) and the other one the dark state (b), for temperatures
between 200 K and 380 K. The curves at low temperatures are severely dis-
torted, and this makes it difficult perform the model fits needed for the J(V )T
analysis. In these cases, the one diode model does not apply and a more com-
plex model would have to be used. However, with most cells there is a suitable
temperature span where the one diode model does apply and the analysis can
be carried out.

An additional difficulty in the analysis of J(V )T data is that in certain cir-
cumstances the activation energy, Ea, may become larger than the band gap,
even if interface recombination dominates the current transport. This caveat
was raised by Jonas Malmström in his thesis [51], where he showed that a
result of Ea ≥ Eg does not automatically signify bulk recombination domi-
nance. It is especially true if the ideality factor varies strongly with tempera-
ture. However, an activation energy Ea < Eg does mean that interface recom-
bination is the dominant path.

As en example of applications of the J(V )T method, it is used in Paper VII
to analyse cells with alternative buffer materials. The study on CIS- and CIGS-
based devices with ZnO as buffer layer directly on the absorber showed that
for CIS cells, the dominant recombination was in the bulk of the absorber.
This is the normal mode for CIGS cells with low to medium Ga content and
CIS, for standard CdS buffer layer. For CIGS cells with medium Ga content
and direct ZnO, the dominant recombination path was at the interface, which
is the common mode of CGS/CdS devices as shown in, e.g., [67]. This is most
likely due to the fact that there is a negative conduction band offset, ∆EC,
between the absorber and the buffer layers, as illustrated in Figure 4.3b for the
case of CGS/CdS [91]. The situation at the absorber buffer interface is similar
in the case of CIGS/ZnO, with enhanced interface recombination as result.
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5. Modelling and Simulations

There are several different ways of modelling solar cells, and each type of
modelling can naturally by performed with varying degree of detail. In this
chapter a couple of approaches to modelling and simulation of thin-film CIGS
solar cells are described.

5.1 Modelling Methods
The different ways of modelling solar cell devices can be divided into two ma-
jor groups, analytical models and numerical models. In the analytical ones, an
equivalent circuit is modelled, where the different parts correspond to physical
entities of the device. This way of modelling electronic components is com-
mon in semiconductor device physics, e.g., the Ebers-Moll model of a bipolar
transistor [78, chapter 3]. In order for the model to be relevant, its compo-
nents must have physical relevance. Although it may be tempting to increase
the number of parameters in the model, with the result that the quality of the
fit improves, this involves a trade-off between how exact measurement data
can be reproduced by the model and how many model parameters are used.
A model with more parameters than can be justified in physics may provide
excellent fits, but with little relevance in the result. The model used here is the
one diode model shown in Figure 5.1.

The second type of modelling described here, using numerical models, most
often entails solving of partial differential equations using either finite differ-
ence or finite element methods. For thin-film solar cells there are several 1-D
simulation packages that utilize the finite difference method, with slight dif-
ferences in approach. Finite differences can also be used in 2-D and 3-D, but
finite element analysis is more flexible with complex geometries and is the
method primarily used in this work.

Furthermore there are hybrid methods that take advantage of both the pri-
mary modelling methods. One such method is when an analytical model is
used as a boundary condition to a numerical simulation of e.g. the current
distribution in the front contact (see Section 5.4). This type of simulation can
also be performed with a network approach, where the one diode model is ex-
tended to a multi-diode network, and subsequently the output characteristics
is computed using numerical methods.
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Figure 5.1: The one diode model describes a solar cell device, using a p-n junction (A,
J0), a current generator (JL), a shunt conductance (Gsh) and a series resistance (Rs).

5.2 The One Diode Model
The most common analytical model for a solar cell, at least in the CIGS cell
case, is the one diode model described in Figure 5.1. There are alternatives,
like the two diode model that is often used to model crystalline silicon so-
lar cells. Other alternatives, incorporating more circuit elements can also be
constructed, for instance with a blocking back contact barrier.

The one diode model, used here, consists of a p-n junction, described by the
saturation current (J0) and the ideality factor (A), a current generator (JL), a
shunt conductance (Gsh) and a series resistance (Rs). This model is illustrated
in Figure 5.1 and its J-V characteristics can be described analytically by the
equation

J = J0

(
exp
(

q(V − JRs)
AkT

)
−1
)

+Gsh (V − JRs)− JL (5.1)

The three terms on the right hand side in Equation 5.1 represent three parallel
currents, which correspond to the diode current, the shunt current and the
photo-generated current in the equivalent circuit. The voltage over these three
components is given by Vj = V − JRs, the junction voltage.

The five parameters of Equation 5.1 can be extracted from fitting the model
to experimental data. This is the essence of the analytical modelling. The
extracted parameters are used to evaluate different respects of device per-
formance. As an example of a direct connection between one diode model
parameters and physical effects, an abnormally large shunt conductance can
easily be identified from the Gsh parameter.

There are several ways of extracting the one diode model parameters from
measurement data, i.e. from J-V characteristics. It can be done with several
consecutive linear fits to different representations of different parts of the J-V
curve. Firstly, the shunt conductance can be extracted from the inclination of
the linear part of the J-V curve at V < 0. The series resistance can then be

36



1/(J+JSC) [cm2/mA]

dV
/d

J
[k

Ω
cm

2
]

0 0.05 0.1 0.15 0.2 0.25 0.3
0

0.005

0.01

0.015

0.02

0.025

0 0.03
0

0.0025

Figure 5.2: In this extraction of the series resistance of the one diode model, the three
different fits were made in three different intervals, [0 0.1], [0 0.2] and [0 0.3].

extracted from the forward part of the curve and subsequently the effects of
shunt conductance and series resistance can be removed from the J-V curve
data, so that the ideality factor and the saturation current can be extracted from
a lin-log plot of J vs. V .

These sequential fits are often accurate enough, but have the inherent prob-
lem that a number of fitting regions have to be decided by the user. This intro-
duces a potential for errors, depending on the sensitivity of the least squares
fit to the extent of the chosen region. In Figure 5.2, the series resistance value
is extracted from the plot of dV/dJ versus 1/(J + JSC), where the most im-
portant part is at the lower left, i.e. the forward part of the J-V curve. The Rs
value is read at the intersection of the extrapolation and the y-axis, and this
value may vary by a factor of two depending of how large the fitting region
is. There is another potential source of error here. The quantity dV/dJ that is
plotted in Figure 5.2 has to be computed numerically. There is an additional
way of determining the ODM parameters, based on a series of measurements
at different illumination. The method takes advantage of the fact that the series
resistance does not influence the VOC value. This enables a lumped Rs value
to be determined accurately, but only if the condition of superposition is ful-
filled. This, and other methods for establishing the series resistance parameter
are reviewed in [61].

An alternative way of extracting these model parameters is to fit the whole
model to the measurement data in one least squares fit procedure. A problem
that arises here is the strongly varying slope of the J-V curve, which creates
difficulties with the standard least squares fit where it is assumed that the error
in J is normal distributed. This has the effect that the forward part of the curve,
where the slope is high, will be strongly overemphasized in the fit.
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Instead, a weighted least squares fit must be used so that errors in the
voltage measurement also are taken into account. This can be accomplished
with the orthogonal distance regression (ODR) method [14], where the fit is
weighted by the inverse of the measurement uncertainty at the respective mea-
surement points. This uncertainty is combined from the measurement uncer-
tainties in current density and voltage according to:

σ (J (V )) = σ (J)+
dJ
dV

σ (V ) (5.2)

In this way the strongly varying slope is taken into account, and the fit is
not over-emphasized in the high slope region. With the ODR fitting method,
it is thus possible to separate the five one diode model parameters from a
single fit. Because of the exponential function in the one diode model, the J0
varies rapidly and may change by several orders of magnitude during a fitting
procedure. This can be remedied by letting the fitting algorithm use ln(J0) as a
model parameter instead of J0. Thus, the convergence is drastically improved.

One concern with this kind of model-fitting to measurement data is that the
co-variance of parameters may be high, and thus lead to erroneous fits. In the
case of fitting the one diode model to J-V data, this occurs mainly between
the ln(J0), A and Rs parameters, but with the ODR method the effect of an
external discrete resistor can readily be separated from the cell characteristics,
showing that the co-variance between A and Rs is not a significant problem.
As with the sequential fits, the fitting region must be decided by the user, but
ideally the result should be the same for all parts of the curve. This is, however,
not the case for some J-V curves where there are additional non-idealities like
the ones mentioned in conjunction with J(V )T in Section 4.4.

The one diode model parameters can be used to characterize the device and
to understand what losses are present. Another important use for the one diode
model parameters is to provide a basis for recombination analysis in tempera-
ture dependent J-V measurements, J(V )T . Although the activation energy for
the dominant recombination process can be determined from the temperature
dependence of the open circuit voltage, it is more accurate to use the satu-
ration current density. This is especially true when the ideality factor varies
with temperature, as is most often the case with CIGS cells. Furthermore, the
ODM parameters have to be used when analysing the dark J(V )T characteris-
tics, since there is obviously no possibility to analyse the VOC.

5.2.1 ODM Modelling for Degradation Studies
Degradation studies on solar cells most often entails closely monitoring cell
characteristics, while exposing them to accelerated test conditions. Looking at
the solar cell parameters, VOC, JSC, FF and η , some trends can be traced, but
from these it is difficult to obtain any information about what is changed in
the cell. For instance, a FF loss can be due to a number of underlying effects
such as shunt, resistance or recombination effects.
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These effects can be separated using the ODM parameters instead. When
a CIGS solar cell is degraded by damp heat treatment, there are most often
losses in open circuit voltage and fill factor, while the short circuit current
essentially remains intact [89, 34, 52, 71]. Using the ODM modelling it is
possible to separate the effect of increased recombination in the cell from that
of increased series resistance or shunt conductance. This subject is elaborated
on further in Section 6.2.1

5.3 Numerical Device Modelling
In numerical device simulations in general, partial differential equations are
solved subject to certain boundary conditions. Compared to the analytical
modelling that uses macroscopic circuit elements, the numerical device sim-
ulations are used to calculate fundamental physical properties, like electrical
potential and electron and hole concentrations. This may provide more infor-
mation on how material parameters influence device characteristics.

In the numerical model described here, as in all semiconductor device sim-
ulations, the Poisson equation

∇(εrε0∇Ψ) = q(p−n+ND−NA) (5.3)

is solved with appropriate boundary conditions, together with the steady-state
continuity equations for electrons and holes:

∇Jn=−q(G−Rn) (5.4)

∇Jp=+q(G−Rp) (5.5)

Ψ is the electric potential while p and n are the carrier densities. NA and ND
denote ionized doping densities, acceptors and donors. Jn and Jp are the elec-
tron and hole current densities, respectively, while G is the generation rate and
R is the recombination rate.

These three equations (5.3 – 5.5) are the most fundamental semiconductor
differential equations. Poisson’s equation is one of the Maxwell equations,
while the continuity equations state that the net inflow of charge carriers into
a volume must equal the net generation, i.e. the difference between generation
and recombination, so that no charge carriers materialize out of thin air.

Furthermore, there are the current density equations that create a link be-
tween carrier densities, current densities and potential through:

Jn=qµen∇Ψ+qDe∇n (5.6)

Jp=qµp p∇Ψ−qDp∇p (5.7)

Here the two currents, drift and diffusion, are added up to the total current
densities for electrons (Equation 5.6) and holes (Equation 5.7).
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Figure 5.3: An example of simulated QE and J-V characteristics using the parameters
given in Table 5.1 in AFORS-HET.

5.3.1 1-D Device Simulation Software
There are several device simulation packages that readily simulate multi-layer
heterojunction solar cells in one dimension, including AMPS [22], SCAPS
[13], AFORS-HET [23], ASPIN [80] and ASA [87]. These have been used in
several important studies over the past 20 years and have furthered the under-
standing of the operation of thin-film solar cells. All of the mentioned simu-
lation software packages utilize the finite difference method, which approxi-
mates the partial differential equations to be solved on a line from back to front
through the cell structure. This line, and thus the partial differential equations,
are discretized into N segments, resulting in 3N non linear equations that are
solved numerically.

One difficulty with numerical device simulation of CIGS solar cells is the
lack of measurement values for some of the physical quantities that the sim-
ulations are based upon. While several of them, like band gap, dielectric con-
stant, optical properties, electron affinities and more, are available from liter-
ature for most materials used in CIGS devices, others are difficult to measure.
This is especially true for defect characteristics and interface properties (see
e.g. [19]). For this reason, studies using numerical simulations most often use
a baseline case, with the most likely set of parameters for a baseline cell, and
then parameters are varied one at a time in order to study specific effects.
There have also been attempts at inverse modelling, obtaining physical pa-
rameters by fitting models to experimental data [93].

Examples of modelling studies that have furthered the knowledge about the
inner workings of CIGS devices include the effects of increased conduction
band minimum at the absorber/buffer interface when the band gap is increased
[26]. This type of band gap grading was also studied in [74]. The blocking
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Table 5.1: An example of parameters used in a baseline 1-D simulation. The parame-
ter set has been compiled from a number of sources, most notably [25].

Layers

Quantity CIGS CdS ZnO ZAO

εr [ - ] 13.6 10 9 9
χ [eV] 4.1 3.8 4 4
Eg [eV] 1.15 2.4 3.3 3.3
µe [cm2/Vs] 100 100 100 100
µh [cm2/Vs] 25 25 25 25
Nc [cm-3] 2.22×1018 2.22×1018 2.22×1018 2.22×1018

Nv [cm-3] 1.78×1019 1.78×1019 1.78×1019 1.78×1019

NA [cm-3] 3.5×1016 0 0 0
ND [cm-3] 0 3.5×1017 1×105 1×1018

ve [cm/s] 1×107 1×107 1×107 1×107

vh [cm/s] 1×107 1×107 1×107 1×107

behaviour of CIGS cells at decreased temperature has also been studied [81],
as well as the cross-over between illuminated and dark J-V characteristics
[57].

An example of a 1-D simulation of a CIGS cell is shown in Figure 5.3,
where the parameters given in Table 5.1 are used to compute QE and J-V
characteristics with AFORS-HET. As mentioned previously, not all parame-
ters are well known, but are estimated. The parameter set in Table 5.1 has been
compiled from various sources, e.g. [70], [57] and [25] where a baseline case
is presented.

5.3.2 2-D Device Simulations
Although 1-D simulations of thin-film solar cells can be very useful in deter-
mining the effects that different parameters have on device performance, it is
of little use when studying other effects like discrete shunts, weak diode areas,
material inhomogeneities, contact geometries and grain boundaries. In these
cases the cells need to be simulated in two or three dimensions. There are not
any fundamental differences between simulating solar cell devices in one or
more dimensions, but it does complicate the discretization and solving of the
semiconductor equations. The difference in the equations is simply that the
functions involved are all functions of two or three spatial quantities (e.g. x, y
in 2-D):

∇(εr(x,y)ε0∇Ψ(x,y)) = q(p(x,y)−n(x,y)+ND (x,y)−NA (x,y)) (5.8)

∇Jn(x,y) =−q(G(x,y)−R(x,y)) (5.9)
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∇Jp(x,y) = +q(G(x,y)−R(x,y)) (5.10)

The Equations 5.8 through 5.10 are solved with the boundary conditions given
in Equations 5.11 through 5.13 at the back contact and 5.14 through 5.16 at
the front contact. n0 and p0 are the equilibrium carrier densities.

Ψ|back = Va (5.11)

Jn|back = +qSb
n (n|back− n0|back) (5.12)

Jp
∣∣
back =−qSb

p ( p|back− p0|back) (5.13)

Ψ|front = 0 (5.14)

Jn|front = +qS f
n (n|front− n0|front) (5.15)

Jp
∣∣
front =−qS f

p ( p|front− p0|front) (5.16)

Here, the quantities Sn and Sp are the recombination velocities at the con-
tact surfaces. The f and b superscripts denote the front and back boundaries,
respectively. The quantities solved for are Ψ, n and p. From these and the
material parameters, band diagrams and currents can be calculated.

In this work, 2-D device simulations are performed using the finite element
method, instead of the finite difference method used in the 1-D simulation
packages. The modelling, discretization and calculations are performed using
the software package Comsol Multiphysics (see Paper I).

The variations in carrier density between the different semiconductor layers
in a heterojunction thin-film solar cell can be very large, many orders of mag-
nitude. This is the case in CIGS cells when comparing the hole density in the
p-type CIGS layer and in the heavily n-type ZAO window layer. Partly, these
extreme variations are in the nature of semiconductor physics, but emphasized
in the CIGS solar cell structure due to the large band gap of the ZAO. With
a large band gap the minority carrier density becomes extremely small, since
there is an exponential relationship between intrinsic carrier density and the
band gap, ni =

√
NCNV exp(−Eg/2kT ). As an example, the intrinsic carrier

density of ZnO, with a band gap of 3.3 eV, is in the order of 10−9 cm-3. This,
with the high doping of the ZAO, leads to an extremely low minority carrier
density as exemplified in Figure 5.4a, where the carrier densities for a typical
CIGS structure is plotted. The large variation is difficult to handle in the finite
element method, since it results in an ill-conditioned coefficient matrix for the
equation system that is to be solved. In order to go around this problem the
quasi Fermi levels, illustrated in Figure 5.4b, are used instead of the carrier
densities according to:

n = ni exp
[

Ei−EFn

kT

]
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Figure 5.4: An example of simulated carrier densities (a) and quasi Fermi levels (b)
for a typical CIGS cell under illumination (from baseline case in Table 5.1).

p = ni exp
[

EF p−Ei

kT

]
This means that Poisson’s equation (5.8) becomes:

∇(εrε0∇Ψ) = q
(

ni exp
[

EF p−Ei

kT

]
− ni exp

[
Ei−EFn

kT

]
+ND (x,y)−NA (x,y)

)
(5.17)

In this way, the electric potential together with the quasi Fermi levels, EFn
and EF p, are the quantities solved for, while the other quantities are calculated
from the input parameters.
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5.3.3 Results from 2-D device modelling
The CIGS absorber material is far from a well-behaved single crystalline el-
emental semiconductor, but instead a poly crystalline quaternary compound
where the composition may vary with position. Depending on deposition pro-
cess, the material will contain inhomogeneities. The most common of which
is the band gap grading, e.g. present in the three-stage co-evaporation pro-
cess where a double grading normally is acquired [24]. Furthermore, lateral
fluctuations in the band gap energy has been observed by microscopic pho-
toluminescence studies [30]. These fluctuations may be due to variations in
composition between grains, or between grains and grain boundaries.

In Paper I, 2-D simulations of solar cell cross-sections with variations in
material parameters, like the ones mentioned in the previous section, are per-
formed. Fluctuations in the band gap are introduced as a superposition onto
a base line case similar to that described by Table 5.1. These fluctuations, in
the form of randomized deviations from the original band gap, are entered
as two-dimensional functions of depth and one lateral coordinate in the cell
structure. They are characterized by the standard deviation, σg. An example
of such a function is shown in Figure 5.5. A series of simulations with varying
magnitude of fluctuations is calculated. From [27], the influence on the open
circuit voltage by fluctuations in the band gap can be calculated analytically:

VOC = V 0
OC−

σ2
g

2qkT
, (5.18)

where V 0
OC is the open circuit voltage with constant band gap energy. This

analytical model is confirmed by the simulations, showing that the voltage de-
crease is moderate for fluctuations of σg < 20 meV, while it increases rapidly
for larger fluctuations.

In addition to the band gap fluctuations, a series of simulations with dif-
ferent fluctuations in mid-gap trap density in the CIGS was also calculated.
The result of this is similar compared to the results from fluctuating band gap,
with little change in the J-V curve for variations in trap density of less than
5×1016 cm-3, but with rapidly increasing deterioration of the cell performance
for higher values. This is illustrated in Figure 2 of Paper I.

One of the most important strengths with the implementation of 2-D simu-
lations that is described in Paper I is that all material properties can be entered
into the simulations freely, as two dimensional functions of x and y. It is also
quite straightforward to implement geometric features like a rough interface
between the absorber and the buffer layer.

A downside of the implementation is that a large number of mesh points,
and thus a large number of degrees of freedom (DOF), has to be used in order
to resolve the features of the cell structure and the rapidly varying parameters.
This makes the calculations computationally heavy, and with a reasonably
modern desktop computer (AMD Athlon 64 X2 4400+ with 4 GB of RAM)
the simulation of one J-V curve, for a 1 µm wide cross-section, takes approx-
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Figure 5.5: Band gap fluctuations of σg = 10 mV as used in the 2-D simulations of
cells with varying material parameters.

imately 25 minutes. Increasing the extent of the simulations, to larger cross-
sections or with complex geometric variations, would increase the number of
DOF and the computation time.

5.4 Hybrid Simulation Models
The numerical simulations described in the previous section are reasonably
straightforward in one dimension, manageable in two dimensions, but diffi-
cult to perform in three dimensions. This means that they cannot be used for
applications like simulations of complete cell structures with a current collect-
ing grid, or for point defects. In order to accomplish this kind of modelling, a
hybrid model can be used.

One way of combining numerical and analytical modelling into a hybrid
model is to use the one diode model, described in Section 5.2, as a boundary
condition in a numerical simulation of steady state electrical conduction in the
front contact layers. This can be described as the generalization of a network
model to an infinite number of one diode models.

5.4.1 Network Model
The real solar cell device can be viewed as a very large number of small solar
cells that are connected in parallel through the back and front contact layers.
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Figure 5.6: Schematic drawing of a two dimensional network model with n one diode
model subcells in parallel.

This situation can be approximated using a network of discrete devices and
wires that connect them, a so called network model, which is illustrated in
Figure 5.6. This type of modelling has not been performed within this work
but should be mentioned for completeness. Several authors have used this kind
of network model to study effects of inhomogeneities and module cell opti-
mization in CIGS-based solar cells [11, 40, 27, 10]. Each discrete diode is
represented by a set of parameters from the one diode model, and the cur-
rent and voltage distributions can be calculated numerically using a software
package like SPICE.

One difficulty with the network model is that the cell, which is a continu-
ous entity, is modelled as a network of discrete components. This means that
physical quantities like resistivity and layer thickness, as well as geometric
constraints, must be translated into the network model. The process of dis-
cretizing the semiconductor layer in this way may not be a straightforward
task. A more intuitive way of modelling this, from device geometries and ma-
terial quantities, is presented here in Section 5.4.4.

5.4.2 Model Generalization
If the number of subcells in the network model is increased towards infinity,
the one-diode models will converge to a continuous, distributed diode. The
network of resistors connecting the subcells will converge to a continuous
layer of conductive material. One way of approaching this limit is to simulate
the potential in the contact layers using, e.g., the finite element method. In this
way, the one diode model action of the subcells in the network is modelled as
a continuous boundary condition over the bottom surface of the window layer.
While the modelling is continuous, the solution is discretized in the form of a
mesh.

The potential distribution of the front contact is acquired by solving

∇(εrε0∇Ψ) = 0 (5.19)
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for steady state electrical conduction. Ψ is the electric potential and εr is the
relative dielectric constant of the contact layer material. Both these quantities
are functions of the spatial variables. The boundary conditions used on the
bottom surface are described by:

Jin(x,y,0) = J0

[
exp
(

q(Va−Ψ(x,y,0)−RsJtot)
AkT

)
−1
]

+Gsh (Va−Ψ(x,y,0)−RsJtot)− JL (5.20)

Here the quantity Jin(x,y,0) is the current input at the position (x,y) on the
bottom surface of the modelled contact layers, defined here as z = 0. The one
diode model parameters that provide the operating characteristics for the un-
derlying distributed diode can be given as constants or as functions of x and
y. Although Equation 5.20 essentially is the one diode model, there is a slight
difference between it and Equation 5.1. In the boundary condition given here,
the series resistance is not defined on a local level as the other parameters but
as global series resistance that influences the whole cell. To this, the series re-
sistance effect of the front contact is added in the simulation. The total current,
Jtot , which is multiplied by the series resistance parameter, is given by:

Jtot =
∫

contact

J ·dS (5.21)

i.e. the total current through the cell. This means that the voltage Vj = Va−
Ψ(x,y,0)−RsJtot is the junction voltage experienced in the position (x,y) with
an applied bias voltage of Va.

This way of introducing the solar cell action provides excellent flexibility
in the modelling, with few constraints on spatial variations in material param-
eters. Geometries, with cell shape and contact structure patterns, can also be
modelled quite freely.

5.4.3 2-D Hybrid Modelling
The simplest implementation of the hybrid simulation is when a 2-D cross
section of a module type cell is modelled. Without material inhomogeneities
this is essentially a 2-D situation with the current flowing perpendicularly to
the cell’s long side (as it is supposed to in the module design). This kind of
cross section model is shown in Figure 5.7a, where the ZnO and ZAO layers
are seen, with current inflow from the right edge of the upper (ZAO) layer and
out through the bottom. In a module, the contact at the side edge of the ZAO
layer would feed into the interconnect structure described in Section 3.2.

Because of the very high aspect ratio of the simulated structure, on the order
of 10 000:1, it is difficult to use a model to scale. If the cell cross section were
to be modelled by a rectangle with a height of 100 nm and a width of a few
millimetres, the minimum element size in the discretization of the geometry
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would be governed by the film thickness (100 nm). This would result in a very
large number of elements along the width of the cell, causing a significant
slow-down of calculations. The issue can be remedied by using an anisotropic
scaling of the geometry, making it thick enough for the number of DOF to be
manageable. At the same time the properties of the material must be scaled
anisotropically, with an increase in the conductance in the y-direction (verti-
cally in the cell structure) paired with a decrease of the conductivity in the
x-direction (laterally) by the same factor.

This 2-D hybrid modelling of cross-sections has not been studied exten-
sively in this work. More on the technique and applications, with a slightly
different but essentially equivalent method, can be found in [38].

5.4.4 3-D Hybrid Modelling
As mentioned in the previous section, the cross-section of a module cell is very
much suited to 2-D simulations, since little current flows parallel to the cell’s
long side. The situation for a laboratory scale cell, with a current collecting
grid on top of the ZAO layer, is quite different and needs 3-D simulations.
This is also true for a module type cell with varying material properties.

Similar to the extension of numerical device simulations from one to two
dimensions, there is no fundamental difference between hybrid simulations in
two or three dimensions. The most important difference is that the complexity
of the calculations, the number of degrees of freedom, increases drastically.

5.4.5 Results from hybrid modelling
The hybrid modelling can, for example, be used to investigate the effects of
the distributed series resistance in laboratory cells, and how it influences the
extraction of one diode model parameters. One way of monitoring cell per-
formance, and analysing cell behaviour is to study ODM parameters, as dis-
cussed in Section 5.2. However, this method has its constraints in the fact that
the simple ODM only uses a lumped series resistance, while different parts of
the real cell will experience different electrical potential.

In Paper II, the effects of front contact resistance on extracted diode param-
eters are studied. In the hybrid model, the cell can be thought of as a very
large number of small subcells connected in parallel. Since these are located
at different positions in the cell they will experience different series resistance
as the distance to the nearest grid finger or contact point varies. Consequently,
their respective operating characteristics will be different even if the cell layers
are perfectly homogeneous. This manifests itself in a variation of the electric
potential over the cell, as can be seen in Figure 5.7b When adding up the con-
tributions, this variation in series resistance will lead to a distortion of the
complete J-V curve, as the shapes of the different subcell curves are different.
If ODM parameters are extracted from these curves, the distortion will lead
to a misinterpretation of the model parameters, that primarily has an effect on
the A and the J0.
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(a) 2-D module cell

(b) 3-D laboratory cell

Figure 5.7: Two examples that show the resulting potential in a cross-section of mod-
ule cell (a) and in a laboratory scale cell with current collecting grid (b)

With an increased resistivity or decreased thickness in the ZAO, resulting
in higher sheet resistance, the effects on extracted ODM parameters increases.
Conversely, a current collecting grid lowers the effect. This means that in cells
with highly resistive front contact material, or with a poor current collecting
grid, extracted ODM parameters must be treated cautiously. However, with
normal laboratory scale cells, the current collecting grid ensures that the ef-
fects of lateral current distribution are not very severe. Consequently, the in-
creased ideality factors and saturation currents seen in cell degradation (see
Papers V and IV) are not an artefact but actual changes in the junction charac-
teristics.

On the other hand, for module cells, as studied in e.g. [45], the effect of
lateral current distribution on the extracted ideality factors and saturation cur-
rents play a significant role. The increases in A and J0 observed there can be
explained by the artificial increase from the front contact resistivity. In this
kind of study, it is difficult to separate the effects of increased sheet resistance
from that of changed junction properties. For more one these effects, see Sec-
tion 6.2.2.

In Paper III the hybrid model is used to study lateral inhomogeneities in ma-
terial properties and discrete shunt defects in module type cells. When manu-
facturing thin-film solar cells and modules, there will always be variations in
film properties over the surface, especially for large area devices. In all the lay-
ers in the structure these types of fluctuations may occur in, e.g., the thickness
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Figure 5.8: The logarithm of the saturation current, J0 (a), and the light-induced cur-
rent, JL (b), mapped over the surface area of a 12.5 cm × 12.5 cm.

or in material quantities like band gap or trap density. As mentioned in Sec-
tion 5.3.3, band gap fluctuations are common due to compositional variation
in the CIGS compound. The variations that occur vary greatly with the type
of deposition used, e.g. co-evaporation, selenization from metal precursors or
from screen-printed nano-composites.

Such variations were mapped for a 12.5 cm × 12.5 cm substrate, where
J-V characteristics were recorded for 288 subcells of 0.5 cm2 surface area
[94]. From these J-V characteristics, ODM parameters were extracted and
interpolated to 2-D functions, exemplified in Figure 5.8.

In Paper III module type cells are simulated for different ZAO layer thick-
nesses and for different cell widths, using the parameter maps in Figure 5.8
in an inhomogeneous case. The optimization of cell efficiency is studied for
this and a homogeneous reference case. For the relation between ZAO layer
transmittance and sheet resistance the semi-empirical Beer-Lambert model of
[38] is used. The effects of the inhomogeneous material parameters on the
optimization of cell width and ZAO sheet resistance are limited, with some
benefits of using wider cells in the inhomogeneous case. A wider cell screens
part of the areas with worse material quality, offsetting the increased series
resistance incurred.

Furthermore, module cells are simulated with discrete shunt defects, mod-
elled as circular wells in the absorber layer where the ZnO/ZAO double layer
meets the back contact Mo. The size and position of the shunts and the thick-
ness of the ZnO layer are varied. The position of the defects is not a critical
parameter, as it had little influence except for at the very edges of the cell.
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Figure 5.9: An example of a 30 µm shunt modelled in a module type cell, as the ones
studied in Paper III. The applied voltage is Va = 0.4, close to the maximum power
point.

The shunt size naturally influenced the resulting Gsh parameter that increased
faster than the circumference of the defect, but slower than the surface area.
The resulting potential distribution in a 5 mm× 5 mm module type cell, at the
maximum power point, is shown in Figure 5.9.

5.5 Modelling outlook
In parallel with the development of computers, more detailed modelling has
become possible and there is no obvious reason why this development should
not progress in the coming years. More memory allows for finer meshing and
several processors working in parallel will speed up calculations, especially
for embarrassingly parallel processes like when essentially the same calcula-
tions are carried out many times with adjustments of one or several parame-
ters.

However, increased processing speed and memory will not necessarily
solve all difficulties with simulating thin-film solar cells. The issues of
handling very large aspect ratios and very small feature sizes, i.e. in the
example of small defects, remain.

The 2-D device model discussed here (Section 5.3.2) does not include more
advanced forms of trap distributions, tunnelling or cross-interface recombi-
nation, but it could quite readily be accommodated. This kind of features
has been implemented in several of the 1-D software packages listed in Sec-
tion 5.3.1. Intra-band tunnelling has been added to SCAPS in the latest version
[86] and there are plans for implementations of 2-D simulations in AFORS-
HET, both as a network model and as a full numerical implementation [62].

In the hybrid model, it is possible that the current distribution could be
simulated using a 2-D representation of a ZAO layer instead of a thin 3-D
ZAO layer, since the thin-film structure is nearly 2-D. This would increase
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computation speed, allowing for the use of an inverse modelling method so
that sheet resistance of the ZAO can be extracted instead of the lumped series
resistance parameter used in the one diode model.

There are also software packages that are used to simulate microelectronic
components. These are mostly focused on crystalline Si, but could be adapted
to handle materials like the ones present in CIGS-based cells.
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6. Stability

While wafer-based Si technology has a proven record of stability this is-
sue is not quite resolved for several of the thin-film technologies, see e.g.
[77, 65, 32, 71, 20, 31]. This is partly because of the relative novelty of these
technologies, and partly because there are more complex processes in these
devices, which are not quite understood. In order to be able to asses the influ-
ence of operational exposure during 20 years or more, a better understanding
of degradation processes is needed.

6.1 Introduction to Stability Studies
From previous studies, it is quite well established that moisture in combina-
tion with high temperature has a negative influence on CIGS solar cells, as
shown in Papers IV and V as well as references [89, 52, 71]. It is important to
note that prolonged exposure to elevated temperature in a dry atmosphere has
little influence on device performance. The degradation effects are not well
understood, and different types of cell structures can be influenced differently.

The stability over time, for solar cell modules, can be divided into two lev-
els, the inherent stability of the cells and the overall stability of the module.
The overall module stability can be tackled by ensuring a strong encapsula-
tion. To put it simply, if no moisture can find its way into the module, there will
be no effect from moisture on module degradation. This can be accomplished
with the right combinations of encapsulant, edge-sealing and framing. The
most common methods of encapsulating wafer-based modules are not enough
to protect thin-film CIGS modules, as the encapsulant of choice, EVA, read-
ily transports water vapour. There is, of course, an intimate link between the
inherent stability of the active layers and the overall module stability. While
strong encapsulation can provide stable operation, long term stability may be
accomplished at a lower cost if the device layers are stable in themselves,
as in the case of wafer-based Si technology. The overall module stability is
not studied in this work, but the subject is touched upon in connection with
moisture ingress.

The inherent stability of CIGS solar cells concerns the stability of the cell
structure itself, and how it reacts to degradation. This ultimately depends on
the effects on the individual materials in the layers of the structure, and how
these effects influence the electrical performance of the cells. The inherent
stability is the chief concern of this chapter.
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Figure 6.1: J-V curves at different stages of degradation.

6.2 Degradation of CIGS Cells
As mentioned, the most important degradation factor for CIGS solar cells is
the combination of moisture and high temperature, commonly referred to as
damp heat (D.H.). More specifically this is equivalent to an environment with
a temperature of 85 ◦C and with 85 % relative humidity. It is used as an ac-
celerated ageing test and it is defined in the design qualification and type ap-
proval standards for thin-film as well as wafer-based solar cell modules ([36]
and [37], respectively).

Although D.H. exposure may influence different cells differently, and it is
difficult to generalize on the degradation effects, most CIGS cells suffer from
reduced VOC and FF while the JSC typically is not severely affected. Conse-
quently, the η is also reduced. Initially the process is quick, but eventually
saturates. This is exemplified in Figure 6.1, where J-V curves for increasing
time of D.H. exposure are shown for a baseline cell from Ångström Solar
Center. The criteria for baseline processes are given in [42].

The J-V curves shown here (Figure 6.1) clearly show how the performance
of the cell is affected by the D.H. treatment, with the VOC decrease as the
most prominent feature. This is detailed in Figure 6.2a, where the evolution of
the VOC is plotted as a function of the exposure time. Here, it is evident that
the degradation in the open circuit voltage is forceful in the beginning of the
exposure time, while it subsequently saturates at a lower level.

At lower relative humidity, the typical degradation of base line cells is much
less severe, without the strong initial decrease in open circuit voltage. This is
studied in Paper VI, in conjunction with the effects of EVA encapsulation on
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Figure 6.2: An example of how the open circuit voltage (a) and the saturation current
density (b) develop over the course of 1000 hours of damp heat exposure. The data
represent average values for four cells on the same substrate.

degradation. At 65 % relative humidity the degradation is similar to the case
with 85 %, but with a longer time constant. At even lower levels the strong
VOC decrease is not present.

6.2.1 Degradation Mode Separation
Different degradation modes can be separated, using the parameters of the
one diode model. This method can separate effects from shunt conductances,
series resistances and the quality of the diode itself.

One effect that is well established is the increase of the front contact sheet
resistance with exposure to D.H. [89, 47]. The back contact material that is
exposed in the scribes used to isolate the different cells can be corroded in
the humid environment, which also leads to increased resistance. These two
resistance components influence the slope of the J-V curve in the forward
direction, which can be seen in Figure 6.3. It is also shown clearly in the value
of the ODM Rs parameter in Table 6.1.

With the effect of the series resistance separated, the degradation effects on
the diode itself is quantified by the degradation of the extracted J0 and A pa-
rameters. The development of the saturation current density is illustrated by
the example in Figure 6.2b, where it is evident that the saturation current in-
creases by several orders of magnitude, rapidly following the introduction into
damp heat environment. Increased recombination is the likely process behind
this development and also leads to the reduction in the open circuit voltage
previously mentioned. As a consequence of the increased recombination, in
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Figure 6.3: An example of illuminated J-V characteristics before and after 1000 h of
damp heat treatment.

Table 6.1: ODM parameters from the example of J-V characteristics before and after
damp heat exposure.

J0 A Rs Gsh JL

[mA/cm2] [ - ] [kΩcm2] [mS/cm2] [mA/cm2]

Before D.H. 9.3×10−7 1.4 6.2×10−4 0.44 29.4
After D.H. 1.4×10−3 2.3 1.3×10−3 1.3 28.9

combination with the increase in series resistance, the fill factor deteriorates
as well.

Furthermore, the shunt conductance and the photo current can be moni-
tored. The plots in Figure 6.3 show that these parameters do not change to a
large extent, but studying the ODM parameters in Table 6.1 the Gsh parameter
does increase significantly in relative terms, while the JL remains essentially
constant. However, this change in Gsh does not influence the FF or the η to a
large extent.

6.2.2 Hybrid Modelling for Stability Studies
Although the extracted J0 and A are essentially related to the quality of the
diode in the solar cell, they can also be influenced by the resistivity of and the
current distribution in the front contact material. This effect is described in
Paper II. It is an effect of the lateral current distribution in the front contact and
can be modelled using the hybrid model described in Section 5.4. Different
parts of the cell experience different series resistance depending on where it
is located in relation to the current collecting front contact. When added up,
the J-V characteristics of the different parts create a distorted total J-V curve,
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Figure 6.4: The effects of increased ZAO sheet resistance on the extracted A (a) and
J0 (b) one diode model parameters, for module type cells.

which result in artificially high J0 and A values when these parameters are
extracted.

Although it is obvious that there are effects from the front contact sheet re-
sistance on the extracted J0 and A parameters, it is not enough to explain the
sharp increase associated with the D.H. treatment for laboratory scale cells.
With the current collecting grid used in these devices the lateral effects are
small. However, for module type cells it is more difficult to separate the ef-
fects of D.H. on the diode and on the resistivity of the front contact. This
is illustrated in Figure 6.4, where the extracted ideality factor and saturation
current density are displayed for varying ZAO sheet resistance. In this case a
5 mm wide module type cell is used. The sheet resistance increase is in line
with what can be expected from damp heat effects [45, 89]. It shows that the
one diode model parameters are severely affected due to the lateral current
distribution in the absence of a current collecting grid.

6.3 Absorber Thickness and Degradation
In Paper IV, the effect of the buffer layer thickness on the stability character-
istics is studied. The main reason for attempting to thin down the absorber
layer is that this would reduce the material consumption, which may be very
important in the view of rising metal prices. The abundance of the materials
used has been questioned [5, 29, 21] but is not considered a limiting factor
in the CIGS community today. Furthermore, a thinner layer can be deposited
faster, thus costing less in terms of machine time and investments.
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Figure 6.5: Modelled VOC values as a function of the absorber thickness (calculated
using AFORS-HET and the base-line case presented in Table 5.1)

In order to study the effects of D.H. on thinner absorbers, cells with vary-
ing absorber thickness between 0.36 µm and 1.8 µm were subjected to D.H.
in a climate chamber. The cells with 1.8 µm absorber thickness were stan-
dard, baseline cells of the Ångström Solar Center [42]. For the other samples,
only the absorber thickness was varied, while the other process steps remained
within the base line specifications.

The cells with thinner absorbers differ from the base line ones in several
respects. The most obvious one is that although the CIGS material has a very
high absorption coefficient, some of the incoming light is absorbed at the back
contact and some is reflected there, escaping through the front contact layers
of the cell. This means that the generation, and thus the JL is lower in these
devices.

Furthermore, the VOC is lower in the thinnest cells, more so than what can
be explained as an effect of the decreased generation. This is due to increased
recombination, which may be explained by the fact that the space charge re-
gion in the absorber layer extends to the back contact. A larger share of the
absorber layer is taken up by the space charge region, where recombination
is high due to the fact that the Fermi level lies closer to the middle of the
band gap here. This effect, with decreasing VOC as an effect of decreasing ab-
sorber layer thickness, is shown in Figure 6.5 for 1-D simulations made with
AFORS-HET. These are based on the baseline case of Table 5.1, but with vary-
ing absorber layer thickness. That the recombination is different in the thinnest
cells is also seen in J(V )T characterization, which shows evidence for inter-
face recombination in the initial state. This may contribute to the lower initial
voltage, but after the first 100 h this increased interface recombination seems
to be annealed out.

Cells with an absorber thickness of 0.36 µm, 0.54 µm, 0.57 µm, 0.8 µm and
1.8 µm were exposed to damp heat treatment in a climate chamber, for a pe-
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Figure 6.6: The saturation current density (a) and the open circuit voltage (b) of cells
with different absorber thicknesses.

riod of 1000 h. The cells were monitored using J-V , C-V , and J(V )T charac-
terization. As mentioned, the main difference between the cells prior to the
D.H. treatment was that the thin cells (0.36 µm to 0.57 µm) exhibited lower
JSC and VOC, while the thinnest ones also displayed interface recombination.
The cells with 0.57 µm absorber thickness had extra Na at the back contact
from a precursor layer deposited prior to the CIGS evaporation.

When subjected to D.H., most of the cells were degraded much like the
typical example described in Section 6.2. The development of the J0 and the
VOC is shown in Figure 6.6. From Figure 6.6a it is evident that there are two
exceptions that does not follow the typical pattern with a strong increase in J0
over the D.H. exposure time. These exception are the thinnest cells (0.36 µm)
and the ones with extra Na added (0.57 µm).

The thinnest cells actually increased their efficiency, open circuit voltage
and fill factor during the D.H. treatment. The open circuit voltage development
is shown in Figure 6.6b. Initially the VOC dropped, only to return to its previous
level after an exposure time of approximately 100 h. In parallel to this, JSC
and FF increased, indicating some sort of annealing effect at work during the
first 100 h of D.H. exposure. Subsequently, the cell performance was more or
less constant throughout the remainder of the 1000 h. The J0 remained in the
10−5 mA/cm2 region for the whole of the exposure.

The exact reason for this remarkable stability is difficult to pinpoint, but the
fact that it only occurs in the cells where the space charge region extends to the
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back contact points to the quasi neutral bulk playing a role in the degradation
and that it is not related to the properties of the interface between the CIGS
and the ZnO.

Compared to the reference samples with similar thickness (0.54 µm), the
ones with extra Na (0.57 µm) were degraded more severely, not only in the
VOC but in the JSC and, most prominently, in the FF . The J0 (shown in Fig-
ure 6.6a) increases very sharply in the beginning of the treatment, while the
VOC displays a more normal decrease. The most likely explanation for this is
that the Na precursor alters the material growth, making the resulting CIGS
layer more susceptible to effects inflicted by the damp heat exposure.

6.4 Buffer Layer Material and Degradation
An issue that has attracted quite extensive research efforts in the CIGS com-
munity is that of the buffer layer. To date, CdS is the material of choice
in most high efficiency laboratory cells and most manufacturing operations.
However, the use of Cd may cause problems with chemical handling issues,
legislation and market perceptions. Therefore, several new buffer layer ma-
terials and processes have been researched lately, in university laboratories
[58, 83, 4, 75, 56] as well as at manufacturing companies [54, 50]. These
materials include In2S3, ZnO, Zn(O,S) and (Zn,Mg)O deposited with wet
chemical or vacuum methods. In Paper V, the degradation of cells with In2S3
and Zn(O,S) are compared to the standard CdS-buffered cells. Two types of
CIGS material are also compared; one from a rate-controlled process equip-
ment (designated BAK) and one from an equipment using end point detection
process control (designated CUPRO).

These two types of absorber material differ in morhphology, texture and
carrier density profile [44]. While both processes result in dense films and
are able to produce quality CIGS devices, there are a number of differences.
The surface roughness is higher in the CUPRO process, which leads to less
interference fringes showing up in QE. This surface structure is brought about
by a recrystallization in the later stages of growth [43]. From the QE spectrum
it is also possible to see a difference in the long wavelength region, i.e. for
photons absorbed deep down in the absorber, where the CUPRO cells display
better collection. This is most likely due to a lower effective doping density,
yielding a larger space charge region. While the CUPRO material typically
is untextured, the BAK material is strongly (112) oriented, depending on the
amount of Na present at growth [8, 9].

For the BAK CIGS, cells with the three different buffer layers were sub-
jected to D.H. for 1000 h. In the CUPRO case, only CdS and Zn(O,S) were
tested. The results from these tests show that for BAK, the degradation is quite
similar for the three buffer layers, showing a strong decrease in efficiency in
the beginning of the process. This is mostly due to a decrease in the VOC,
where the similarity between the cells with different buffer layers was even
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more pronounced. This points to the conclusion that the buffer layer material
is not crucial to the degradation mode.

For CUPRO material cells, the picture is quite different with the CdS-
buffered cells displaying strong decrease in the VOC according to the typical
pattern, while for the Zn(O,S) cells the voltage initially increases and then
remains constant over the 1000 h of treatment. This clearly shows that for
the CUPRO material, the buffer layer does play a role in the degradation.
However, it is difficult to discern what role this is, since the CUPRO/Zn(O,S)
cells were plagued by low voltage in their initial state. It is probable that the
processes responsible for the VOC degradation in the bulk of the absorber is
present in these cells as well, although it is obscured by some different mech-
anism pertaining to the buffer layer or the buffer–absorber interplay.

For the BAK cells the depletion region width, estimated using C-V char-
acterization, did not change significantly but displayed a small increase. This
change was smaller than the margin of error in the measurement. The CUPRO
cells, on the other hand, displayed drastic changes of apparent depletion re-
gion width, increasing roughly by a factor three. This can be explained either
as an artefact caused by charges at the absorber/buffer interface, or as a de-
creased effective doping concentration in the absorber material due to some
change in the bulk. In either case, this indicates that the CUPRO material re-
sponds differently to the D.H. treatment, which is also seen in the fact that the
choice of buffer layer is very important to the stability characteristics.

In conclusion, the degradation mode most commonly seen, with decreasing
VOC, originates in the bulk of the CIGS layer, in line with findings in [34]. Al-
though this effect is present in both types of absorber materials studied, there
is a difference in the reaction to D.H. and how the choice of buffer influences
the degradation.

6.5 Encapsulation and Moisture Ingress
In real operation, the solar cells will be encapsulated, and with the PV en-
capsulation technologies at hand today it is not possible to guarantee absolute
protection against moisture ingress for the full period of operation of 20 years
or more. While it is possible to buy commercial systems for edge-sealing,
which ensure that CIGS modules can pass the type qualification tests, it is
difficult to protect the active devices completely from moisture ingress. This
leads to the question of how much the solar cells are affected by heat in com-
bination with moisture that can be suspended in the encapsulant. In Paper VI
a worst case scenario is used, with the cells encapsulated using EVA but with
no cover glass, allowing moisture to freely penetrate the encapsulant.

In order to evaluate the dynamics of moisture ingress into the EVA layer
used as encapsulant, moisture sensors were laminated between glass and EVA
and subjected to damp heat. These moisture sensors consists of two inter-
digitating ITO electrodes on a glass substrate, with a sensor layer of micro-
porous TiO2 deposited on top of them. The electrodes are patterned using
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photolithography, and the TiO2 is deposited using a doctor blading technique.
This sensor structure is illustrated in Figure 6.7a.

The response of the sensor is measured using a Zahner IM6 electrochemical
workstation where the frequency is swept from 100 Hz to 1 MHz. The a.c.
resistance is calculated from a Nyquist plot, fitting an equivalent circuit model
with a resistance and a constant phase element. Prior to usage, the sensor was
calibrated in the climate chamber at different degrees of humidity within the
range used in the test, and subsequently laminated. More information on the
sensor can be found in [15] and [16].

In order to be able to contact cells that had been laminated, a special test
structure was designed with a patterned back contact that, together with an
isolation scribe, defined the cell area. This was necessary since the use of
scribe lines on all sides of the cell would make contacting the front contact
under the EVA layer very difficult. With the cell definition already taken care
of at the back, the current collecting grid could simply be extended to the edge
of the substrate, allowing for the EVA encapsulant to cover the cell completely.
This test structure is shown in Figure 6.7.

When the sensors were subjected to damp heat in parallel with the test struc-
tures, it was quickly revealed that the moisture ingress into the EVA layer was
very quick and saturated after a few minutes of exposure. With the long expo-
sure times in the D.H. test, the EVA can be considered saturated with water at
all times when the samples are in the climate chamber.

When laminating the cells, the VOC was somewhat degraded, while the JSC
increased due to the anti-reflection effect of the index matching between EVA
and ZnO. Subsequently, when subjected to D.H. the encapsulated cells did
not exhibit as strong VOC degradation as their non-encapsulated references. A
decrease could be seen, but it was much less than what is typically seen in
baseline cells (see Section 6.2). The most severe influence on the cells was on
the isolation scribe where the Mo was exposed to the moisture in the EVA.
Here corrosion was a problem that seemed to be increased by the presence
of the encapsulant. The EVA alters the conditions at the surface of the de-
vice drastically. When the Mo is starting to corrode the EVA closest to the
metal will be deaerated, and this can enhance the corrosion further leading to
a vicious circle that swiftly leads to a breakage in the current circuit.

The conclusions that can be drawn from these experiments are that even
if the encapsulant EVA is saturated with water, the degradation is reduced
compared to the unprotected case. This means that the water ingress into the
EVA used as an encapsulant is not a severe problem for the device in itself.
However, the weakest point in a CIGS module seems to be the exposed Mo
in the P3 scribe, since here the back contact material may be corroded by
moisture. Mechanical scribing may also cause scratches in the Mo, which will
enhance this process. Furthermore, the increase of resistivity in the ZAO will
have more effect on module devices as the whole current is transported in this
layer. In the test structures in Paper VI, a degraded resistivity in the ZAO layer
would have had little effect on the extracted one diode model parameters, since
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Figure 6.7: Schematics that show the moisture sensor (a) and the test structures used
to evaluate effects of EVA encapsulation, (b) and (c).

they were gridded devices where the current collection did not rely on lateral
conduction in the ZAO.
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7. Concluding remarks

In this work, several aspects of modelling of thin-film solar cells have been
investigated. Furthermore, stability of CIGS thin-film devices has been studied
in accelerated ageing test using a climate chamber with controlled humidity
and temperature.

Three types of modelling, analytical, numerical and hybrid methods, have
been described. The analytical modelling is mostly used to gain more informa-
tion from J-V curves than the normal solar cell parameters, and can be used
in J(V )T analysis (Paper VII). Fitting the one-diode model to measurement
data, information on series resistance, shunt conductance, photo current and
the p-n junction characteristics can be extracted. This information is valuable
as feed-back to process technology and for monitoring of device degradation
(Papers IV, V and VI).

The hybrid modelling described here uses the one diode model to represent
the p-n junction device, while the current distribution in the front contact is
calculated numerically using the finite element method. In this way two and
three dimensional effects, like device geometries, material inhomogeneities,
defects and weak diode areas, may be simulated (Papers II and III). One result
from using this hybrid model, is the simulation of the effects of distributed
series resistance in the front contact and the effects of this on extracted one
diode model parameters. With high front contact resistivity, the ideality fac-
tor and saturation current becomes artificially high. However, this problem is
strongly reduced when a current collecting grid is used on the front contact.

The hybrid model is also used to study effects from material inhomogeneity
and shunt defects on module type cells. From this it is evident that material
inhomogeneity has little influence on the optimization of cell width and ZAO
layer thickness. While the position of shunt defects on the cell is of little im-
portance to the shunting effect, the size of the shunt naturally does play an
important role. However, this effect does not scale with the circumference of
the shunt or its area, but displays a more complex relationship.

While the hybrid model is useful when modelling effects from spatial in-
homogeneities, it does not provide information on the inner workings of the
p-n junction. For this purpose, numerical simulations are needed. These have
been carried out in 2-D with material inhomogeneities superimposed on a ho-
mogeneous baseline case (Paper I). There, it is shown how fluctuations in pa-
rameters like the band gap and trap densities decrease the open circuit voltage
of the cell.

Accelerated ageing in damp heat conditions is studied for a number of de-
vice configurations, with different absorber layer thicknesses (Paper IV), and
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different buffer layer materials (Paper V). In the cells with the thinnest ab-
sorber layers, there was no degradation, but maintained performance over
1000 h of damp heat treatment. The thicker absorber cells all exhibited the
degradation mode with decreased VOC, which is common in CIGS cells sub-
jected to damp heat.

With three types of buffer layer materials, CdS, In2S3 and Zn(O,S), the
degradation pattern for one type of CIGS material was remarkably similar,
showing that the buffer layer material has little influence on degradation. On
the other hand, for a different CIGS material (with different deposition condi-
tions) Zn(O,S) buffer layers displays little degradation of the VOC, with CdS
reference cells following the typical pattern with strong initial VOC decrease
and subsequent stabilization. In conclusion, the common degradation mode
with decreasing VOC originates in the bulk of the CIGS material, while the
absorber–buffer interplay also may influence the degradation characteristics.

Devices were also subjected to damp heat when encapsulated with EVA,
the normal encapsulant used in PV industry. In this study (Paper VI) the EVA
was saturated with moisture, representing a worst case for a module in the
field. The results showed that the VOC degradation is strongly reduced in the
case with EVA encapsulation. This means that the device degradation from
moisture in the field should not pose a serious problem. A more important
issue is the corrosion of exposed Mo, which may be enhanced by the presence
of the EVA.
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Summary in Swedish

Modellering av och stabilitetskaraktäristik hos
CIGS-baserade tunnfilmssolceller
Solenergi har alltid varit enormt viktig för mänskligheten och har utnyttjas
på många olika sätt, från att värma sig i solen till att torka kläder i vinden
och odla grödor till mat. De flesta energislag har sitt ursprung i solens energi,
en resurs som är enorm. Det grundläggande ämnet i den här avhandlingen är
solceller som möjliggör en direkt omvandling av solenergin till elektricitet,
med relativt sett hög verkningsgrad och små miljökonsekvenser.

Den teknik som solcellerna i avhandlingen behandlar baseras kring absor-
batormaterialet CuIn1−xGaxSe2, som brukar förkortas CIGS. Det är ett halv-
ledarmaterial med direkt bandgap och därmed hög absorptionskoefficient, för
vilket bandgapet kan justeras genom att proportionerna mellan In och Ga änd-
ras. CIGS-celler innehåller dessutom ett kontaktlager av Mo underst i struk-
turen, ett buffertskikt (oftast CdS), samt ett transparent ledande lager. Ofta
utgörs detta översta skikt av ett dubbellager med tunn högohmig ZnO och
aluminiumdopad ZnO (ZAO). Ovanpå detta kan en strömuppsamlande kon-
taktstruktur i metall deponeras.

Avhandlingen beskriver ett flertal aspekter av modellering och simulering
av tunnfilmssolceller baserade på absorbatormaterialet CuIn1−xGaxSe2. Des-
sutom tas olika typer av elektrisk karaktärisering upp, samt studier av stabili-
teten hos själva komponenterna.

Den vanligaste metoden för elektrisk karaktärisering av solceller innebär
att strömmen mäts som funktion av spänning, i mörker eller under belysning,
så kallad J-V -karaktärisering. Det viktigaste resultatet av dessa mätningar är
solcellsparametrarna, VOC, JSC, FF och η , som kan utläsas från kurvan som
tas upp under belysning. Mer information om cellen kan extraheras genom att
en ekvivalentmodell anpassas till mätdata, vilket resulterar i ett antal modell-
parametrar, J0, A, Rs, Gsh och JL. Parametrarna används även för att utröna
vilken rekombinationsväg som dominerar strömtransporten i cellen, utifrån
J-V -mätningar vid olika temperatur. Denna analysmetod, J(V )T , används i
Artikel VII, där rekombination i celler med ZnO direkt på CIGS-skiktet un-
dersöks. J(V )T -analysen visar att för celler med ca 30 % Ga och direkt ZnO
så domineras strömtransporten av gränsskiktsrekombination, medan för cel-
ler utan Ga så dominerar rekombination i bulken. Detta är även den normala
rekombinationsmoden för celler med CGS och CdS-buffert.
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Det finns ett flertal olika metoder att matematiskt modellera solceller. Ett
vanligt sätt är att anpassa parametrarna i en ekvivalentmodell till mätdata, så
som med endiodmodellen som beskrivs i föregående stycke. Förutom att para-
metrarna kan användas till att analysera rekombinationsvägar i solcellerna, så
lämpar de sig till att övervaka hur cellerna försämras vid stabilitetsundersök-
ningar. Förändringar i cellerna framträder tydligt i framförallt mättnadsström-
men.

Förutom modellering av ekvivalentkretsar analytiskt kan själva solcellen
simuleras genom att Poisson’s ekvation och kontinuitetsekvationerna för
elektroner och hål löses. Detta ger potentialfördelningen i alla skikt, samt
elektron- och håltätheter. Alternativt kan dessa ekvationer formuleras om
så att kvasi-ferminivåerna används i stället för laddningsbärartätheterna
som oberoende variabler. På så vis förbättras konvergensen vid lösningen.
Från de beräknade storheterna och inmatade materialparametrar kan t.ex.
banddiagram och strömmar beräknas.

Denna typ av simuleringar har använts i ett flertal viktiga studier av tunn-
filmssolceller baserade på CIGS under de senaste 20 åren. Detta har dock i
stort inskränkts till endimensionella modeller, vilka fungerar mycket väl för
att undersöka hur en parameter, t.ex. ett steg i ledningsbandet mellan två lager,
påverkar cellens elektriska karaktäristik. Det som däremot inte låter sig göras
med en modell i en dimension är simulering av materialvariationer, korngrän-
ser, cellgeometrier, ojämnheter i gränsytor, defekter och strömuppsamlande
kontaktstrukturer.

Effekter av variationer i materialparametrar simuleras här i två dimensioner.
En tvådimensionell modell av ett tvärsnitt av en cell skapades i Comsol Mul-
tiphysics, med randomiserade variationer i materialparametrar överlagrade på
ett basfall. I och med att bandgapet i CIGS kan justeras genom att In- och Ga-
proportionerna varieras, öppnar det för variationer i bandgapet. Resultatet av
simuleringarna visar hur spänningen i solcellerna minskar först måttligt och
sedan allt kraftigare när standardavvikelsen för bandgapsvariationerna ökar.
Samma typ av undersökningar fast med variationer i antalet fällor mitt i band-
gapet ger liknande resultat med framförallt minskande spänning.

För att kunna simulera effekter av geometrier och defekter, t.ex. shuntvägar
mellan fram och bakkontakten, krävs tredimensionella simuleringar. Detta är
komplicerat att göra med den komponentmodell som presenterats, även om
det inte finns några fundamentala skillnader mellan att använda den i två el-
ler tre dimensioner. En mer praktiskt tillämpbar metod presenteras här, där
den analytiska endiodmodellen används för att introducera solcellens J-V -
karaktäristik som en distribuerad komponent vid gränsytan mellan buffert-
skiktet och ZnO-lagren. Strömtransporten i ZnO-lagren simuleras sedan nu-
meriskt. Detta ger en hybridmodell som kan användas för att simulera makro-
skopiska effekter som cellgeometrier, strömuppsamling eller diskreta defekter.
Metoden kan även användas för att simulera effekten av materialparametrar
som varierar över cellytan. Detta beskrivs i Artikel III. Ett ytterligare använd-
ningsområde skulle kunna vara att simulera variationer i belysning, t.ex. vid
koncentrerat solljus.

68



Den ekonomiska livslängden för en solcellsanläggning är mycket viktig för
kostnaden för elen som produceras. Idag räknar man typiskt med en livslängd
på 20 – 25 år, vilket är mycket rimligt för traditionella Si-moduler. Dessa
har testats ingående under de senaste 30 åren, medan stabiliteten hos tunn-
filmsmoduler inte har studerats lika noggrant. Även om de flesta studier pekar
på att CIGS-moduler är stabila under typiska användningsförhållanden, så har
det även rapporterats om att CIGS-komponenter är känsliga för en kombina-
tion av fukt och värme. I test specifikationerna för typgodkännande skall de
färdiga modulerna klara av 1000 timmar i 85 ◦C och vid 85 % relativ luftfuk-
tighet. När CIGS-komponenter utsätts för denna typ av behandling så minskar
typiskt tomgångsspänningen snabbt under den första tiden för att sedan stabi-
liseras på en nivå 10 % till 20 % lägre än i utgångsläget. Parallelt med detta
ökar mättnadsströmen, ofta med flera tiopotenser. Detta för även med sig en
minskning av FF som förstärks av att resistiviteten i ZAO-skiktet ökar under
den accelererade åldringen.

I Artiklarna IV och IV undersöks stabiliteten vid accelererad åldring av
CIGS-solceller med ett antal olika variationer i strukturen. I den första stu-
deras celler med olika tjocklek på absorbatorlagret, från normal tjocklek på
1.8 µm ned till 0.36 µm. Proverna med de tunnaste absorbatorerna uppvisar ett
oväntat beteende i och med att spänningen inte minskar under behandlingen i
klimatkammaren, utan istället ökar. C-V -mätningar visar att utarmningsområ-
det i dessa celler sträcker sig till bakkontakten, vilket inte är fallet för några av
de tjockare cellerna. Detta pekar på att de processer som huvudsakligen står
för försämringen sker i CIGS-skiktets bulk och inte i gränsytan mellan CIGS
och buffertskikt.

Ett antal celler med tunnare absorbatorer (0.57 µm) och med extra Na de-
ponerat före absorbatorskiktet testades också. Dessa uppvisar mycket kraftiga
förändringar vid exponeringen, främst i mättnadsström och idealitetsfaktor.
Troligtvis beror detta på att Na-tillskottet påverkar CIGS-materialets tillväxt
så att det blir mer benäget att förändras när det utsätts för fukt och värme.

I den andra artikeln med varierande cellstrukturer studeras celler med olika
buffertmaterial. I de flesta CIGS-solceller används CdS men det finns att antal
olika kandidater för att ersätta detta, t.ex. In2S3 och Zn(O,S) som studeras i
det här fallet. Dessutom studeras CdS- och Zn(O,S)-buffrade celler med två
typer av CIGS-material, från två olika deponeringssystem som kallas BAK
och CUPRO. Vid accelererad åldring av celler med BAK-CIGS och de tre
olika buffertmaterialen uppvisar de karaktäristik som liknar varandra, med en
tydlig nedgång i spänning initialt. Detta pekar på att försämringen inte sker i
buffertskiktet eller i området nära gränsytan mellan CIGS och buffert.

För den andra typen av CIGS-material, som bl.a. har en annan dopnings-
profil och en annan morfologi, skiljer sig dock resultatet mellan celler med
CdS- och Zn(O,S)-buffrar. Medan cellerna med CdS-buffert uppvisar samma
karaktäristik när det gäller VOC som BAK-cellerna, så uppvisar de med CU-
PRO/Zn(O,S) en ökning av spänningen som sedan bibehålls under resten av
behandlingen. Detta från ett utgångsläge med något lägre spänning. Samtidigt
så minskar FF under tiden, vilket resulterar i minskad verkningsgrad. Slutsat-
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sen här är att medan samma process i bulken bidrar till sänkning av spänningen
i båda sorterna av CIGS, så döljs denna effekt av andra mekanismer i samspe-
let mellan CIGS och buffert när det gäller CUPRO/Zn(O,S)-komponenterna.
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