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The advent of technological furtherance in the biomedical sector and the renaissance of
interdisciplinary science enable us to comprehend human lifestyle, and diseases at molecular
and nanoscale levels. Lacking a shared theoretical foundation and terminological lexicon
between various scientific domains might impede efforts to incorporate biological principles
into nanoscience. In retrospect, it's possible to draw some instructive learnings from the fact
that the development of contemporary nanoscience and biology was the consequence of the
convergence of fields that had previously been kept separate.

In this Ph.D. thesis, I have given the catchy moniker “GENOME2QUNOME” (an
acronym for "Genetic organization of multicellular organisms and their enzymatic reaction
2 Quantum nanostructured materials for energy scavenging applications"), encompassing a
combinatorial approach using computational methodologies in biophysics and nano/materials
science. Structure-property correlations, a unifying paradigm based on understanding how
nanomaterials behave and what qualities they exhibit at the molecular and nanoscale levels,
are now widely acknowledged and are critical in the incorporation of bioinspired materials into
nanoscience. Therefore, a unified framework have been elucidated in this thesis for the study of
nanoscale materials ranging from 0D to 3D that may be useful in combining various strategies
that characterize this interdisciplinary approach.

This thesis is also a part of broader interdisciplinary research strategy aimed at depicting
electronic transport in the nanoscale regime, elucidating interface mechanisms for contact
electrification, and understanding the complex architectures of nanomaterials. The central
hypothesis of this thesis is concentrated on the behavioral transition from the nanoscale regime
to macromolecules, which is fascinating in real world scenario but theoretically challenging to
bring it in reality or practice. To bridge this gap, I have made an attempt by integrating a wide
range of computational methods, ranging from density functional theory (DFT) for systems with
few atoms to classical dynamics dealing with billions of atoms.
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A: Avoid negative sources, people, and bad habits

B: Believe in yourself

C: Consider thing from every angle

D: Don’t give up and don’t let bad things get you down

E: Enjoy life today, yesterday is gone and tomorrow will never come
F: Family and friends are hidden treasures

G: Give more than you plan to give each day

H: Hang onto your dream

1: Ignore the bad, think good

J: Just do it

K: Keep on trying no matter how hard it seems

L: Love yourself first

M: Make it happen

N: Never let them see you sweat

O: Open your eyes and see everything around you

P: Practice make perfect

Q: Quitters never win, and Winners never quit

R: Read, learn, and study about everything important in your life
S: Stop procrastinating

T: Take control of your own destiny

U: Understand yourself first so that you can better understand others
V: Visualise it

W: Want it more than anything

X: You already marked your spot in the world

Y: You are unique. No one can replace you

Z: Zero in on your target. GO FOR IT!
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1 Introduction

“We will never be able to investigate or comprehend human diseases/lifestyles
without the chance to merge materials science and biology”. It is crucial to
comprehend interface science, or bio-interactions due to the intricacy of these
interactions and their importance in controlling activity at the molecular and
atomic levels. Understanding how nanomaterials interact with biomacromol-
ecules to change their function requires knowledge from both domains. My
thesis, which I've given the catchy moniker “GENOME2QUNOME” (an ac-
ronym for "Genetic organization of multicellular organisms and their enzy-
matic reaction 2 Quantum nanostructured materials for energy scavenging ap-
plications"), is an umbrella term encompassing a combinatorial approach us-
ing scientific domains, i.e., bioinformatics, nanoinformatics, biophysics, and
materials science.

In order to better understand how materials, behave and what qualities they
exhibit at the molecular and nanoscale levels, materials science and biophysics
have established a fruitful relationship. Researchers can now investigate bio-
logical systems and materials with an accuracy and level of detail that was
previously unattainable because of advancements in quantum physics and na-
noscience, leading to a deeper understanding of the underlying mechanisms
that govern the behavior of these systems. Quantum physics provides a theo-
retical framework for understanding the interactions between atoms and mol-
ecules, which is essential for comprehending the activities of biological sys-
tems and nanomaterials, including protein structural conformation and elec-
tron transport in two-dimensional materials. The ability to produce and control
materials at the nanoscale, made possible by nanoscience, however, paved the
way for the development of new materials with hitherto unanticipated charac-
teristics and applications. Quantum physics and nanoscience are providing ex-
citing new insights into the fundamental processes that govern the behaviour
of materials and biological systems, paving the way for the development of
new materials and technologies with a wide range of applications in fields as
diverse as energy storage and conversion, biomedicine, and diagnostics.

Lacking a shared theoretical foundation and terminological lexicon between
fields might impede efforts to incorporate biological principles into materials
science and engineering. In retrospect, it's possible to draw some instructive



lessons from the fact that the development of contemporary materials science
and engineering was the consequence of the convergence of fields that had
previously been kept separate by the categorization of materials into different
types. A unifying paradigm based upon processing-structure-property corre-
lations is now widely acknowledged and has been crucial in the incorporation
of bioinspired materials (mimicking nature) into materials science and engi-
neering. Therefore, a unified framework for the study of biomaterials, biolog-
ical materials, and biomimetic materials may be useful in bringing together
the many divergent approaches and obstacles that characterize this field. To
better understand the adaptive and hierarchical character of biological materi-
als, the standard materials science and engineering paradigm have to be ad-
justed. This raises some intriguing questions that need to be addressed with
the help of interface or interdisciplinary science[25].

Can researchers characterize the diverse behaviors of nanomaterials before
using them in any biological applications? Is it conceivable to develop a diag-
nostic tool that can recognize and differentiate between healthy and cancerous
cells, then use nanotechnology to eliminate the latter? When will the nano-
technologists and materials scientists who are working on genetic technology
projects to enable us to live in a disease-free condition be considered in the
brainstorming sessions? How does sophisticated modern science progress in
the university setting? These are some of the fascinating issues or directions
for research that might occur to a young researcher who wishes to explore
nanoscience, materials science, or both. The development of intelligent nano-
medicines for numerous diseases, including cancer, has advanced signifi-
cantly, but there are still many obstacles to overcome in this young sector.
Nano-bio interactions, which can address some of the intrinsic atomistic and
mechanistic interactions at the atomic level, are the most important complex
challenges in this developing field. Other complex challenges include active
sites, molecular structures, surface modifications, doping, nanoparticle tox-
icity, physiochemical properties, and many other aspects. The collaborative
research of nanoscience and biology can aid in the formulation of nanomedi-
cine designs by combining different physicochemical variables applicable to
nano-bio interactions. Because of this, the discovery and prediction of the
fundamental processes of nano-bio interactions may be facilitated by the use
of'in silico methods and high-throughput selection, such as the nano-quantita-
tive structure-activity relationship approach and nanoinformatics. Once these
barriers are eliminated, we will have a clearer picture of what nano, biomedi-
cine, and biodynamics look like.[13].

The state of human health will never stop being discussed. Human life expec-
tancy has increased dramatically thanks to the vast body of information we
currently possess, the astounding development in medical technology, and the
enormous progress in the quality of our living environments in terms of
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cleanliness. Major medical and healthcare advancements in the modern period
are pulled in opposite directions by the increasing desire for a better quality of
life and the approaching aging problem in society. The notion of precision
medicine has been stoked by its promising possibilities [26]. Precision medi-
cine proposes a new medical paradigm in which treatment is based on a pa-
tient's specific genetic makeup and requires two major prospects in medicine:
improved diagnostics at the molecular level and personalized pharmaceuti-
cals, medical devices, prosthetics, and other medical aids. As a result of this
shift in thinking, molecular biology technologies are in high demand, and sev-
eral types of biological sensors are being called for in applications ranging
from individual diagnosis to the development of medical products. In addition,
the union of biological methods and electronic sensors has produced a plethora
of inexpensive portable medical gadgets that make it possible to put our lofty
ideas into practice in areas like telemedicine, the Internet of Things, smart
healthcare, big data-based diagnostics, and so on.

At the molecular level, life is crafted by a dynamic network of chemical enti-
ties that develop through time. Proteins and nucleic acids, for instance, fold
(taking on a structure appropriate to their function), ions are transported across
membranes, enzymes set off chains of events, and so on. There has been a rise
in the importance of computational approaches in the life sciences as research-
ers try to deal with the complexity of biological systems incorporating various
scientific domains. Researchers now have the ability to study matter at a scale
of one billionth of a meter, allowing them to break down traditional bounda-
ries between the physical, chemical, and biological sciences. By manipulating
their dimensions on the nanoscale scale, we as scientists in the field of nano-
science are able to create useful structures, gadgets, and systems for a wide
range of applications. In his talk titled "there is plenty of room at the bottom,"
delivered at the California Institute of Technology, prominent physicist Rich-
ard Feynman laid the groundwork for what would later become nanotechnol-
ogy in the minds of many professionals in the area[27]. Feynman envisioned
a method of creating objects at the nanoscale, both atomically and molecu-
larly. Instead of using phrases like tiny size, little objects, and miniaturization,
Feynman instead introduced the contemporary notions of nanoscale, nano-
technology, nanoengineering, and nano-object. The practice of manipulating
materials at the atomic and molecular levels; a potentially paradigm-shifting
innovation that might alter our current way of life.



1.1 Scope of the thesis

The theoretical frameworks/computational approaches that served as the foun-
dation of this thesis are part of an overall research strategy that aims to depict
the genesis of “GENOME2QUNOME”. The work in this thesis is concerned
with the transition from the nanoscale regime to macromolecules, and I clas-
sified it accordingly based on the chapters that follow, namely,

Chapter 1: Electronic transport at the nanoscale
Chapter 2: Contact electrification (Interface mechanisms)
Chapter 3: Nanomaterials with complex architectures

For personalized medicine to become a reality, it is necessary to identify a
large panel of diagnostic markers[28]. Due to its comprehensive, simultaneous
detection of many target indicators for use in biological and medical applica-
tions, a single-molecule electrical measuring technique utilizing nanodevices
is gaining interest as a sensor to execute such tailored medicine. High sensi-
tivity, low cost, high throughput detection, simple mobility, low-cost availa-
bility through mass manufacturing methods, and the flexibility to integrate
many functionalities and numerous sensors are benefits of single-molecule
electrical measurement employing nanodevices like nanopores. Chapter 1
deals with the domain “Molecular electronics,” which is a multidisciplinary
discipline that relies on physics, biochemistry, and materials science to solve
a variety of problems. Scientists are primarily concerned with answering the
question, "how does current travel through molecules? How can a miniature
device detect biological molecules that helps in identifying disease biomarkers
or sequencing patterns? In this chapter, I try to address the aforementioned
queries using theoretical quantum physics techniques and in-silico methods
(Paper I, II). A brief introduction to theoretical methods has been described
in Combinatorial approach (section2). Paper III & IV deal with detection
of harmful gases using 2-dimensional materials and hybrid nano-devices, re-
spectively.

Chapter 2 deals with a complicated phenomenon requiring mechanical con-
tact/sliding of two materials including various physio-chemical processes, but
the scientific understanding of contact electrification (CE) (triboelectrifica-
tion) remains a mystery. The interfacial charge transfer between the two ma-
terials at contact is the most crucial component in understanding the contact
electrification. The hypothesized phenomena, which includes the experi-
mental examples of Wang et al., can only be understood by experimental ver-
ification[29]. However, with the help of sophisticated theoretical assumptions,
one may foresee the tribology of the materials, which is useful in many fields,
such as the manufacturing, transportation, and energy sectors. Paper V deals
with the mechanistic viewpoint of the solid-liquid interface.

4



Nanomaterials with complex architectures are generating a lot of research in-
terest in an interdisciplinary community because they offer a lot of flexibility,
from simple and efficient applications to hybridizing their surfaces with de-
sired functional organic or biomolecules. These nano- and microscale struc-
tures' unique properties make them suitable for a wide range of interesting
technological applications, particularly in the field of green energy, such as
bioelectronics, biofuel cells, and so on. The 3rd chapter discusses the unique
potentials of tailored interfaces using novel nanomaterials such as zinc oxide
tetrapods and biogenic nanoparticles, which have programmable operations in
response to structural morphologies. At a given stimulus, unique physical,
structural, or morphological features of hybrid nanomaterials can provide
changes in physical insights related to volume-phase transitions, electrical
conductivity, zeta potential, dielectric constant, mechanical flexibility, perme-
ability, wettability, and biocompatibility, etc. Papers VI and VII depict the
nanoinformatics approach taken to decipher the biocompatibility, anti-bacte-
rial, and anti-viral properties of biogenic silver nanoparticles and complex 3-
dimensional ZnO tetrapods.

As we know, quantum physics provides a theoretical framework for under-
standing and manipulating the behavior of matter and energy at the molecular
and subatomic levels. While my thesis addresses translational research, as the
title suggests, I try to incorporate combinatorial techniques integrating bioin-
formatics into my research works because it involves the use of computational
methods to analyze and interpret large amounts of biological data.

Together, this combinatorial approach allows for a deep understanding of the
individual differences in a person's genetics, physiology, and biochemistry,
which can inform the development of targeted and effective medical treat-
ments. By combining the insights from quantum physics and bioinformatics,
personalized medicine promises to deliver more precise, efficient, and person-
alized healthcare solutions, transforming the way we approach medical treat-
ment. The central mystery of contemporary biology using theoretical biophys-
ical techniques is addressed in this thesis. How a nanomaterial interacting with
macromolecules—the quantum of life—embodies the behavior of a vast num-
ber of molecules whose actions are determined only by physical law! The ad-
vent of high-powered computing in the sciences has made it possible to exam-
ine single cells, proteins, and DNA at every level of organization, from the
molecular to the organismal. By linking experimental data on structure to that
on dynamics, molecular dynamics simulations provide unprecedented insight
into biological events. Several cellular activities lie in the million-to-billion-
atom realm, which is becoming increasingly described by simulations at
atomic resolution. It deals with macromolecular biophysics, where I examine
the developments in the study of macromolecules, all of which have been pro-
pelled by large-scale molecular dynamics simulations that demonstrate the
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value of molecular dynamics simulations, which cannot be accomplished by
smaller-scale simulations or current DFT methodologies alone, in the crucial
task of linking atomic detail to the function of supramolecular complexes.

The aforementioned topics depicted in the chapters are fascinating in the real
world, but to assume (real-time calculations) theoretically is a difficult chal-
lenge. That’s why I use a combination of different computational methodol-
ogies, starting from DFT (which deals with a few atoms) to classical dynamics
(which deals with billions of atoms). To bridge the concepts of biophysics and
quantum physics, the topic GENOME2QUNOME has been interagted to im-
personate the real-world scenarios. DFT tools such as VASP, Siesta, and Tran-
siesta were used to calculate ab initio quantum mechanical calculations,
whereas Autodock4, Vina, and GROMACS, LAMMPS were used to obtain
conclusive based evidence of my research works for computational ap-
proaches such as molecular docking and molecular dynamics simulations.



2 Combinatorial approach

This chapter provides a high-level summary of the theoretical underpinnings
of this thesis. The ab initio and in silico-based methods have been utilized
throughout my research works. In the context of computational simulations,
the ab initio methods that I have used are based on quantum mechanical mod-
els to calculate properties of materials or molecules based on their underlying
quantum mechanical interactions, whereas, In silico simulations are based on
either experimental data or first principles and were used to study a wide range
of scientific and engineering problems, such as the behavior of materials, the
design of drugs, and the behavior of biological systems. First principles (ab-
initio) define the electronic structure of an atomic system without using any
parameters obtained from experimentation. Beginning with the many-body is-
sue, this chapter will provide an outline of the key methods. The electronic
structure computations in this thesis make use of density functional theory,
and the following part provides a brief review of some of the most essential
features of this method's implementation in the atomic-scale simulations. An
introduction to the theory of electron transport across a scattering zone is pro-
vided, relying on the nonequilibrium Green's functions (NEGF) theory.

DFT (density functional theory) methods can be used for large scale simula-
tions, but their computational cost increases rapidly with system size, which
can limit their practical applicability for very large systems. The use of effi-
cient algorithms, parallel computing, and approximations such as hybrid func-
tionals can help reduce the computational cost, making DFT methods more
feasible for large-scale simulations. However, alternative methods such as
classical molecular dynamics may be more suitable for simulating very large
systems. Classical simulations, such as molecular dynamics (MD), do not suf-
fer from the same computational cost limitations as DFT methods because
they do not require explicit evaluation of the electronic wave function. Instead,
classical simulations treat the electrons as point charges that interact with the
nuclei through classical force fields. These force fields are parameterized
based on quantum mechanics calculations or experimental data and can be
used to efficiently calculate the interactions between the particles in a system.

One advantage of classical simulations is that they can easily be extended to
very large systems, as the computational cost of classical simulations



increases only linearly with the number of particles. Additionally, classical
simulations can be used to study systems over long-time scales, making them
well-suited for investigating slow processes such as structural relaxation and
phase transitions. However, classical simulations have limitations compared
to quantum mechanical methods, as they do not accurately describe quantum
mechanical effects such as tunnelling and zero-point energy. Additionally, the
parameters used in classical force fields are often based on limited data and
may not accurately describe the interactions in all systems. Nevertheless, clas-
sical simulations are a powerful tool for understanding the behavior of many
physical and biological systems. That’s why dealing with millions and billions
of atoms such as protein structures requires classical dynamics approach
which I have introduced in my work (Figure 2.1).
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Figure 2.1: Methodologies used by using combinatorial approach in this thesis.

I have also made use of computational methods, such as molecular docking,
that may be used to predict how a tiny molecule would interact with a protein.
This data is helpful for predicting the preferred orientation of one molecule to
another when a small molecule and a protein target are bonded to create a
stable complex, which has applications in both drug design and the study of
the molecular basis of biological processes. The degree of association or bind-
ing affinity between two molecules may be estimated using this data, which
can also be used to calculate scoring functions like shape complementarity and
conformational space. The majority of scoring functions are based on molec-
ular mechanics force fields, which are in turn based on physics and are energy
estimations of poses inside a binding site for another macromolecule.



2.1 DFT formalism

Density functional theory has dominated the field of quantum mechanical
modeling of periodic systems for the past 30 years. Recently, it has also gained
popularity among quantum chemists, who use it to model molecular energy
surfaces. Density-functional theory is used to study the electronic structure of
many-body systems, specifically the ground state of atoms, molecules, and
condensed phases. To forecast and calculate material behavior based on quan-
tum mechanical considerations, computational materials scientists can use ab
initio (from first principles) DFT computations, which do not require higher-
order factors like fundamental material characteristics. A potential operating
on the electrons in the system is used to assess the electronic structure in mod-
ern DFT methods. This DFT potential is made up of the effective potential
Ve, which depicts atom-to-atom interactions, and the external potentials Ve,
which are determined solely by the system's structure and elemental compo-
sition. Studying an issue for a typical supercell of an n-electron material, then,
may be done as an analysis of n sets of Schrodinger-like equations, often
known as Kohn-Sham equations, each involving the behavior of a single elec-
tron.

With their two HK theorems, Walter Kohn and Pierre Hohenberg laid the the-
oretical groundwork for density functional theory. The theoretical basis of
DFT is the Thomas-Fermi (TF) model of the electronic structure of a material.
The HK theorems were initially only applicable to degenerate ground states,
but they have now been expanded to encompass them even in the absence of
a magnetic field. The first HK theorem demonstrates that the ground-state
properties of a many-electron system are uniquely described by an electron
density that requires just three spatial coordinates. It established the ground-
work for reducing the many-body problem of N electrons with 3N spatial co-
ordinates to three spatial dimensions by the use of the functionals of the elec-
tron density. Since that time, the time-dependent density functional theory
(TDDFT), which may be used to describe excited states, has been created by
extending this theorem to the time-dependent domain. In the second HK the-
orem, it is proven that the system has an energy functional, and it is demon-
strated that this functional is minimized by the ground-state electron density.

Walter Kohn and Lu Jeu Sham, who later won the Chemistry Nobel Prize for
their work on the HK theorem, enhanced it even more. The Kohn-Sham DFT
was the outcome of this (KS DFT). The framework reduces a complex many-
body problem involving interacting electrons in a fixed external potential to a
considerably more straightforward issue with noninteracting electrons moving
in a useful potential. The electrons' Coulomb interactions, including the ex-
change and correlation interactions, are considered when calculating the ef-
fective potential in addition to the external potential. The final two interactions



appear to be difficult to represent with the KS DFT. The Thomas-Fermi model
may be used to compute the precise exchange energy for a uniform electron
gas, and the local-density approximation (LDA), which is derived from fits to
the correlation energy for a uniform electron gas, is the most basic approxi-
mation. Since the wavefunction of a system with non-interacting particles can
be expressed as a Slater determinant of orbitals, its solution is simple. Addi-
tionally, the precise function of kinetic energy in such a system is understood.
It is yet unknown and approximative to calculate the exchange-correlation
portion of the total energy functional.

The “many-body problem” refers to the challenge of understanding the col-
lective behavior of a large number of interacting particles. In physics, the
many-body problem arises in a variety of contexts, including quantum me-
chanics, solid-state physics, and chemical physics. In these fields, the many-
body problem involves predicting the behavior of a system of many particles
that are interacting with each other through various forces, such as electro-
magnetic or van der Waals forces. The many-body problem is difficult be-
cause the interactions between the particles are often complex and non-linear,
making it challenging to find a general solution that describes the behavior of
the entire system. This difficulty is compounded by the fact that the number
of particles in the system can be very large, making it computationally inten-
sive to perform simulations.

To tackle the many-body problem, physicists and scientists use a variety of
approximation methods, including perturbation theory, mean-field theory, and
numerical simulations. These methods allow us to make predictions about the
collective behavior of the particles and to understand how the interactions be-
tween the particles influence the properties of the system as a whole. Overall,
the many-body problem remains a central challenge in physics and related
fields, and its solution has important implications for our understanding of a
wide range of physical and chemical phenomena, including the behavior of
materials, the structure of molecules, and the behavior of subatomic particles.
I am interested in calculating the properties using DFT methods by utilizing
the Schrodinger equation. It is a mathematical formula that describes how par-
ticles, such as atoms and molecules, behave in the quantum world. It is used
to calculate how these particles change and move over time.

In simple terms, the Schrodinger equation shows how the probability of find-
ing a particle in a certain place changes over time. The equation considers the
effects of quantum mechanics, which is a theory that explains the behavior of
matter and energy at a very small scale. The Schrodinger equation helps us
understand the "wave-like" behavior of particles and how they can exist in
multiple states or locations at the same time. It is a fundamental tool in quan-
tum physics and is used to make predictions about the behavior of particles
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and develop new technologies in areas such as electronics, materials science,
and medicine. It is an essential tool for understanding the behavior of particles
in the quantum world and making predictions about their behavior.

It is standard practice in many-body electronic structure studies to assume that
the nuclei of the molecules or clusters being treated are immobile (the Born-
Oppenheimer assumption), so creating a constant external potential V through
which the electrons must propagate. Then, a wavefunction ¥(rl,..., rN) meet-
ing the many-electron time-independent Schrédinger equation will character-
ize the electronic state as stationary.

AW = [T 47+ 01w =[S, (—- V) + 2L, Ve + 3, U(nn)|w=E9  (2.1)
where H is the Hamiltonian; E is the total energy; T is the kinetic energy; V is
the potential energy from the external field owing to positively charged nuclei;
and U is the electron-electron interaction energy for the N-electron system.
While V is independent of the system, T and U are universal operators since
they are constants in any N-electron system. This complex many-particle
equation cannot be decomposed into simpler single-particle equations because
of the interaction term U. To simplify, the Hamiltonian H described as
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where the first two components are the kinetic operators for the nucleus and
the electrons. The second row contains terminology describing the interaction
between nuclear- nuclear, electron-electron and nuclear-electron respectively.
The hydrogen atom presents the simplest situation in which this issue may be
handled exactly. Approximations like the Born-Oppenheimer approximation
are necessary for more complex systems like solids, where a large number of
particles must be considered.

The Born-Oppenheimer approximation is a method used in quantum mechan-
ics to separate the motion of the heavy, slowly moving nuclei in a molecule
from the motion of the rapidly moving electrons. This separation allows for a
simpler treatment of the electronic structure and energies of a molecule. In
essence, the approximation says that the nuclei can be considered to be fixed
in space while the electrons move around them, and thus the electronic and
nuclear motions can be treated as separate and independent.

The core concept behind density-functional theory is to substitute a simpler
system for the more difficult many-body problem (as given by Eq. 2.1 and
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2.2). Although DFT is an accurate theory, in reality it requires approximations
to the Hamiltonian due to the lack of knowledge of the precise functional de-
scribing the interactions between electrons in the system. The Hohenberg-
Kohn theorems are the cornerstone of DFT.

The main theorems of DFT are:

1. Hohenberg-Kohn theorem: This states that the total density of a many-
body system determines its external potential and the system's
ground-state energy uniquely.

2. Kohn-Sham theorem: This states that for a given total density, there
exists a set of non-interacting particles (referred to as Kohn-Sham or-
bitals) that yield the same total density as the actual interacting system
and whose energies can be used to determine the total energy of the
system.

3. The Variational principle: According to this, the ground-state energy
of a many-body system is the minimum of the energy functional over
all possible densities.

These theorems provide the foundation for DFT and allow for efficient and
accurate calculations of the electronic structure and properties of complex sys-
tems in physics, chemistry, and materials science.

To obtain the ground-state density, the Kohn-Sham equations can be solved
iteratively until self-consistency is achieved. Self-consistency means that the
density obtained from the solution of the Kohn-Sham equations is equal to the
total density of the system. This is an important requirement in DFT, as the
ground-state energy and other properties of a system depend on the accurate
representation of its density. In practice, the Kohn-Sham equations are solved
using numerical methods, such as the self-consistent field (SCF) iteration or
matrix diagonalization techniques. The process starts with an initial guess for
the density, and the Kohn-Sham equations are solved for this density to obtain
the corresponding Kohn-Sham orbitals. The new density is then calculated
from these orbitals, and the process is repeated until the density converges to
a self-consistent solution. Once self-consistency is achieved, the ground-state
energy and other properties of the system can be calculated using the density
and the Kohn-Sham orbitals. The use of iterative, self-consistent procedures
makes DFT a highly efficient and versatile tool for studying the electronic
structure of complex systems.

To be able to solve the Kohn-Sham equations, we can use Exchange-correla-
tion functionals that are mathematical functions used in Density Functional
Theory to describe the exchange and correlation interactions between the elec-
trons in a many-body system. These interactions cannot be described exactly
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by a single function and are a major source of approximations in DFT. The
exchange-correlation energy of a system is defined as the difference between
the exact energy of the system and the sum of the kinetic energy of the elec-
trons and the electrostatic energy of the interaction between the electrons and
the nuclei. The exchange-correlation functional maps the total electron density
of a system to its exchange-correlation energy. There are several types of ex-
change-correlation functionals, ranging from simple models based on physical
intuition to more sophisticated models based on numerical and empirical data.
Some of the most commonly used functionals are the Local Density Approx-
imation (LDA), the Generalized Gradient Approximation (GGA), and hybrid
functionals, which combine the strengths of different types of functionals. The
choice of exchange-correlation functional has a significant impact on the ac-
curacy of DFT calculations. While simple functionals are relatively inexpen-
sive to use, but they often provide poor accuracy for some systems. More so-
phisticated functionals are generally more accurate but also more computa-
tionally expensive. Since the difference between the functionals is modest
compared to the approximations in the transport calculations, this thesis makes
use of both GGA and LDA. However, the choice between the functionals
should not be as significant as dealing with the transport calculations or, in
general for structural optimization.

In order to reduce the computing cost of the simulations, the influence of the
mobility of the core electrons of an atom and its nucleus might be replaced by
an effective potential. A pseudopotential is a simplified representation of the
interaction between electrons and nuclei in a many-body system. In quantum
mechanics, the interaction between electrons and nuclei is described by the
Coulomb potential, which is computationally demanding to solve for large
systems. The pseudopotential replaces the interaction between electrons and
the full nucleus with a simpler interaction between electrons and a core region
of the nucleus, represented by a so-called "pseudo-atom."

The idea behind pseudopotentials is to describe the core electrons (which are
tightly bound to the nucleus and do not contribute much to the electronic prop-
erties of the system) with a simplified, computationally efficient potential,
while accurately describing the valence electrons (which determine the chem-
ical and physical properties of the system). This allows for much more effi-
cient and accurate calculations of the electronic structure and properties of
large, complex systems. Pseudopotentials are commonly used in first-princi-
ples calculations, such as those based on Density Functional Theory (DFT),
to study the electronic structure and properties of materials, molecules, and
nanostructures. They are also used in quantum chemistry and solid-state phys-
ics, among other areas of research. There are different types of pseudopoten-
tials, including Norm-Conserving, Ultrasoft, and PAW (Projector Augmented
Wave) pseudopotentials. The choice of a pseudopotential depends on the
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accuracy required for a given calculation and the computational resources
available.

2.2 DFT methods

In my research works, I have used several DFT programs for numerical cal-
culations in which several approximations are made. I do not intend to intro-
duce mathematical formulae or derivations as the resources for derivation of
exact functionals, pseudopotentials, basis sets, transport properties, conduct-
ance, and technical details can be found here in Refs. [30]-[59] And also in-
tended for non-experts who can easily understand my research works.

1. SIESTA (Spanish Initiative for Electronic Simulations with Thou-
sands of Atoms)[56]which are based on first-principles simulation
code that uses Density Functional Theory to study the electronic struc-
ture and properties of materials, molecules, and nanostructures. Some
of the main aspects of the implementation of DFT in SIESTA.

2. VASP (Vienna Ab initio Simulation Package)[60] is a first-principles
simulation code that uses Density Functional Theory to study the elec-
tronic structure and properties of materials, molecules, and nanostruc-
tures. It is widely used in the scientific community for its accuracy,
efficiency, and versatility, and has been applied to a wide range of
systems and problems, including solid-state materials, surfaces, and
interfaces, as well as molecules and nanostructures.

3. TRANSIESTA (Transport In Electronic Structure Calculations)[61]
is a first-principles simulation code that uses Density Functional The-
ory to study the electronic transport properties that is based on the
SIESTA code, which is used to perform self-consistent electronic
structure calculations.

4. The Non-Equilibrium Green's Functions (NEGF)[62] formalism is a
quantum mechanical method for simulating the transport of electrons
through nanoscale electronic devices such as transistors and diodes.
NEGEF considers the device as an open quantum system in which elec-
trons are allowed to flow in and out, and it models the interactions
between the electrons and the device in a non-equilibrium state. The
method provides a powerful tool for predicting and understanding the
electronic behavior of these systems and for optimizing the perfor-
mance of nanoscale electronic devices.
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As mentioned before, Kohn-Sham DFT [51] is one of the most effective ap-
proaches to defining equilibrium characteristics of materials. Because of this,
it has become the standard for use in calculating electron transport. The two
together proved to be particularly effective in characterizing open-boundary
systems under nonequilibrium conditions. In the same way that DFT faithfully
reproduces patterns in relative energy, here trends in the amplitude of electron
transport between identical systems are also recreated. This enables us to de-
velop predictions that can be used as a guide for future experiments and quan-
titative estimates that can be compared with trials.

However, caution is warranted since the Kohn-Sham (KS) wavefunctions are
not the "actual" single-particle wavefunctions and certain less well-founded
approximations are incorporated when the current is computed. This indicates
that the generally employed XC-functionals are believed to be capable of de-
scribing the non-equilibrium scenario we are dealing with, and that the KS-
wavefunctions adequately represent the genuine electron wave functions
(which we know is not always the case). The many-body effects that are often
present in transport processes are not described by this approach since we are
just utilizing the single-particle wavefunctions. For instance, it is well-known
that the conductance of many molecules weakly coupled to the electrodes is
overestimated by commonly used DFT-methods and functionals due to an un-
derestimate of the gap between the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO). In many
cases, this may be fixed by factoring in correlation effects, as in the case of
GW or self-interaction correction.

Since the Kohn-Sham (KS) wavefunctions are not the "real" single-particle
wavefunctions, and because the current is calculated using some less well-
founded assumptions. Therefore, the KS-wavefunctions are a good approxi-
mation to the true electron wave-functions, and the commonly used XC-func-
tionals are thought to be able to describe the non-equilibrium situation we're
dealing with. Using just the wavefunctions of a single particle, this method
cannot account for the many-body effects that are often present in transport
processes. Examples include the fact that many molecules with weak coupling
to the electrodes have their conductance overestimated by commonly used
DFT-methods and functionals because the gap between the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO) is not properly accounted for (LUMO). In many instances, consid-
eration of correlation effects, as in the case of GW or self-interaction correc-
tion, may be all that's needed to resolve the issue.

As was previously said, defining convergence of the basis set may be a tricky
business, and it may be much more so for transport computations. In order to

standardize transport computations, there have been several efforts to create a
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benchmark of basis sets. The most important takeaway is that similar to struc-
tural convergence in DFT, a DZP-basis is frequently sufficient for transport,
and that increasing the number of basis functions may produce an even "bet-
ter" result compared to plane-wave computations. Since the form of the trans-
mission function is duplicated, a SZ or a SZP may be used to provide a satis-
factory qualitative outcome. The Fermi level and some molecular orbitals
(MO) have been found to be extremely sensitive to the size of the basis set,
with a change in basis having the potential to move the Fermi level into or out
of the HOMO-LUMO gap and reorder MOs, thereby causing a change in
transmission on the order of orders of magnitude. What this means for the
interpretation of conductance between, say, molecule conformers, is up for de-
bate. These challenges may be mitigated to a large extent, however, by using
the same basis sets, functionals, and other characteristics when comparing sys-
tems of a similar kind. To sum up, in this thesis, we model the electron transport
using the nonequilibrium Green's function technique (NEGF) in conjunction
with density functional theory, which allows us to explain from first principles
several systems that might be employed in molecular electronics devices.

2.3 In-silico methods

In order to get more insight into my study, I have combined the ab-inito first
principles DFT and quantum transport in the non-equilibrium Green's func-
tions formalism (NEGF) with in-silico approaches such as molecular model-
ing, molecular docking, and molecular dynamics simulations. Full description
of codes and implementation of the methods can be found here in Refs. [63]-
[72]

1. Molecular docking is a computational method used to predict the bind-
ing of a small molecule to a target protein. Autodock4 and Autodock
Vina are two popular software programs for performing molecular
docking simulations.

a. Autodock4 uses a genetic algorithm to search for the optimal
binding conformation of the ligand to the target protein, while
considering the protein's flexible side chains and the ligand's
rotatable bonds.

b. Autodock Vina, on the other hand, is a faster and more efficient
version of Autodock4, using a faster search algorithm and an
improved scoring function to predict the binding of the ligand
to the protein. Both Autodock4 and Autodock Vina are widely
used in drug discovery and in the design of new therapeutic
compounds, as they provide valuable information on the
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binding affinity and specificity of candidate drugs to their tar-
get proteins.

Hex is the first Fourier transform (FFT)-based protein docking
service to be powered by graphics processors. When using two
graphics processors simultaneously, a typical 6D docking run
takes 15 s, which is up to two orders of magnitude quicker than
conventional FFT-based docking methods with equivalent res-
olution and scoring functions. Utilizing SPF shape-density rep-
resentations to polynomial order N=20, All Hex Docking Cor-
relations quickly provide a list of up to 25 000 potential solu-
tions. Near-native orientations are almost always present in the
top 3000 orientations, while a wider list is used to avoid dis-
qualifying meritorious candidates in exceptional cases. These
potential solutions are then re-scored using higher order shape-
only or shape plus electro-static correlations (using, for in-
stance, polynomials to order N=25 or N=30), depending on the
user's preferences. In comparison to the typical order N=25
polynomials, which are somewhat soft, order N=30 polynomi-
als produce significantly crisper representations of each pro-
tein.

2. Molecular Dynamics (MD) simulation is a computational method used
to study the behavior of molecular systems over time. GROMACS and
LAMMPS are two widely used open-source software packages for con-
ducting MD simulations.

a.

GROMACS (GROningen MAchine for Chemical Simula-
tions) is a highly optimized and versatile software that can han-
dle large and complex molecular systems, making it well
suited for studies of protein-protein interactions, protein-lig-
and binding, and other large-scale molecular systems. It fea-
tures a wide range of integrators and force fields, as well as
efficient parallel computing capabilities.

LAMMPS (Large-scale Atomic/Molecular Massively Parallel
Simulator) is a highly scalable and parallel molecular dynam-
ics simulation software that can handle large molecular sys-
tems and perform simulations of complex physical processes,
such as reactive dynamics and material deformation.
LAMMPS is designed to work well on large-scale parallel
computing platforms and can perform simulations of large mo-
lecular systems, such as proteins and nanomaterials. Both
GROMACS and LAMMPS are widely used by researchers in
a variety of scientific disciplines, including biophysics,
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materials science, and condensed matter physics, for the study
of complex molecular systems and their interactions.

3. Molecular modeling is the process of creating computer-based repre-
sentations of molecules and their interactions.

a. AlphaFold2 [73] is a deep learning-based protein structure pre-
diction tool developed by OpenAl that can accurately predict
the three-dimensional structure of proteins from their amino
acid sequences. This technology represents a major break-
through in the field of protein structure prediction and has nu-
merous applications in drug discovery and the study of biolog-
ical systems.

b. Protein structures established by various experimental meth-
ods, such as X-ray crystallography and Nuclear Magnetic Res-
onance (NMR) spectroscopy, are stored in the Protein Data
Bank (PDB). Protein Data Bank is an invaluable tool for sci-
entists since it has an abundance of data on protein structures
and their interactions.

c. Visualization of molecular models is also an important aspect
of molecular modeling. Discovery Studio Visualizer is a mo-
lecular visualization and analysis software developed by Bio-
via that provides a range of tools for visualizing and analyzing
molecular structures and interactions.

d. ChimeraX [74] open-source molecular visualization and anal-
ysis program that provides a wide range of features for the vis-
ualization and manipulation of molecular structures. It is
widely used by researchers for a variety of purposes, including
the visualization of protein structures and their interactions, as
well as for the preparation of figures for scientific publications.

2.4 Implementation of methods

The study of basic 2D materials is frequently thought of as a contemporary
field of study, yet it is really reawakening. The pioneering work of Langmuir,
who studied the deposition of alkali metal atoms on metal films and laid the
groundwork for the area of surface science, can be credited with launching the
study of elemental monolayers in the 1930s. Fifty years ago, it was anticipated
that three technical elements—materials, energy, and knowledge—would be
principally responsible for sustaining and governing our contemporary
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civilization. The fast expansion of new material research and development not
only considerably enhanced contemporary living, but also made the other two
technologies possible. Surface scientists studied the formation and (chemical,
electrical, and optical) characteristics of several metal monolayers on a variety
of metal substrates in the years that followed. While studies of elemental mon-
olayers and 2D materials have traditionally focused primarily on surface sci-
ence, recent advances in effective separation techniques and the examination
of monolayer graphene's intriguing electronic and thermal characteristics have
sparked renewed interest in 2D layered materials like transition metal oxides,
chalcogenides, and MXenes. This excitement has been brought about by the
discovery of novel and intriguing physics, such as non-trivial high-tempera-
ture ballistic transport topology, valleytronics, and other optoelectronic prop-
erties, primarily because of their 2D nature; these have recently been exam-
ined in a number of excellent reviews. Nanomaterials are therefore designed
for a variety of possible purposes in next-generation technology, including
spintronics, sophisticated nanoelectronics, nanosensing, and many more. Alt-
hough there are many ways to respond to difficult challenges, such as the in-
creasing global need for energy or the development of medical applications,
material science nevertheless plays a crucial role in reaching ambitious goals.
It has historically contributed significantly to improvements in the safe, de-
pendable, and effective utilization of energy and utilizable natural resources.
Materials science is anticipated to become more important in sustainable en-
ergy production, conservation, and savings technologies as a result of the de-
velopment of nanomaterials.

A deeper understanding of this plan will have a long-term effect on scientific,
commercial, and environmental research viewpoints. The relevant and inter-
esting problems that will emerge during the development of the project will
provide a wide range of topics for future research projects and partnerships in
the field of interdisciplinary science, which will be of value to all collabora-
tors. Research findings of our group, to which I have significantly contributed,
have been summarized in this thesis via various chapters and papers, and it
can therefore be thoroughly explained that a varied, yet complementary col-
lection of contributions will be made further, illustrating the latest develop-
ments in the utilization of these emerging 2D materials for various applica-
tions.

For chapters 1-3, the nano materials, and macromolecules (proteins) used are
listed below:

Chapter 1: An analog of graphene, graphitic carbon nitride (g-C3N4); single-
layer gallium sulfide (GaS); Bismuthene (bBi); phenyl-based molecules of
4,4’-biphenyldithiol (BPDT) and p-ter-phenyl-4,4"-dithiol (TPDT) with func-
tionalized gold nanoparticles (AuNPs)
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Chapter 2: Aluminium nitride (001), Gallium nitride (001) and Silicon (001)
surfaces
Chapter 3: Silver nanoparticles (AgNPs), Zinc Oxide (ZnO) Tetrapods

2.5 First-principles based DFT methods

For papers I-VI in chapters 1-3, | have used first-principles density functional
theory computations inside the VASP framework to determine ground-state
structures and associated electronic properties. Generalizing the pseudopoten-
tial in the linear augmented plane wave (PAW-PBE) approach allowed us to
account for the ion-electron interaction in the Hamiltonian. The Perdew-
Burke-Ernzerhof (PBE) parameterization, on the other hand, relied on an ap-
proximation of the exchange and correlation functional inside the generalized
gradient approach (GGA). Because the dispersive forces cannot be captured
by the normal DFT and semi-local approximation for the exchange-correla-
tion, a nonlocal correction term has been employed to characterize them; for
instance, the DFT-D3 correction approach of Grimme's dispersion.
The DFT-D3 method determines the self-consistent total energy obtained
from Kohn—Sham DFT (KS-DFT) additionally corrected by the Eqis, term, as
given by:

Eprr-p3 = Exs-prr + Edisp (2.3)
where the underlying Eqisp is a pairwise term accounting for the long-range
van der Waals (vdW) interactions and is defined as
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Where """ is the dispersion coefficient, is the vdW ra-
dius and f{7;) is the damping function.

The valence electrons have been described using a plane-wave basis set with
an approximation to an energy cutoff (in eV). Depending on the materials, the
Brillouin zone has been sampled using different k-meshes for a unit cell and
for supercells. Each electronic structure employed in the analysis was fine-
tuned until Hellman-Feynman forces were less than 0.001 eV. Approximately
20-25 A along the z-direction of the materials surfaces were employed to
avoid the interactions between the periodic images of the surfaces.

Since adsorption is crucial to many surface processes, it is necessary to accu-
rately anticipate its characteristics from both a theoretical and practical
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perspective. In particular, it has been a long-standing objective in surface re-
search to pinpoint the underlying factors that determine adsorption energy.
Many activities, including catalysis, gas sensors, molecular electronics, bio-
medical applications, and so on, rely on molecules' adsorption to solid sur-
faces. Although bond formation and breaking occur throughout the processes,
the adsorption energy is crucial in establishing their underlying mechanisms.
Therefore, one of the most important aims in these areas has been to identify
the physical and chemical factors that determine adsorption energy.

The adsorption energy can be calculated using the following equation:

Eus=E system (molecule + substrate) — [E substrate (slab/sheet/monolayer)* E molecule] (25)

where Egysiem 18 the total energy of adsorbed system, Emoiecule 1S the energy of
an isolated molecule, and Egubsuate s the energy of clean substrate.

Important physical quantities, such as the charge density, may be calculated
from first principles using density functional theory. It's possible to learn a lot
about the materials under investigation, including their chemical bonds,
charge transfers, and orbital hybridizations, from this data. By deducting the
charges of the substrate and the molecule from the system's total charge, we
may get charge density difference maps/plots.

Apsystem = Psystem — [psubstrate + pmolecule] (26)

where psysiem, Psubstrate, a1 Pmolecute are the electron charge distribution of the
whole system, slab, and molecule, respectively.

Both classical physics and quantum mechanics may provide an interpretation of
the work function notion. According to classical physics, a metal surface always
retains a positive picture of an escaping electron. The negative electron is at-
tracted to the positive image, but it always ends up back at the metal's surface,
preventing it from ever being able to exit the crystal. However, an electron needs
extra energy, generally in the form of light, to overcome this attractive pull. The
work function is the minimal amount of energy an electron needs to leave a
metal's surface. The work function is defined as the minimal amount of energy
needed to eject an electron from a solid surface. According to this description,
the work function is determined using the following equation,

b =FE,— Er(2.7)
where E. denotes the electrostatic potential of electrons far from the surface
and Er depicts the electrostatic potential of electrons at the Fermi level, re-

spectively.
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Nudged elastic band (NEB) calculations, which provide saddle points and
lowest energy routes between known reactants and products, have been used
in several of my investigations. This technique is effective because it opti-
mizes a sequence of intermediate pictures along the chemical pathway. Each
picture determines the minimum energy required to keep its distance from
others the same. Specifically, the spring forces are added along the band be-
tween the pictures, and the component of the force owing to the potential per-
pendicular to the band is projected out, all in an effort to achieve this restricted
optimization.

2.6 Quantum transport based on NEGF methods

The study of electron transport in nanoscale devices is a primary focus of this
thesis which can be inferred from Chapter 1. Applications like this entail cou-
pling a molecular system or nanojunction to 2D electrodes or facilitating
transport in a periodic 2D system. Detailed description of quantum transport
theory using TRNASIESTA can be found here in these Refs. [59], [61], [62],
[75]-[105]

The electronic transport properties of the 2D materials with and without the
molecules adsorption were calculated using the non-equilibrium Green's func-
tion (NEGF) in the TranSiesta module of Siesta code in order to examine the
sensing performance of the 2D materials (monolayer/slab) as a nanoelectron-
ics sensor. According to the Landauer-Buttiker formulae, we may determine
the magnitude of the electric current flowing through the atomic scale system.

1(Vy) = Go [,," T(E,V)IF (E =) = f(E = u)ldE,  (2.8)

where V,, shows the applied bias voltage, y;, and ug, are the two electrochem-
ical potentials of left and right electrodes, respectively. T(E, Vy) is the trans-
mission coefficient at energy E and applied bias voltage Vs, f(E) is the Fermi—
Dirac distribution function, and Go=2e*/h is the quantum conductance. As seen
from the above equation, the current is the integral of the transmission coeffi-
cient over the applied bias window. The transmission probability T (¢) of elec-
trons with incident energy E, which are to be transmitted from left electrode
to right electrode, were estimated as Eq. 2.9

T(e) =T, {T ()" (T, () (e)] (29

Here, I';(¢) and I, (&) are the broadening matrix for the left and right elec-

trodes of the designed device respectively ¢"(¢)and £*(g) present the

22



retarded and advanced green’s function, respectively. The conductance in the
zero bias case will be evaluated as,

¢ =( T(e,)where, £, =2¢"/h is the quantum conductance and e & h are
charges of the electron and Planck’s constant, respectively.

Schematic illustrations of 2D electronic device setup with left and right elec-
trodes and a scattering region have been depicted here based on the papers I-
IV. (Figure 2.2-2.5)

Eloctrode Extension

Figure 2.2: Schematic of the two-probe system comprises of the semi-infinite left
and right electrode regions of g-C3Nyand the central scattering region consisting of
amino acid molecules. (Adapted from Paper 1)[106]
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Figure 2.3: Hllustration of the proposed device setup with left and right GasS elec-
trodes, and a central scattering region containing the same material, the target nu-
cleobase pairs AT and GC molecules, and a portion of the semi-infinite GaS elec-
trodes. The blue (S atom) and red (Ga atom) atoms on both side in the device model-
ling represents the size of the left/right electrode. The light green and yellow colour
atoms represent the scattering region. (Adapted from Paper I1) [107]

Electrode Scattering Region Electrode

Transport Direction ="

oo
Figure 2.4: Top and side views of the schematic presentation of a transport de-

vice to measure 1 vs V characteristics of the bBi sheet adsorbed with the gas mole-
cules. The left and right boxes (orange-shaded area) present semi-infinite electrodes,
and the central part where the gas molecule is adsorbed (here SO: gas) presents the
scattering region (purple: Bi, yellow: sulfur, red: oxygen). (Adapted from Paper I11)
[108]

Central Region

Figure 2.5: Schematic representation of the model device top and side views con-
stituting of three parts: the semi-infinite left (L) and right (R) electrodes and the scat-
tering region for monolayer carbon phosphide. Adapted with the permission from
Royal Society of Chemistry [109].
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Figure 2.6: Top and side views of the schematic presentation of a nanoMoED
device to measure 1V characteristics when adsorbed with the NHs and NOgas mole-
cules (a) BPDT as sensing molecule (b) TPDT as sensing molecule. The left and
right boxes (pink shaded area) present semi-infinite electrodes and the central part
(green shaded) where the gas molecules are adsorbed presents the scattering re-
gion. (Adapted from Paper V)

2.7 Molecular docking from a viewpoint of
nanomaterials and macromolecules

Molecular docking is a computational approach that uses the initial, unbound
structures of a macromolecule (obtained from MD simulations, homology
modeling, etc.) and a small molecule (ligand or nanomaterials) to predict their
noncovalent interaction. Predicting bound conformations and binding affini-
ties is the objective. Predicting how chemicals will bind to proteins is useful
in the pharmaceutical industry since it can be used to screen large virtual li-
braries quickly and cheaply for potential new drug candidates. Even when ex-
perimental structures are not available, docking may be utilized to attempt to
predict the bound conformation of known binders[66].

In this thesis, I have used two conventional programs, Autodock 4 [63] and
Autodock Vina, in which the implementation of scoring functions is the same,
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but the algorithms are different. A general framework of the scoring functions
used in both cases has been shown here:

While performing docking simulations, AutoDock 4.2 evaluates confor-
mations using a semi-empirical free energy force field. Many protein-inhibitor
complexes with known structures and Ki values were used to calibrate the
force field. There are two phases to the binding evaluation performed by the
force field. At the outset, the ligand and protein are in an unbound state. The
first step is to calculate the intramolecular energetics of changing from the
unbound state of the ligand and protein to the bound state conformations. Af-
terwards, the bound conformation of the ligand and protein are analyzed for
their intermolecular energies.

The force field includes six pair-wise evaluations (V) and an estimate of the
conformational entropy lost upon binding (AS.,.¢):

AG = ( bound unbound) + ( bound unbbuund) + ( bound urrbound + ASconf) (2 9)

When "L" is the "ligand" and "P" is the "protein" in a ligand-protein docking
computation. Dispersion/repulsion, hydrogen bonding, electrostatics, and
desolvation are all evaluated for each pair-wise energy term:

i B Cij qiq;j
V= anww Zl] (Té - ]> + Whhomd Zl} E(t) ( 5= > + M/elec ZL} L

Tij 1} 1] l] e(rl])rii

Weor Zij (SV +SV)e rj/20%) (2.10)

Using a set of binding constants found experimentally, the weighting con-
stants W have been tuned to calibrate the empirical free energy. The first term
is a standard 6/12 dispersion/repulsion potential. Amber, a quantum field the-
ory, serves as the basis for the parameters. The second is an H-bond term with
a directional component based on a 10/12 potential. Hydrogen bonds with ox-
ygen and nitrogen are allocated well depths of 5 kcal/mol at 1.9 and 1 kcal/mol
at 2.5A by adjusting parameters C and D. Hydrogen bonds with sulfur are
assigned at well depth of 0 kcal/mol at 1.9 A. The directionality provided by
E(t) is derived from the angle t relative to the geometry of perfect H bonds.
Third, an electrostatic screen is used to implement a screened Coulomb poten-
tial. A desolvation potential is the last component, and it is calculated as the
volume of atoms (V) that protect a single atom from the solvent, scaled by the
solvation parameter (S), plus an exponential term with a distance-weighting
factor 0 =3.5.

26



For systematic conformational search, the number of possible molecular con-
formations is represented by equation 2.11[110]:

N 360

Nconformations = [[V, j=1753; (2.11)

However, AutoDock Vina (v1.2.0) (Vina)[65] [64] is one of the docking ap-
plications in the AutoDock Suite, with AutoDock4 (AD4), AutoDock-GPU,
AutoDock-FR, and AutoDock-CrankPep. When compared to the other dock-

ing tools in the suite and elsewhere, Vina is notable for being both user-
friendly and fast.

Generalized scoring function form with conformational dependence Vina, or
Autodock Vina in this context, is intended to function with:

¢ =Xi=j fir;(rj) (212

where all pairs of atoms that may move relative to one another are added to-
gether, with interactions between atoms separated by four consecutive cova-
lent bonds typically disregarded. This number may be thought of as the total
of the contributions from both outside and within the molecule:

C = Cinter T Cintra. (2.13)

The next section describes an optimization technique that looks for the global
minimum of ¢ and other low-scoring conformations and ranks them. From the
intermolecular portion of the least favorable conformation, we may anticipate
the binding free energy, which is denoted by:

§1 = g(q — Cintral ) = g(cinter 1) (2.14)

where g is a function, and f may be any smooth strictly rising function, perhaps
nonlinear. Other low-scoring conformations are also explicitly assigned s val-
ues in the final result; however, in order to maintain the ranking, cintra of the
best binding mode is used.

Si = g(ci - Cintral) (2~15)

For all the analyses in this thesis, [ have used a conventional protocol as fol-
lows:
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Each receptor protein underwent energy minimization in the Chimera program
to better prepare it for molecular docking. DFT calculations, molecular mod-
eling, and the Protein Data Bank database have all been used to determine the
three-dimensional (3D) structures of macromolecules and 2D nanomaterials
(obtained from DFT calculations). Grid spacing was set to 1 A, and the di-
mensions of the grid were 126 X 126 X 126 (usually referred to as blind dock-
ing). For the docking runs, we employed a Lamarckian genetic algorithm with
a population size of 150, a maximum of 2,500,000 evaluations, and maximum
generations. Autodock4 analyze program was used to do the post-docking
analysis, which included conformations and clustering, and the results were
shown in both Chimera and the Discovery Studio Visualizer.

2.8 Molecular dynamics simulations

Potential energy, denoted by the symbol V, may be described in a number of
different ways, two of which are molecular mechanics (MM) and quantum
mechanics (QM). In contrast to QM, however, MM pays no attention to the
motion or electronic state of electrons. The system's energy is determined only
by the locations of its nucleons. A number of assumptions, including the Born-
Oppenheimer approximation, enable MM to operate in this fashion. However,
in some circumstances, MM may provide forecasts as excellent as QM at a
fraction of the computer time. However, it cannot offer information on sce-
narios dependent on the electron distribution, such as chemical reactions, pro-
ton transfer, etc., since it just approximates and ignores the electron distribu-
tion.

Molecular dynamics, or MD, is a kind of N-body computer simulation in
which the potential energy, V, is numerically integrated in accordance with
Newton's equations of motion to provide a series of configurations for the
simulated system. If we solve these Newtonian equations for each time step,
we get a trajectory that specifies the location and velocity of every atom in the
system at that instant. Therefore, the trajectory defines the 6N-dimensional
phase space, with N amount of particles, in terms of the 3 spatial coordinates
(X, y, z) and 3 momentum vectors. Empirical MM computations and what are
popularly referred to as Force Fields are the basis for most Molecular Dynam-
ics simulations. Considering explicit water molecules and more precise force
fields, MD is more physically correct than docking. Here, though, MD com-
promises speed for physical precision.

Traditional MD simulations use empirical force fields that are parameterized

based on measurements of tiny molecules taken by spectroscopy and calcula-
tions of quantum chemistry to describe interactions between atoms and
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particles[111]. The Born-Oppenheimer approximation and treating nuclei as
classical particles are two approximations that go into this condensed depic-
tion of molecular interactions. The forces on each atom are computed accord-
ing to the specifications provided by these force fields in each integration step
of the equations of motion. Bonded interactions (bonds, bends, and improper
bonds) are typically approximated in simulations of soft materials and biolog-
ical systems by harmonics and torsions approximated by simple periodic func-
tions. Non-bonded interactions are treated as pairwise interactions and are pri-
marily represented by the Lennard-Jones (LJ) potential, while electrostatic in-
teractions are described by Coulomb's law for each pair of charged atoms. The
following equation will represent the typical force fields: (equation is adapted
from ref. [112]

U= Zbonds kb (b - bO)z + Zbends k9 (0 - 00)2 + Zdihedrals kd)(l + cos (Tl(l) - 6))
RmiLjn 12 Rrr%i,n 6 qi4q; (2 1 6)
+Zimproper kw (W - WO)Z + Znonbonded & [( ’ ) - (—1) ] +—=*

Tij &Tij

Tij

where U represent total potential energy, force constants for a given bond,
bend, improper angle or dihedral angle are represented by
ks, ko, kv and ky , bo, G0, wo are equilibrium value of the corresponding bond
length, bend angle, and improper angle, respectively, ¢ is the multiplicity of
the given dihedral angle and ¢ is the phase shift. In the nonbonded term, ¢ is
the energy scale of the LJ potential, Rmin is the interatomic distance where LJ
energy is zero, r; is the distance between two interacting nonbonded at-
oms, & (conventionally, ¢ is used, here ¢ is used simply to distinguish it from
the LJ energy scale ¢) in the last term is the dielectric constant, ¢; and ¢; are
the charge of atom 7 and j, respectively. Other than the LJ potential, another
popular form of representing van der Waals interaction between atom
types i and j is A;jexp(—r;By) — Cyry °, the exponential function is quite expen-
sive computationally and is usually approximated by splines.

Initial system setting are required for MD simulation setup. Accordingly, it is
necessary to provide the positions (X, y, and z) and starting velocities of each
atom in the system. For the most part, the initial velocities are drawn from the
Maxwell-Boltzmann distribution. Periodic boundary conditions allow the
simulated particles to feel forces similar to those of a bulk fluid, despite the
very low number of particles used in the simulation. This is accomplished by
repeatedly copying a cell of a given form (such as a cubic or an octahedron)
in all directions. If a particle leaves a cell via one of its borders, an identical
particle enters via the opposite boundary to maintain a constant total number
of particles. Using PBCs has the advantage of simulating a bulk fluid more
accurately since the solute of interest is shielded from solvent-free surface ef-
fects (condition is that the cell dimension has to be large enough). Since MD
simulation is itself a vast subject and can only be used to write a thesis as well,
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I am giving here references for the programs that I have used i.e., GROMACS
[67]]68]-[71]and LAMMPS[72]. However, a general protocol for macromo-
lecular and nanomaterials simulation is shown below.

For all the analyses in this thesis, MD simulation using GROMACS v.2019.2
has been performed for the macromolecules, nanomaterials, and also complex
molecules (drug bound proteins). The topologies for all the organic molecules
were obtained from the PRODRG database [113]. Topologies for nanomateri-
als have been obtained using CHARMM-GUI[114]. The force fields used for
simulating macromolecules and nanomaterials were GROMOS96 54a7[115]
and CHARMM36[114], [116]. The whole system was put within a periodic
cubic box that was solvated with straightforward solvent molecules with point
charges. The particle mesh Ewald approach was used to account for the long-
range electrostatic interactions under periodic boundary conditions with a 15
A limit for nonbonded interactions. To achieve equilibrium, the system was
neutralized using Na'/Cl'counterions. Every 10 steps, neighbor searching was
carried out. With a cut-off of 1.2 nm, the PME technique was applied to elec-
trostatic interactions. Fourth order B-spline interpolation was utilized using a
reciprocal grid of 40 40 40 cells.Three phases of energy reduction and equili-
bration were completed: Using a steepest-descent method, we minimize the
entire system, including the ions, solvent, protein, and ligand, for up to 50,000
steps. (i1) Using NVT (number of atoms, volume, temperature) ensemble with
a leapfrog integrator and linear constraint solver for holonomic constraints,
constraints were introduced to the protein and the ligand dimer for 100 ps dur-
ing heating. (iii) For the second phase of equilibration, an NPT ensemble was
utilized with a time step of 2 fs and constant pressure (1 bar) and temperature
(300 K) for 100 ps. Hydrogen to heavy atom bonds were constrained using the
SHAKE method. With a time step of 2 fs, the MD production phase for each
system has been simulated for various timepoints.

Furthermore, to analyze the adsorption of molecules on nanomaterials, I have
used LAMMPS[117] package, which focuses on material modeling using a
classical dynamics approach. OVITO[118]and VMD (Visual Molecular Dy-
namics) [119]were used to visualize the MD trajectories of various structural
configurations. The parameters for structural minimization coupled NVT,
which is a combination of Langevin thermostat & Nose-Hoover [120] simu-
lations were considered using Dreiding forcefield [121] for both molecules
and nanomaterials. The input and data files for the systems were generated
using the lammps_interface program [122]. The simulation was performed for
varied time scales with a timestep of 1 fs.

Moreover, we have also implemented ab-initio molecular dynamics (AIMD)

simulation; a method used in computational chemistry and physics to study
the behavior of molecules and materials. It is based on first-principles

30



quantum mechanics calculations and does not rely on any empirical parame-
ters. AIMD simulations are performed by solving the Schrodinger equation
for the entire system at each time step, which allows for the calculation of
forces and the prediction of molecular motion. These simulations can be used
to study a wide range of properties, such as structural, thermodynamic, and
electronic properties of molecular systems. To improve computational effi-
ciency, various algorithmic techniques such as Car-Parrinello molecular dy-
namics, Born-Oppenheimer molecular dynamics, and time-dependent density
functional theory are employed in AIMD simulations [123].
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3 Chapter 1: Electronic transport at the
nanoscale

The design of future nano-scale electronic devices relies heavily on our cur-
rent understanding of the electronic structure and transport characteristics of
nano-scale materials. Materials on the nanoscale range from individual mole-
cules to clusters of molecules, nanotubes, semiconducting quantum dots, and
even biomolecules. The science of molecular electronics has made considera-
ble strides in the past few decades, and organic molecules are among the most
promising of these alternatives. As the behavior of electrons at this scale is
heavily impacted by quantum physics, material properties, and environmental
factors, this is a complicated and fast expanding field of research. Nanoscale
electronics, energy storage devices, and sensors will greatly benefit from a
deeper understanding of electrical transport at the nanoscale. The study of
electrical transport at the nanoscale will play a pivotal role in influencing fu-
ture technology as the desire for smaller, more efficient devices emerges. In
this chapter, I have discussed the possibilities of delineating the intrinsic at-
omistic interactions between biomolecules and materials in devising molecu-
lar devices and biosensors for varied applications. The investigation of the
physical mechanisms of electron transport, charge transfer mechanisms, and
physio-chemical processes at bio-inorganic interfaces has advanced biomedi-
cine and sensing technologies significantly.

A summary of the results obtained through theoretical calculations of elec-
tronic transport in the nanoscale regime has been depicted in Figure 3.1. |
have additionally measured the I-V characteristics of different 2D materials
for the DNA nucleobases using nanopore sequencing technology. Because
Guanine is an organic compound belonging to the purine group, a class of
compounds with a characteristic two-ringed structure composed of carbon and
nitrogen atoms, the results [ obtained were mostly oriented towards Guanine
sensing in the case of DNA. A purine is a heterocyclic aromatic organic com-
pound, consisting of a pyrimidine ring fused to an imidazole ring. It contains
two carbon-nitrogen rings and four nitrogen atoms, followed by Thyamine
which is a Pyrimidine heterocyclic aromatic organic compound similar to ben-
zene and pyridine, containing two nitrogen atoms at positions 1 and 3 of the
six-member ring.
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In case of Amino acid sensing, the categories in which amino acids are char-
acterized are non-polar, polar, +charge and -ve charge AA. Amino acids can
be classified into four general groups based on the properties of the "R" group
in each amino acid. Amino acids can be polar, nonpolar, positively charged,
or negatively charged. Polar amino acids have "R" groups that are hydrophilic,
meaning that they seek contact with aqueous solutions. Nonpolar amino acids
are the opposite (hydrophobic) in that they avoid contact with liquids. These
interactions play a major role in protein folding and give proteins their 3-D
structure. The nonpolar amino acids are hydrophobic, while the remaining
groups are hydrophilic. Likewise in gas sensing mechanisms, most of the ma-
terials taken for study have selective sensing performance towards NO,. Sub-
stituents with pi bonds to electronegative atoms (e.g. -C=0, -NO>) adjacent to
the pi system are electron withdrawing groups (EWG); they deactivate the
aromatic ring by decreasing the electron density on the ring through a reso-
nance withdrawing effect.
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Figure 3.1: Summary of the results obtained in Chapter 1 for different 2D mate-
rials which are based on DNA nucleobases, amino acids, and gas molecules.

3.1 Amino acid sequencing in g-C3Ny

The Paper 1 discusses g-C3N4 , an allotrope of carbon nitride that shares struc-
tural similarities with graphene but is made up of heptazine units connected
by amino groups. This material has received a lot of attention in the field of
materials science because of its resemblance to graphene and its impressive
properties (high chemical and thermal resistance, super hardness, low density,
wear resistance, biocompatibility, surface modification, water resistivity, an
emitting device that produces light, and photocatalysis, to name a few).A
metal-free and non-toxic photocatalyst with a visible-light reaction, it is
widely regarded as the most stable allotrope in its natural environment. The
use of functionalized g-C3N4-based materials for photocatalytic hydrogen evo-
lution, CO; reduction, pollutant removal, organic synthesis, and disinfection,
among other environmental applications, has been the subject of research.

The NEGF method is used to characterize the typical characteristics in terms
of transport transmission and current-voltage relationship before and after the
amino acid (AA) adsorption, which is then used to illustrate the performance
of g-C3N4 as a DNA sensor. As entropy generation is generally thought to be
a hallmark of resistance, NEGF provides a perturbation theory to characterize
these processes as they unfold throughout the channel. The results from the
experiment can be used to determine which sensor materials have the required
sensitivity. In this case, the probe system is meant to imitate a g-C3Ny field-
effect transistor, where the central scattering zone is in contact with semi-
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infinite sections of the left and right electrodes. Each electrode is represented
by a 6 x 1 supercell, and center scattering is considered for 6 x 6 supercells
with and without AA located in the center scattering region interacting with
three N2 atoms. Figure 3.2 shows the predicted transmission spectra with no
gate bias voltage, separated into five groups based on the amount of AA ad-
sorption, including the spectrum for an undoped g-C3;N4 monolayer. An asym-
metric resistance effect along the [1 0 0] direction can be seen in the transmis-
sion at zero bias by observing the variable response to varying bias energies.
Near-zero transmission occurs between 1.5 and 0.7 €V, with transmission lev-
els ranging from 10™"* G/Go to 107'° G/GO0, in accordance with the character-
istics of semiconductor materials. This transmission appears to be more recep-
tive to the constructive force of the electronic application's left-to-right
presentation. Adsorption of AA molecules on the g-C3N4 monolayer causes a
little change in the energy levels of the absorbed molecules, indicating that the
transmission resistance of the monolayer is increased. This is shown in the
high order transmission on negative energy and the low order transmission on
positive energy. Meanwhile, the g-C3N4 system's response to zero bias energy
is the slowest for functional groups that interact with the benzene ring, such
as Phe. This indicates that the resistance impact of systems will be amplified
due to the substantial structural deformation generated by strong repulsive in-
teractions. On the positive energy from 1.5 eV to 2.0 eV, the area is an essen-
tial attribute of device transport to produce an available conductance channel
by adjusting the energy signals.
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Figure 3.2: Zero-bias transmission spectra for g-C3Ny monolayer with and with-

out amino acids. The grey area shows the DOS of pristine g-CsN4, the light green
area shows the NH>@amino acids, the light blue area shows COOH@amino acids,
the light-yellow area shows the CHR@amino acids, the forest green area line
shows the CHs@amino acids, and the light red area shows the benzene

ring @amino acids. (Adapted from Paper 1)[106]

Figure 3.3 sequentially displays the obtained V-I curves for g-C3Ns monolay-
ers with and without AA adsorption at voltages ranging from 1.5 V to 3 V.
These results are highly consistent with the analysis of zero-bias transmis-
sion's findings, which were made after observing the strong transmission
peaks that locate in positive energy after 1.5 eV. Keep in mind that for pristine
g-C3N, monolayers with a resistance constant of 3 x 10® Q, the current in-
creases linearly with voltage from 2.0 V to 3.0 V. However, due to the struc-
tural distortion of g-CsN4 and the asymmetric distribution of AA molecules,
the pristine resistance effect of g- C3sN4 was broken by interacting with AA
molecules. With the exception of the Arg, Ser, and Pyr systems, the current
through the pristine g-C3N4 monolayer is 10 nA under a bias of 3.0 V, however
it somewhat decreases from the pristine condition. In contrast to the current of
the Pyr molecule, which is 600 nA, the current for 22 different types of AA
molecules ranges from 5 nA to 10 nA. Additionally, we see that the length of
the R chain, as in a g-C3N4 monolayer with a Pyr molecule, is crucial in re-
ducing the resistance impact of the system. Importantly, the current signal has
been seen after 2 V with magnitudes greater than 1 nA (ppb), which can be
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recognized by various experimental tests with a sensitivity of nanotube sensor.
The g-CsN4 monolayer has a lot of unique qualities that make it a potential
material for use as a biosensor.
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Figure 3.3: Voltage-Current (V-1) characteristics for g-CsNamonolayer with and
without adsorbing amino acids. (Adapted from Paper 1)[106]

The metal-free semiconductor g-CsN4 monolayer was used in this work to cre-
ate a field-effect transistor. All g-CsNs/amino-acids have been found to have
strong interactions (covalent or electrostatic hydrogen bonds), which are in-
fluenced by the single-pair N2 atom electrons in g-C3;N4. In addition, through
interacting with the NH2 and CH2R functional groups, the g-C3N4 monolayer
is more likely to adsorb AA. The measured adsorption energy is in the range
0f2.232 eV to 1.016 eV, with the following adsorption trend: Trp > Tyr > Asp
D> Arg > Asp L > Lys > GIn > Pyr > Met R > Ala D > Ile > Ala L > Met S
> His > Phe > Val > Glu > Pro > Asn > Thr > Leu > Sel > Ser > Gly > Cys.
With a charge transfer of less than 0.025e, the g-C3N4 monolayer can act as
an electron donor or acceptor. While all systems preserve their semi-conductor
properties, AA adsorbed on g-C3;N4 monolayer can push the fermi level shift-
ing to a lower energy level throughout the physisorption process. The trans-
mission spectra at the zero bias gate voltage region also show a consistent line
on the positive energy from 1.5 eV to 2.0 eV, demonstrating a conductance
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channel that is open for use by varying the energy signals. Additionally, the
profiles of V-I curves show that after a voltage of more than 2 V, a stable
current signal with magnitudes larger than 1 nA Parts per billion (ppb) can be
achieved.

3.2 DNA sequencing on single-layer gallium sulfide

Strategies for customized medicine and biomedical applications have been
reenergized by the elimination of dependency on the biological regime that it
is contemplated or imagined as a conceivable, desirable future occurrence for
many researchers. This is because DNA self-assembles from 2D materials
through molecular recognition. There have been several 2D materials sug-
gested for theoretical studies that concentrate more on the physisorption of
nucleobases. The main obstacle, however, is the nucleobase detection's sensi-
tivity and specificity. Group-III monochalcogenides (MX, where M = Ga, In;
X = 8) are a promising class of 2D topological insulators and layered semi-
conductors that have been intensively researched because of their unusual
electrical characteristics. An efficient method for modifying the characteris-
tics of 2D materials to cause a variety of phenomena, including physisorption,
chemisorption, and numerous biological regimes, is functionalization. Nucle-
obase physical adsorption hasn't been studied before utilizing a GaS mono-
layer. The findings of our first-principles investigation into how nucleobases
interact with a GaS monolayer surface may provide insight into how single
stranded (ss)DNA interacts with the GaS monolayer. GaS monolayer has been
examined in prior research and exhibits intriguing anisotropic features, pro-
gramable optical properties, carrier mobility of 0.6 cm* V' s™', and tunable
electronic properties by external electric fields and stresses. It is also a supe-
rior photocatalyst for water splitting.

GaS monolayer has been synthesized experimentally, opening up a stable
class of 2D metal dichalcogenides (MD) materials and creating a new class of
materials that are appealing for optoelectronic applications. Because of these
intriguing properties, monolayer GaS is an excellent choice for constructing
single-sheet based field-effect transistors, making it suitable for use in high-
performance photodetectors on both traditional silicon and flexible substrates
(field effect transistor, or FET).

The zero-bias transmission spectra with and without the adsorption of DNA
nucleobase pairs AT and GC have been calculated in order to better under-
stand the impact of these molecules on the GaS monolayer. The transmission
spectra of the GaS monolayer with and without various gas adsorptions at
zero-bias are shown in Figure 3.4. The adsorption of the DNA nucleobase
pairs AT and GC is dramatically impacted by the zero-bias transmission
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spectrum. Attraction of DNA molecules with the nucleobase pairs AT and GC
results in a decreased transmission spectra, which can be attributed to
backscattering, which limits the number of conduction channels available. A
step-like characteristic in the transmission spectra, which is derived from the
available conductance channels of distinct energy bands, appears to be a re-
gion of zero-bias transmission near and beyond the Fermi level. It is evident
that the AT molecule only slightly affects transmission spectra, whereas the
GC molecule significantly affects transmission spectra. As seen in Figure 3.5,
the channels with reduced conductance represent a decrease in passing cur-
rent.
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Figure 3.4: Zero-bias transmission spectra of the pristine GaS monolayer (black

line), DNA nucleobase pair molecules AT (red line), and GC (green line) adsorbed
on the GaS monolayer. (Adapted from Paper I1)[107]
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Figure 3.5: Current—voltage characteristics of (a) pristine GaS monolayer (Red-

line), AT pair molecules of DNA nucleobase adsorbed on the GaS monolayer (green
line) presented on the y-axis with red color (left-side) and GC pair molecules of the
DNA nucleobase absorb on the GaS monolayer (blue line) presented on the y-axis
with blue color (right-side). (Adapted from Paper I1)[107]

The DNA nucleobase pairs AT and GC detections may now be realized via
the appropriate current-voltage (I-V) relations, which is advantageous to sim-
ulating the I-V curves. The GaS system and its DNA nucleobase sensing fea-
tures have been carefully constructed. I-V characteristics for the AT and GC
pair with the GaS sheet. Due to the presence of semiconducting behavior, the
pristine GaS system exhibits almost no Ohmic behaviours through the current
characteristics in which current passes through the centre scattering region,
which exhibited increasing behavior when the bias voltage was applied with
an interval of 0.5 V. The [-V curves for pristine as well as AT and GC pairings
with variations up to 3.0 V are shown in Figure 3.5. In contrast to the pristine
GaS monolayer, the current is decreased when the DNA nucleobase pairs AT
and GC engage with the GaS surface. Because AT and GC molecules will
increase the resistance of the GaS monolayer by contact with DNA nucleobase
pairs, this explains why the current in DNA nucleobase pairs AT and GC that
interact with the GaS sheet abruptly becomes reduced. Because there is less
binding energy and charge transfer between the GaS sheet and the AT pair,
the current increases linearly for the AT pair over 2.0 V. On the other hand, a
GC pair exhibits nonlinear behavior in the I-V characteristics because it has
strong binding energy and increased charge transfer, which causes it to in-
crease resistance in the GaS sheet and decrease current compared to pure GasS.
Surprisingly, it is discovered that the current decreases at particular bias volt-
age levels, which correspond to the negative differential resistance (NDR).
NDR is a crucial characteristic for nanodevices to switch quickly. It is possible
to distinguish between DNA nucleobase pairs AT and GC for the purpose of
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detection. DNA nucleobase pairs AT and GC appear to have differing re-
sistance and are recognizable from one another. The ON and OFF states of
this device can be distinguished by the distinct current signals that are clearly
displayed with and without the DNA nucleobase pairs AT and GC. On the
basis of the significant differences in current signals caused by the DNA nu-
cleobase pair AT and GC adsorption characteristics, a more popular GaS-
based detecting device with higher sensitivity can be built. It is crucial to high-
light the behavior of several other 2D materials in this relationship, such as
graphene, where the current rapidly decreases with an increase in bias voltage
for DNA nucleobase detection beyond 0.4 V. This implies that the properties
of a 2D GaS monolayer are superior for modeling and detecting sensing
nanodevices.

3.3 Qas sensing using 2D-materials

Designing effective nanosensors for environmentally harmful gases requires
a thorough grasp of the practical sensing mechanisms of two-dimensional
(2D) materials. The environment may be exposed to several contaminants,
such as gases with nitrogen (NO», NH3) and sulfur (H2S, SO) bases, as a result
of an unintentional release or maliciously flawed planning. While NO, poi-
soning is detrimental to all forms of life because it can cause heart failure when
inhaled, NH3 poisoning can cause olfactory tiredness even when exposure oc-
curs at low concentrations. H,S, on the other hand, is a deadly molecule that
suffocates and can harm a person's health permanently. H,S can harm the eyes
at relatively modest exposure levels (50 ppm), and at higher doses (1000 ppm),
it can even be fatal. Due to its extreme corrosiveness, even short-term expo-
sures to the noxious gas SO, have a devastating long-term effect on the lungs.
The aforementioned gases are mostly colorless, combustible, and heavier than
air, making it difficult to detect them at lower quantities. In this case, depend-
ing on the kind and concentration of gases, a highly stable and sensitive gas
sensor can produce distinct electric signals. New materials for gas sensors that
are clearly selective, stable, reversible, and have quick recovery times are al-
ways being sought after.

Next-generation gas sensors are being developed using two-dimensional (2D)
nanomaterials because they have a high surface-to-volume ratio, excellent car-
rier mobility, rich surface chemistry, and low electrical noise. In general, de-
pending on the charge transfer mechanism, target gas molecules adsorbed on
a 2D monolayer can either act as electron donors or acceptors, which can
change the band structure of the monolayer. Upon the adsorption of specific
gas molecules, even the electrical resistance of the 2D monolayers changes
noticeably. Similar concentrations of charge carriers brought on by target gas
molecule adsorption affect the electrical resistivity of the host 2D material.
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We have constructed a nanodevice with two electrodes and a scattering zone
to study the transport characteristics of the buckled honeycomb Bismuthene
(bBi) nanosheet (Refer Figure 2.4).
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Figure 3.6: (a) I-V characterizes measurements for the bBi sheet and gas-ad-
sorbed sheets, bBi-Xy (Xg: SO, H2S, NO>, and NH3). (b) 3D surface map depicting
zero-bias transmission with pristine and adsorbed gas molecules. (c) Extended
heatmap illustrating the k-averaged transmission plot where red color depicts trans-
mission and blue color depicts transmission at the fermi level. (d) Close-up view of
the zero-bias transmission plot at around the fermi level to illustrate the semiconduct-
ing behavior of the bBi sheet. Reproduced with permission from American Chemical
Society[108]

As gas detection can be accomplished from the corresponding I-V difference
with and without gas molecules in a nanodevice, the current-voltage charac-
teristic is a crucial criterion to comprehend the effectiveness of the nanoscale
device. Figure 3.6a. displays the I-V curves for sheets with and without gas
molecule adsorption at various voltages up to 3.0 V. The bias was raised in a
periodic order by 0.5 V every step, and self-consistent calculations were car-
ried out at each step to obtain the I-V curve. Due to its semiconducting nature,
which was determined by calculations of the electronic structure, the pure bBi
monolayer almost exhibits the nonlinear curve in I-V characteristics. The
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study clearly shows that when the bBi nanodevice is exposed to harmful gases,
the current decreases due to the obstructed conduction pathways given by the
gas molecules in the sheet, resulting in resistance in the device. Figure Sa rep-
resents the I-V trends up to 1.5 V.

These findings support the electrical structure and charge transport properties
previously mentioned. Even though the I-V trends for the SO, H»S, and NH3
gas instances are similar, they are comparable to those of pristine sheets, and
the current variance is sufficiently substantial in comparison to that of most
2D sheets. Under 3.0 V bias, the value of current for pure bBi can reach up to
2.0 x 107 A, however. it can decrease to 2.0 x 10 A following gas molecule
adsorption, which is a meaningful quantity to detect in studies. Additionally,
when using a paramagnetic gas, such as NO», the device's current can reach
up to 2.0 x 10~ A. The extra unpaired electrons in NO that are shared by the
surface and the molecules that have been adsorbed cause a significant decrease
in current. This localization of the electron distribution near the site of adsorp-
tion blocks the transport channel and raises the resistivity of the device when
it is biased. It is suitable for sensing these harmful gas molecules because of
the substantial decreases in current. The current is lower than it would be with
clean bBi when the gas molecules interact with the surface. The I-V charac-
teristic fluctuates linearly or nonlinearly as a result of the contact or adsorption
of gas molecules on the bBi sheet due to its resistance. Because NO>'s binding
energy is higher than that of the other gas molecules, the current is suppressed
in all gas molecules other than NO», for this reason. Since there is less binding
energy and charge transfer between bBi and the gas molecules in the cases of
SO,, HS, and NHs, the current drops linearly above 1.5 V. Contrarily, NO»
exhibits nonlinear behavior in the I-V characteristics and causes greater re-
sistance in the bBi sheet due to its high binding energy and increased charge
transfer, which reduces current compared to pure bBi. Surprisingly, it is dis-
covered that the current decreases at particular bias voltage levels, which cor-
respond to the negative differential resistance (NDR). NDR is a crucial char-
acteristic for nanodevices to switch quickly. A different distinction can be
made for the detection of gas molecules. Figure 3.6 (b-d) shows the zero-
bias transmission (zbt) graphs for the bBi sheet and the bBi-Xg (Xg/SO», H,S,
NO, and NH3) gas-adsorbed sheets. The zbt plot displays the pure bBi sheet's
semiconducting properties. While all the other gases only showed slight alter-
ations, the observed transmission function for NO, gas molecules indicated
significant decreases. Compared to other adsorbed gas molecules, NO, exhib-
its a greater change in the transmission function around the Fermi level.

Similarly, we have also investigated gas sensing mechanism on monolayered

carbon phosphide (CP) (not included in the thesis papers), with semi-metallic
electrical conductivity and graphene-like Dirac cone responses (Figure 3.7).
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Figure 3.7: The I-V curves for pristine CP, and the CP monolayer with the CO,
CO., NO, NO: and NH; adsorption. Adapted from ref. [107]

In conclusion, the study described here carefully examines the structural, elec-
trical, and transport characteristics of a pure CP monolayer as well as the ad-
sorption of CO, CO2, NO, and NH; on the CP surface. The CP monolayer's
electrical characteristics exhibit semi-metallic behavior, with Dirac cones
showing that this behavior is extremely anisotropic (semi-metallic behavior in
the x-direction and a finite band gap in the y-direction). The y -CP monolayer
has better carrier mobility because it contains Dirac cones. Each molecule has
been examined and has demonstrated physisorption interactions on the CP
surface as we have analyzed the interactions of the hazardous gas molecules
with the CP monolayer. These findings demonstrate that, in contrast to other
hazardous gases, the toxic gases NO and NO; include nitrogen and interact
strongly with the CP monolayer. The more sensitive CP surface is thought to
be responsible for these two gases' noticeable differences in the electronic
DOS and charge transfer mechanisms. According to the transport estimates,
the reduction in current signals caused by gas molecule adsorption on the CP
surface may be readily observed through experimental testing. It has been
noted that the different current signals for the gas molecules NHs, NO, and
NO; show considerable variations in conduction channels above 0.2 V. These
changes could also be seen in zero-bias transmission spectra. The scientific
importance of this transport behavior in the CP monolayer makes the gas mol-
ecules relatively simple to recognize and classify. The study therefore shows
that the CP monolayer material may be a better choice for superior gas sensors
by offering sensitivity and selectivity.
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3.4 Gas sensing in nano-molecular electronics devices:
NanoMoED platform

Chemiresistors are a great option for miniaturizing gas sensors since they have
a size range of nanometers to microns and feature an electrical connection to
the transducer unit that makes it simple to integrate them with other electrical
components. Metals, metal oxides, or polymers make up traditional chemire-
sistor sensors. Metals are mostly utilized for the selective detection of a small
number of gases, such as H,, whereas metal oxides and polymers are sensitive
to a wide range of gases. The disadvantage of metal oxide thin film-based
sensors is their low gas selectivity. They also have to deal with the discomfort
of functioning at high temperatures between 100°C and 300°C. Polymer-
based sensors have the potential to be more precise and work just as well at
room temperature. The sensors do, however, have a limited lifespan because
gases permeate the polymer and bond to the molecular chains. Thus, the sensor
response of a polymer-based gas sensor depends on modifications to the
polymer's electrical structure as well as swelling after contact with gases. As
a result, it might be more challenging to understand the response of the poly-
mer sensor than the response of a metal oxide-based sensor. When analyte
gases interact with free-standing conjugates, conducting molecules that are in
touch with metallic nanoelectrodes, as in a more straightforward situation, can
be produced. In this instance, the NO, gas sensor response may be directly
explained by the alteration in the sensor molecule's transmission function and
density of states as a result of the analyte gas's adhesion to the sensor mole-
cule. Since the single conjugate molecule is directly exposed to the gas surface
and no diffusion through the material is required, adhesion and desorption
should be simpler to interpret than in the case of the polymer thin film. As a
result, one would anticipate that the selectivity of such a nano gas sensor
would be similar to that of a polymer sensor.

These nano-molecular electronic devices (nanoMoEDs), in which the electri-
cal current passes through three to four junctions between nanoelectrodes,
were used for the gas sensing tests. A gold nanoparticle (AuNP) and at least
one molecule can be found at each junction. The change in electrical resistance
is caused by the alteration of the conduction channels following the physisorp-
tion of the analyte gas at such a molecule-AuNP junction. The effectiveness
of the physisorption, as determined by the adsorption energy and the subse-
quent change in the density of states of the sensor molecule, will therefore be
the key determinant of the gas sensor response in these devices.

In this study, we employ a streamlined procedure to manufacture the AuNPs
and analyze the NO, gas sensor response in such nanoMoED devices made
from those functionalized AuNPs and by using 1,8-biphenyl-dithiol (BPDT)
as the sensor molecule. Triphenyldithiol (TPDT) is also used to study the
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sensor response in the nanoMoED gap. The devices are subjected to NH; as
well as varied ethanol concentrations to examine the selectivity of this sensor.
Both the response as a function of concentration and the response times are
compared. The outcomes are contrasted with transmission functions derived
from density functional theory (DFT) simulations. The transmission spectrum
denotes the probability for an electron with incident energy E to transfer from
the left semi-infinite electrode to the right electrode.
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Figure 3.8: Transmission spectra of the nanoMoED system with NH;, NO: ad-
sorbed on BPDT and TPDT molecules. (a) chemisorbed (b) physiosorbed state, re-
spectively.

The transmission function under zero-bias for the pristine and gas-adsorbed
systems were shown in Figure 3.8 and witnessed an observable effect for par-
ticular gases e.g., NO,. At the Fermi level, the influence of gas molecules ad-
sorption decreases the transmission function. This decrease in transmission
function is attributed to back scattering, which inhibits the available conduc-
tion channels. It was observed that, there is a region of zero-bias transmission
near and beyond the Fermi level which is attributed to step-like feature in
transmission spectra is from the available conduction channels of various en-
ergy bands. It was evident that NO, induces substantial effect in the transmis-
sion spectra while NH3 have smaller effect overall in both the BPDT and
TPDT cases. This is because of the reflection of reduced conduction channels
on passing current and the decrease in conduction channels in both the gas
molecules NH3 and NO» which depicts interaction and charge transfer with
BPDT and TPDT molecules. To comprehend the scenarios of chemisorption
and physisorption, we have depicted the cases individually in the below sec-
tion.

The zero-bias transmission functions for BPDT pristine and adsorbed gas mol-
ecules shown reduction in conduction channels, which arises from the
backscattering that inhibits the conduction channels. In the case of NHs, the
reduced intensity of transmission spectra denotes that there is smaller
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interaction with the surface (BPDT) and less charge transfer. NH3 in this case
gains electrons from the surface of BPDT which in turn increases the current
flow intensity in comparison to pristine BPDT. BPDT is an aromatic organic
compound and have 7 orbitals that makes them appropriate candidate for fast
switching of nanodevices. However, there has been less interaction of NH3
with BPDT in chemisorption state followed by gain of electrons from the sur-
face of BPDT. So, the current flow has not been affected by the negative dif-
ferential resistance (NDR) and in turn shows increased current under different
voltage bias. NDR is an essential property for fast switching of the
nanodevices. In the case of physisorption of NH3; with BPDT, a peculiar ob-
servation has been depicted where the current intensity has been substantially
decreased as compared to the pristine BPDT. This has also been observed in
the transmission spectra where there is a substantial decrease conduction chan-
nels after the adsorption. While in the case of NO,, the NO> loses electrons to
the surface of BPDT that means more charge transfer to the surface. This is
due to the sharing of unpaired electrons in NO, molecules. The charge transfer
between the NO, and BPDT surface is substantially higher than NH3 and is
observed from the zero-bias transmission spectra where there is a peculiar
peak near the Fermi level when the gas is adsorbed.

Also, when looking into the interaction profile, NO> in both chemisorbed and
physiosorbed state shows 7 interaction with the aromatic ring of BPDT which
can be attributed to the re-arrangements in energy levels of m-electrons in
BPDT. This peculiar interaction and re-arrangements in energy levels was also
seen in the transmission spectra where there is maximum of electrical con-
ductance in negative potential as compared to BPDT. Comparing BPDT and
TPDT in terms of molecular length also have significant effect in conduction
channels (transmission spectra). The adsorbed NO, gas molecule interacts sig-
nificantly in chemisorbed and physiosorbed state via 7 orbitals where charge
transfer has been occurred between the Oxygen atom and the BPDT. This in
turn increases the current flow as more charges have been accumulated on the
surface. It is a well-known fact that when there is a strong binding energy, it
induces more charge transfer and resistance. This resistance is called the neg-
ative differential resistance (NDR) which is an essential property for fast
switching of the nanodevices. In our case, NO» adsorption, the NDR is less
because of the rearrangement of in energy levels of n-electrons. This in turn
increase the current where the current flow path is attributed to the surface
which is why we have observed increased I-V characteristics in BPDT. In the
case of TPDT, the adsorption of NO; in chemisorption state formed an unsta-
ble complex which resulted in positive binding energy, which is also reflected
in the transmission function and IV characteristics, where there is a reduction
of the transmission spectra near the Fermi level (Figure 3.9). This can also
be attributed to increased NDR and reduced current when compared to NH3.
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Figure 3.9: Heatmap of the transmission spectra of the nanoMoED system with
NH;, NO:adsorbed on BPDT and TPDT molecules. (a-b) chemisorbed (c-d) physio-
sorbed state.

One essential specification to understand the efficiency of the nanoscale de-
vice is the current—voltage characteristic, as gas detection can be achieved
from the corresponding /-V difference with and without gas molecules in a
nanodevice. To get the /- curve, the bias was increased in periodic order by
0.2 V per step, and self-consistent calculation were performed at each step. /-
V traces for the gas adsorbed system with the pristine system is shown Figure
3.4.3. The figure represents the /—V trends up to 1.0 volt, and it is evident from
the study that, when the BPDT is exposed to the gas molecules, current drops
due to the inhibited conduction channels offered by the NH; in the sheet,
which results in resistance in the device. In the case of TPDT, an increased
trend of /- characteristics has been observed for NH;. These observations
are implicative of the electronic structure and charge transfer characteristics
discussed antecedently.

In the case of para-magnetic gas i.e., NO2, the I-V characteristics showed a
negative trend in TPDT and an increased trend in BPDT. This significant drop
(negative trend) in current comes from the extra unpaired electrons in these
two molecules shared between the surface and the adsorbed molecules, which
somehow localize the electron distribution around the adsorption site, which
consequently blocks the transport channel and increases the resistivity of the
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device under bias. These significant drops in current make it suitable for sens-
ing these gas molecules. In BPDT, the increased trend in current comes from
the rearrangement of 7 orbitals and the stable interaction between the NO, and
surface. Overall, the response of TPDT (0.7 pA to 1.0 pA) is lower than BPDT
(1.0 pA to 3.5 pA). The trend has been also experimentally verified.
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Figure 3.10:  I-V characteristics for the nanomolecular setup using BPDT with
Ethanol.

When ethanol has been adsorbed on the surface of BPDT, we see low response
of I-V characteristics (current)as compared to NH; and NO, gases. (Refer to
Figure 3.10). Furthermore, the CI-NEB method was used to explore the gas
molecules NH3 and NO2 diffusion paths with their corresponding minimum-
energy profiles (MEPs) scattered on the surfaces of the BPDT and TPDT de-
vices to confirm the states, favourable positions of the gas molecules, and pre-
dict the transition states. The position of the gas molecules was taken from the
VASP optimised calculations. We have observed that all the molecules that
were placed close to the substrate molecules were moved faster away from
their respective position. That means, the molecules are favourable only in
their physiosorbed state but not in chemisorbed state. This has been reflected
on the MEP which are depicted in Paper IV. For NH; physiosorbed on BPDT
and TPDT, the minimum energy barrier path (saddle points) is assessed to be
-0.35 eV and -0.5 eV respectively, whereas for NO», -0.5 eV and -0.7 eV re-
spectively. In other words, extra energy is required to dissociate NO; from the
two surfaces aforementioned. Different types of devices functionalised with
BPDT and TPDT showed a good, though different, sensor response to NO, .
The sensor response to NO», NH3, and ethanol is significantly different, which
sets the basis for the use of nanoMoED sensor devices as gas sensors operating
at room temperature and with good selectivity. We could affirm from our DFT
simulations that the gas adhesion and sensor response depend on the direct
interaction between the analyte and sensor molecules.

49



4 Chapter 2: Contact electrification: Interface
mechanism

In materials science, the term interface mechanism refers to the study of the
interactions and phenomena occurring at the boundary between two different
materials. The interface plays a crucial role in determining the properties and
behavior of a material and understanding the interface mechanism is crucial
for the development of new materials and technologies. Researchers in mate-
rials science study the interface mechanism by analysing the atomic and mo-
lecular interactions, chemical reactions, and energy transfers that occur at the
interface. They also examine the effect of external factors such as temperature,
pressure, and electrical fields on the interface and its properties. The
knowledge gained from the study of interface mechanisms is applied in vari-
ous fields, including electronics, energy storage, and biomedicine, to create
new and improved materials with enhanced performance and functionality.

One such phenomenon is Contact Electrification, in which electric charges are
transferred between two objects that are brought into direct contact and then
separated. This process can result in the creation of static electricity, which
can have various effects, such as producing sparks, attracting, or repelling ob-
jects, or interfering with the proper functioning of electronic devices. Contact
electrification is a fundamental concept in physics and has important implica-
tions in various fields, including electronics, material science, and tribology.

Some of the major conclusions have been illustrated in this chapter from the
perspective of the solid-liquid interface. Adsorbed water on surfaces, where
H" and OH  ions may transmit charges to the surface of the materials, is a well-
studied example of the triboelectric effect. However, the concept of charge
transfer from liquid to solid contact is still debatable, unlike solid-to-solid con-
tact. The solid-liquid interface is therefore the main challenge for the research-
ers in investigating the effect of ions on the surface of the materials. On the
other hand, CE between two metals or between metals and semiconductors is
caused via electron transfer, which has been extensively researched in the past.
The fluidity and dispersibility of liquids, as well as the adsorption of mole-
cules and ions on surfaces, make it challenging to accurately describe the pro-
cesses at the solid-liquid interface.
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Many hypotheses have been put forth in the past proposing that physiochem-
ical reactions, experimentally verifiable phenomenological characteristics,
such as the wettability of materials by water and relative humidity, and ion
adsorption, are the basis for electrification or charge transfer. The impact of
electrified solid and fluid interfaces on the interfacial transfer of charges re-
veals how well energy transformation and storage systems like batteries, fuel
cells, and electrolyzers operate. The pace at which an ion is moved from a
liquid to a solid phase determines intercalation, a crucial process in Li-ion and
Na-ion batteries, and it depends on both the bulk electrode's (or electrolyte's)
properties as well as those of the interface.

Numerous processes and phenomena, including electron transfer, ion
transport, and material transfer, have been used in research on solid-solid CE
to define distinct types of triboelectricity (interfacial charge transfer for a wide
variety of materials). It is now thought that the primary cause of many inno-
vations and physical-chemical phenomena, including liquid-solid triboelectric
nanogenerators (TENGs), electric double-layers (EDL), and hydrophobic and
hydrophilic surfaces, is liquid and solid CE. One example of this is the charg-
ing of moving water inside a pipe. But since there is so little information on
liquid-solid CE and because interfacial charge transfer has been poorly under-
stood for decades, there is still some debate over the identity of the charge
carriers (ions and electrons) in solid-solid CE. With no reference to an ion
transfer mechanism, Wang et al. [29] recently characterized the charge carri-
ers that have been recognized as solid-solid CE electrons based on photoexci-
tation and temperature-dependent effects on charged surfaces.

4.1 Mechanistic viewpoint on solid-liquid interface

Triboelectrification, also known as contact electrification, has been a common
occurrence for more than 2600 years. The phrase contact electrification sug-
gests a complex phenomenon involving mechanical contact or sliding of two
materials involving numerous physico-chemical processes, therefore the sci-
entific knowledge of this phenomenon is not yet fully developed. In contrast
to the conventional view of ion adsorption, recent experimental evidence re-
veals that electron transfer occurs in contact electrification between solids and
liquids. In order to explain the phenomenon of interfacial charge transfer, we
have used the Density Functional Theory formalism, which is based on a first-
principles theory combined with temperature-dependent ab initio molecular
dynamics. The model captures the kinetics of charge transfer following the
adsorption of various ions and molecules on AIN (001), GaN (001), and Si
(001) surfaces, revealing the role of interfacial charge transfer and predicting
charge transfer discrepancies between materials. When various ions that con-
tribute to physiological pH changes in aqueous solutions, for example, HCI
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for an acidic pH and NaOH for an alkaline pH—are adsorbed on the surfaces,
we have shown the significant differential in charge transfer between fluids
and solids. Additionally, a precise picture based on the electron localization
function has been offered as proof of contact electrification, which could pro-
vide insight into solid-liquid interfaces.

On three different surfaces, the effects of theoretical computations using com-
binatorial DFT, and traditional molecular dynamics simulation techniques
have been thoroughly studied. The fundamental knowledge of this study can
be attributed to the physiological pH effect, which can modify the interfacial
charge transfer mechanisms (HCI is acidic, NaOH is basic, and NaCl is neu-
tral). In other words, using this method, contact electrification, has nearly con-
tributed to the physical meaning of the term. We have investigated the atomic
scale analysis utilizing a first principles theory based on the DFT formalism,
in contrast to earlier research that merely considered the adsorption energy of
various molecules and gases on solid surfaces (Figure 4.1). The investigation
uncovered some fascinating facts, such as the correlation between the work
function, binding energies and the basic tenets of physics. The interfacial
charge transfer does appear to be driven by coordination chemistry in some
situations, such as NaCl and NaOH. Nevertheless, many achievements in the
real world can be attributed to a paradigm shift in the realm of power genera-
tion and storage. Thus, an effort is made to comprehend some of the funda-
mental ideas, and more intriguingly, theoretical ideas like the DFT formalism
can be used to simulate the practicality seen in everyday life.
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Figure 4.1: The binding energies of the molecules and ions adsorbed on the sur-
face of AIN (001), GaN (001), and Si (001). (Adapted from Paper V ref. [124]

The negative adsorption/binding energy (Eb) denotes exothermic adsorption
in accordance with the binding energy formula discussed in section 2.4. The
binding energies for ions and molecules on various surfaces are shown in Fig-
ure 4.2 and range from 13.4 eV to 0.09 eV. As previously mentioned, Si (001)
surfaces have greater ion and molecule binding energies than GaN (001) and
AIN (001) surfaces. AIN, GaN, and Si are the order in which the binding sta-
bility rises. Furthermore, with AIN but not with the other two surfaces, the OH
ion tends to be in the range of positive binding energy. The singlet O atom on
the surface of Si has contributed the most efficient binding energy, followed
by NaCl > C1 > H > H20 > NaOH > Na.

The comprehensive analysis explains the mechanisms of adsorption or bind-
ing, with Si (001) surface typically having the highest adsorption energies fol-
lowed by GaN and AIN. Additionally, as depicted in Figure 4.2b, there has
been a negligible inherent effect of vdW forces on the adsorption energies.
The molecule's contribution to the adsorption potential of van der Waals
forces increases with molecule size. Van der Waals forces, which are often
weak forces, impact electrostatic attraction between otherwise non-attracting
atoms and molecules when they do not naturally attract one another. Similar
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findings were drawn from the potentials for adsorption, where vdW forces
have comparatively lower adsorption energies.

The investigation indicated above showed the impact of ions and molecules
on various surfaces as well as the strength of their binding. In other words, pH
modulation based on ionic concentrations was the main focus of our research.
H,O behaves as both an acid and a base because of its amphoteric character,
which includes the presence of H atoms that can donate H+ ions and lone-pair
electrons that can embrace H+ ions. Similar to NaOH, which breaks down into
Na" and OH" ions when dissolved, HCI is categorized as an acid because it
transfers H' ions to the solvent (water) when dissolved. NaCl, a salt created
by the reaction of NaOH + HCI1 = NaCl + H,O, strongly bonds to all surfaces
out of all the binding energies shown, with the exception of the singlet oxygen
ion. This covalent bond is discussed in more detail in the following sections.
Analysis of NaCl, which is a mixture of a strong acid (HCI) and base, can be
used to show the strength of acids and bases' binding to all surfaces (NaOH).
Additionally, the strength of both the physical and chemical bonding to the
surfaces can be determined by the charge transfer between the various ions
and molecules. The singlet O atom prefers to behave as an acceptor while Na
always acts as a donor among all molecules and ions. Depending on the elec-
tronegativity of the elements, certain ions, and molecules, including NaOH,
Ha, H>0O, HCI, and NaCl, tend to lose or gain electrons. According to Figure
4.3, while other molecules like NaCl and NaOH transfer electrons to the sur-
face, H», H,O, and HCI act as electron acceptors. Apart from that, all of the
ions—Cl, H, O, and OH—gained electrons from the surface due to the
stronger electronegativity of these elements, with the exception of Na ions.
Figure 4.3 displays the specific charge transfer values in detail.
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Figure 4.2: (A) Heat map depicting the binding energies of the molecules and
ions adsorbed on the surface of AIN (001), GaN (001), and Si (001) with and without
the effect of vdW forces. (B) Box plot illustrating the overall effect with and without
vdW forces (DFT) on binding or adsorption energies. (C) Schematic of the work func-
tion @ in the case of (4) metals and (B) semiconductors. (D) Box plot depicting the
work function relation (eV). All the box plots are depicted with 25% to 75% percentile

and minimum and maximum points with median energies (eV). (Adapted from Paper
Vref. [124]
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0 K and 300 K. (Adapted from Paper V ref. [124])
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5 Chapter 3: Nanomaterials with complex
architectures

Complex shaped nano and microstructures from metal oxides/nitrides offer
multifunctional applications because of their extra-ordinary nanoscale size
(i.e., high surface to volume ratio) and shape dependent physical and chemical
features. Because of their intriguing electrical, optical, and chemical proper-
ties, these nanoscale structures have enormous application potential in a wide
range of advanced technologies, including modern devices ranging from en-
ergy harvesting to sophisticated bioelectronic devices. In fact, all the
nanostructures exhibit interesting properties. However, when it comes to uti-
lizing those features, their very short lifespans entail a lot of integration com-
plexities. Therefore different shapes (0D, 1D, 2D, 3D) and sizes of these
nanostructures in different forms have been of significant interest with respect
to various applications. A particular shape of nanostructure, for example one
dimensional (1D) nano- rod/nanowire, enable simple handling steps. Simulta-
neously, the nanoscale-shape dependent properties are used, as in the case of
a nanowire-based electronic device for gas sensing, photodetection, energy
harvesting, and so on. The shape of the nanostructures indeed exhibits very
important role in context of better utilization of their nanoscale properties.
Various nano- and micro- structures (simple and complex shaped) from dif-
ferent metal oxides (ZnO, SNO,, etc.) and metal nitrides (GaN, AIN, efc.) have
been synthesized and accordingly utilized for various applications.

Nanomaterials with complex architectures are gaining significant research in-
terest over an interdisciplinary community as they offer lot of flexibilities
ranging from their simple and efficient utilizations to hybridize their surface
with desired functional organic/biomolecules. These nano- and microscale
structures' unique properties make them suitable for a wide range of interest-
ing technological applications, particularly in the field of green energy, such
as bioelectronics, biofuel cells, and so on.The main goal here is to investigate
the unique potentials of tailored interfaces using new nanomaterials with pro-
grammable operations in response to structural morphologies. Novel hybrid
materials with such functionalities will be aimed for bioelectronics and biofuel
cell applications. The responsiveness of our “smart” architecture of the tuna-
ble electro biocatalytic interfaces can pave the way for bioelectronics through
a ‘built-in’ program of unique physical, structural, or morphological features
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of hybrid nanomaterials. At a given stimulus, these properties can provide
changes in physical insights related to volume-phase transitions, electrical
conductivity, zeta potential, dielectric constant, mechanical flexibility, perme-
ability, wettability, and viscoelasticity. These complex architectures, such as
0D, 2D or 3D nanomaterials, have been investigated using nano-informatics
approach through the use of molecular modeling and docking to elucidate the
interaction mechanisms.

5.1 Molecular interaction of 2D nanomaterials with
macromolecules

The visible-light responsive element g-C3N4 with a bandgap of 2.7 eV and the
capacity to resist heat, strong acid, and strong alkaline conditions are shown
in paper 1. Because of the benefits mentioned above, it has been used more
efficiently and effectively in water splitting, CO, photoreduction, organic pol-
lutants purification, organic synthesis, and other applications. Utilizing bioin-
formatics techniques, one application, such as the antibacterial capabilities of
g-C3Ny, has been demonstrated. Figure 5.1.1 provides a schematic illustration
of the combination of DFT and in-silico methods for water disinfection and
microbiological control. The molecular docking method has been used to
show how g-CsN, inhibits the assembly of the outer membrane protein of E.
coli, bamA. Beta-barrel proteins were assembled and inserted into the E. coli
outer membrane with the assistance of the bamA protein. Membrane depolar-
ization caused by g-C3Ny- bacterial surface contacts set off the generation of
ROS, which damages cellular macromolecules like protein, DNA, and lipids.
The role of proteins like dnaK, sodA, sodB, sodC, and soxR was shown to
channel the induction of oxidative stress in E. coli. The molecular interaction
of the g-C3N4 monolayer with the bacterial proteins of E. coli is shown in Fig-
ure 5.1.
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Figure 5.1: Schematic illustration of the Combinatorial approach (DFT + In sil-
ico) used in Paper 1. Adapted from Paper I ref.)[106]

Numerous investigations have shown that g- CsNy has antibacterial properties.
The creation of more ROS, primarily hydroxyl radicals and singlet oxygens,
as well as the build-up of g-C3N4 on bacterial surfaces, which cause disruption
of cellular function and membrane disorganization, are the likely mechanisms
that may be pictured in this context. Additionally, in order to illustrate the
effectiveness of binding and sensing functions, we examined the binding af-
finities of each amino acid (AA) on the surface of g-CsN4. We have demon-
strated one potential use for the previously demonstrated water disinfection
technology, g-C3N4, which has AA sensing capabilities. However, the inher-
ent molecular interactions have not yet been investigated. In light of this, we
explicitly illustrated the intricate chemical mechanism of the interaction be-
tween the gram-negative bacteria E. coli related proteins and the g-C3N4 mon-
olayer, which results in the rupture of cell membranes and, ultimately, micro-
bial control (Figure 5.2).
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Figure 5.2: Molecular interaction of g- C3N+ with gram-negative E. coli bacterial
proteins. (Adapted from Paper I ref[106])

5.2 Atomistic interaction of 0D nanomaterials with
macromolecules

Because of the rapid evolution of nanotechnology, there are greater risks of
exposure to both humans and the environment from created nanomaterials.
Colloidal and dynamic forces have an impact on the numerous biological in-
terfaces that nanoparticles come into contact with, including DNA, proteins,
membranes, and cell organelles. As a result, the resulting nano-bio interface
is dynamic, includes a wide range of cellular absorption processes, different
biocatalytic activities, and biocompatibility, all of which require further re-
search. In order to address the problem, the work presents a unique method to
study the interaction mechanism of antibacterial silver nanoparticles (AgNPs)
and from the viewpoint from the mechanistic in vivo biocompatibility of
AgNPs at the cellular and molecular levels. Understanding nanotechnology
has allowed for a wide range of applications. It contains in-depth analyses and
explorations of several nanoparticle types, including both organic and inor-
ganic nanoparticles. Scientists have been fascinated by the unusual chemical
and physical characteristics of inorganic nanoparticles. Silver (Ag), gold (Au),
CuO, ZnO, and titanium dioxide (TiO2) nanoparticles are some of the most
prevalent metallic nanoparticles that have been studied for their many appli-
cations. For various biological and chemical uses, such as their use as antibac-
terial agents, catalytic agents, or in food packaging, silver nanoparticles
(AgNPs) are among the most researched and used materials. To clarify the
mechanism resulting from abnormal physiological metabolism in oxidative
stress and neutral lipid metabolism due to dose-dependent interactions with
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proteins such as hela, sodl, PEX protein family, and tp53 involving amino
acids such as arginine, glutamine, and leucine that lead to improper apoptosis,
we performed a theoretical investigation with a combinatorial approach. With
a novel combinatorial technique based on first-principles density functional
theory and in silico analyses, the research provided a complete understanding
of the role of various AgNPs-protein interactions, opening up a new avenue
for understanding their inherent characteristics and applications.

The interaction between the specific lipid membrane, i.e., DPPC, and the spe-
cific protein, namely AgNPs, was first predicted using the HEX docking pro-
gram before digging into the real mechanism of how these molecules infiltrate
the phospholipid bilayer membrane. The three solutions with the highest bind-
ing energies—154.14 kcal mol™, 153 kcal mol™, and 152.10 kcal mol™'—were
chosen out of 3000 solutions that were modeled, as shown in Figure 5.3. Since
rigid docking was carried out in a vacuum, the effects of the interaction were
examined by considering the interacting molecules using the DFT formalism.
When dynamics were run for 2000 steps, the total energy variation was no-
ticeably high. The simulation resulted in a significant change to the interac-
tion's starting condition, as illustrated in Section 5.4. In the final state, the
AgNPs cluster was dissociated, but the association with the lipid molecules
was not lost. The same has been examined through uptake analysis in in vivo
tests (experimental section of the paper VI). It was proposed that the exposed
AgNPs (G-AgNPs and C-AgNPs) displayed biotoxicity via a pathway of cel-
lular processes started by the aggregation at the surface and subsequent uptake
of nanoparticles.

oo, Y

Solution 1

, Solution2
Etotal=-154.14 kcal/mol Etotal=-153.00 kcal/mol Etotal=-152.10 kcal/mol

Figure 5.3: In silico and in vivo analysis of AgNPs activity; (A) Three best con-
formations obtained from AgNPs docking with DPPC using HEX docking program.
(Adapted from Paper VI, ref.[125] )

AgNPs were discovered to interact with Hela via amino acid residues such as

glutamine (GLN), tyrosine (TYR), and isoleucine (ILE) because of their metal
donor and metal acceptor qualities, as shown in Figure 5.4. This interaction
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may be related to Hela's structural and functional dysfunctionality, which re-
sults in irregular and late chorion hardening and abnormal hatching rates.

Numerous protein receptor molecules have been reported in the past to have a
function in translocation at the cell membrane's surface. In order to gain in-
sight into the molecular mechanisms of matrix-protein import, we focused on
those aspects of peroxisomal-matrix-protein import for which the biochemical
data are most reliable, beginning with the recognition of PTS1-containing en-
zymes by PEXS, the step-in import that has received the most thorough bio-
chemical analysis. It has been suggested that the peroxisomal biogenesis re-
ceptor protein family (PEX) is crucial for the transfer of proteins and other
molecules for metabolic activities, including oxidation. As a result, it was
assumed that the PEX family of proteins was also crucial for the transport of
nanoparticles through the membrane. The interaction of AgNPs with the PEX
protein family was examined in silico using a molecular docking approach in
order to understand the mechanism. The PEXS protein, along with other PEX
family members like PEX and PEX4, was thought to be engaging with AgNPs
and assisting in the translocation of nanoparticles both directly across the
membrane and indirectly through a channelized interaction with PEX14 (Fig-
ure 5.4A). The docking study revealed that AgNPs interacted with PEXS5 via
the amino acids’ arginine (ARG290, ARG595) and leucine (LEU533), caus-
ing metal acceptor and donor effects, as illustrated in Figure 5.4.B. The
transport mechanism has been associated with the PEX5-PEX14 complex as
deciphered in the mechanism. Only PEX14 from the PEX5-PEX14 complex
was shown to interact strongly with AgNPs via the amino acids’ glutamine
(GLN170, GLN177), threonine (THR165), and lysine (LYS178). The compu-
tational data shed light on the PEX protein family's role in the absorption of
nanoparticles.
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Figure 5.4: Schematic presentation of G-AgNPs-Hela enzyme interaction for
their impact on the hatching rate of zebrafish embryos. The elucidation is based on in
silico analysis by molecular docking program HEX, which was used to study the in-
teraction with AgNPs as a ligand with Hela of zebrafish as receptor proteins. Visu-
alization and post-docking analysis were performed with the help of conformational
clustering, using Chimera and Discovery Studio Visualizer. (Adapted from Paper VI,

ref.[125])

The impact of internalized AgNPs on neutral lipid modification and cell death
brought on by ROS generation was validated by the experimental study, but
unravelling the molecular mechanism is still necessary. Computational dock-
ing analysis was used to investigate the interactions with several proteins in-
volved in ROS formation, steatosis, and apoptosis in order to uncover the mo-
lecular process (Figure 5.5A). The crucial role that superoxide dismutase
(sodl) plays in oxidative stress is well understood. As seen in Figure 5.5B,
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molecular docking studies of sod1 with AgNPs revealed contact via the hy-
drogen bond with an average energy of 309.55 kcal/mol and via the amino
acids lysine (LYS43, LYS97), glutamic acid (GLUI101), and threonine
(THR89). Apolipoproteins (apoala) are believed to be produced by the yolk
syncytial layer during embryonic development. From yolk lipids, these
apolipoproteins further produce very-low-density lipid droplets (VLDL) and
cytoplasmic LDL, which travel through the circulatory system and distribute
lipids to various tissues. Microsomal triglyceride transfer protein (MTTP)
controls the transfer of VLDLs and LDs by forming an MTTP-apoala com-
plex.

AgNPs and the MTTP-apoala complex interacted via H-bonding with an en-
ergy of 12.21 kcal/mol through interactions with the amino acids lysine
(LYS193), glutamic acid (GLU316), threonine (THR192), and proline
(PRO195). Numerous proteins, including tp53 and caspase, have been discov-
ered to control the apoptotic activity in cells. tpS3 was docked with AgNPs
for our investigation in order to comprehend their interaction. With an average
value of 393.82 kcal/mol, Figure 5.6 depicts the interaction of tp53 with
AgNPs via glutamic acid (GLU 316) and lysine (LYS320). According to the
investigation, the AgNPs were impacting the sod1, mttp-apoala complex, and
tp53 proteins' structural and functional activity, which in turn affected the pro-
cesses of ROS production, neutral lipid buildup, and apoptosis. Sod1 and Tp53
have both been demonstrated to be impacted by AgNPs in earlier investiga-
tions. As a result, it may be inferred from the experimental findings and the
literature that AgNPs cause their lethal effect by disrupting cellular metabo-
lism at the molecular level.
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Figure 5.5: Schematic presentation of the mechanism of AgNPs uptake in embry-
onic cells through PEX-AgNPs interaction. The elucidation is based on the in sil-
ico analysis determined by molecular docking. HEX docking program was used to
study the interaction of AgNPs as a ligand with PEX5 and PEX14 of zebrafish as
receptor proteins. (Adapted from Paper VI, ref[125])
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Figure 5.6: Schematic presentation of in vivo biocompatibility of AgNPs deter-
mined by computational analysis through molecular docking. The interaction was
studied for AgNPs as a ligand with mttp-apoal, sodl and tp53 of zebrafish as receptor
proteins for estimation of AgNP effect on steatosis, oxidative stress induction and
apoptosis. HEX was used for the docking analysis. Visualization and post-docking
analysis were performed with the help of conformational clustering using Chimera
and Discovery Studio Visualizer. (Adapted from Paper VI, ref.[125])

The following can be used to summarize the experimental and computational
findings about the process underlying G-AgNPs' biocompatibility: When
AgNPs are exposed to zebrafish embryos, they accumulate at the chorion's
surface, blocking pores and delaying chorion hardening due to the suppression
of the hela enzyme. The interaction with AgNPs may be responsible for the
dysfunctionality. The molecular imbalance leads to anomalies in the embryos'
hatching rate. Furthermore, the obstruction of chorion pores causes hypoxia
in embryos, which causes aberrant ROS generation to offset hypoxia. In the
embryos, some of the accumulating nanoparticles internalize and have an im-
pact on both early and late developmental processes. The nanoparticles enter
the cellular cytosol after interacting with receptor proteins like PEX5 and
PEX14. Additionally, the internalized nanoparticles affect the structural and
functional integrity of antioxidant and metabolic proteins such tp53, sod1, and
the apoal-mttp complex.

Oxidative stress results from an impact on SOD1. The ROS generated as a
result of the over-regulation of various cytochrome systems also has aberrant
effects on the operation of other metabolic processes. Additionally, the in-
gested nanoparticles interfere with the apoal-mttp protein complex's ability to
generate VLDL and LDL, impairing their transport throughout the body and
altering the metabolism of steatosis (Figure. 5.7). Additionally, AgNPs

66



interact with tp53 proteins to impair the controlled program of cell death
(apoptosis), coupled with other elements including faulty apoal-mttp function
and ROS generation. Therefore, cellular death accelerates with concentration-
dependent exposure to AgNPs, resulting in their cytotoxicity, as a combinato-
rial impact of these metabolic anomalies. As a result, the study described the
biocompatibility of AgNPs' molecular interactions and determined how G-
AgNPs and C-AgNPs' biocompatibilities varied from one another. Addition-
ally, it promotes and suggests a green method to create silver nanoparticles
that are more biocompatible and environmentally friendly for use in biomed-
ical and ecological applications.
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Figure 5.7: Schematic presentation of mechanisms of in vivo interactions bio-
compatibility of AgNPs with zebrafish embryos. AgNPs are internalized through PEX
family support, which further impacts the function of mttp-apoal, sodl and tp53 to
influence oxidative stress, steatosis, and apoptosis. Adapted from Paper VI, ref.[125]

5.3 Atomistic interaction of 3D complex nanomaterials
with macromolecules

In the past, nanoparticles have been utilized to decrease viral attachment
through competitive inhibition and to offer antiviral advantages by lowering
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viral adhesion to cell surfaces and obstructing viral entry and multiplication.
Their capacity to imitate heparan sulfate's (HS) negative charge density offers
one potential route. Cell surface HS proteoglycans are utilized by a variety of
microorganisms (bacteria and viruses) as cell attachment receptors to infect
humans. For the infection of herpesviruses, papillomaviruses, flaviviruses,
rhinoviruses, coronaviruses, and the human immunodeficiency virus (HIV),
HS proteoglycans are widely expressed on the surface of all cell types. The
highly contagious pathogen Herpes simplex virus (HSV), for example, relies
heavily on HS for cell attachment and entry. HSV can cause a wide range of
clinical diseases, from oral, face, and vaginal sores to serious infections of the
central nervous system. According to WHO estimates, 3.7 billion people, or
67% of the global population, have HSV-1. Additionally, by making contact
between HS and the receptor binding domain of its spike protein, the severe
acute respiratory syndrome-related coronavirus 2 (SARS-CoV-2) infection,
which is the root of the current worldwide epidemic and unparalleled public
health concern, is made possible. Despite the prevalence of these viruses, ex-
isting antivirals have significant efficacy and side effect issues. The preven-
tion of the spread of these viruses and the development of viable therapeutic
approaches have immediate global significance. In order to achieve this, tet-
rapod-like zinc oxide microparticles (ZOTEN) were created to mimic the HS's
manufactured oxygen vacancies' negative charge density. Microbivac is a
brand-new idea in immunotherapy that ZOTEN has defined due to its distinct
features. It has the ability to capture viral particles and encourage the presen-
tation of bound virions to mucosal antigen-presenting cells, which starts and
strengthens adaptive immunity.

In this study, we test the drug adjuvant benefits of our nanostructured micro-
particles against viral infections. For improved activity and safe administra-
tion, we functionalized ZOTEN with gold nanoparticles (ANZOT)[126]. We
found that this hybrid material performed better than the independent admin-
istration of either gold nanoparticles (GNP) or ZOTEN. We also tested
ANZOT in a drug adjuvant approach to enhance the efficacy of acyclovir, a
guanosine analog clinically used to treat HSV, and small molecule inhibitor
BX795 (N-[3-[[5-i0do-4-[[3-[(2-thienylcarbonyl)amino |propyl]amino]-2-py-
rimidinyl]amino]phenyl]-1-Pyrrolidinecarboxamide hydrochloride), a prom-
ising preclinical drug with strong activity against multiple strains of HSV in
several disease models[127]. We show that ANZOT as a drug adjuvant sig-
nificantly lowers the threshold concentration of acyclovir or BX795 and elim-
inates drug-associated toxicity. We also demonstrate that BX795 limits the
nuclear release of virions through inhibition of protein kinase C isoform o and
 expression and intracellular localization. Taken together, we show that use
of nanoparticles as drug adjuvants has the potential to revolutionize the anti-
viral drug field.
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We have retrieved the crystal protein structures of the Pleckstrin Homology
Domain of Protein Kinase B/Akt (PDB ID 1UNQ), PKC alpha (PDB ID:
31W4), C2 Domain of PKC (PDB ID: 1YRK), Protein Kinase C iota (PDB
ID: IWMH), and glycoprotein B from Herpes Simplex Virus type I (PDB ID:
5V2S) from the Protein Data Bank (PDB) and were subjected to initial target
receptor preparation for molecular docking analyses. The ligand small mole-
cules i.e. Acyclovir and BX795 were retrieved from PubChem database and
were refined using Marvin sketch. The molecules i.e. ZOTEN and
Au@ZOTEN were constructed using Atomic Simulation Environment (ASE)
and structural minimizations have been performed based on first principles
density functional theory using the Vienna Ab initio Simulation Package
(VASP) software (Figure 5.8)

In addition, computational molecular docking was used to investigate the
likely interaction of small molecules, ZOTEN and Au@ZOTEN, with target
receptors in order to elucidate the likely binding mechanisms. To understand
the interaction at the molecular level, experimental analyses are used to impart
the atomic reaction needed to understand the interaction mechanism. An in
silico molecular docking approach was efficiently used to know the preferred
binding orientations of the ligand that confer minimum binding energy to de-
termine the binding efficacy of the ligands and the target receptors. Molecular
docking analysis has been performed using both Autodock Vina and Autodock
tool as the metal ions e.g., Au do not have the AutoDock (AD4) element type
in the Autodock Vina tool. Therefore Au@ZOTEN binding interaction with
target receptors has been performed using Autodock software. We have used
UCSF Chimera, Discovery Studio Visualizer, and LigPlot" to visualize, ana-
lyze and depict 2D plots of the interactions.

The results inferred from molecular docking analyses depicts the probable in-
teraction mechanism of ZOTEN and Au@ZOTEN with the ecto domain of
HSV-1 gB receptor. ZOTEN has a higher binding efficacy (-12.9 kcal/mol)
than Au@ZOTEN (-8.97 kcal/mol) towards the HSV-1 gB receptor. Both the
molecules bind to the ecto domain of the HSV-1 glycoprotein with a slightly
different orientation. The difference in the conferred orientations of the two
molecules affects the binding efficacy. ZOTEN and Au@ZOTEN tend to bind
similar residues but with different preferred binding orientations as shown in
Fig. ZOTEN has high a number of hydrophobic interactions as compared to
Au@ZOTEN. Similarly, conventional bonds (green color) tend to form with
oxygen atoms in both cases with different bonding patterns and distances.
ZOTEN forms conventional bonding patterns with a lesser distance between
the O atom and corresponding Zn atoms, whereas the Au@ZOTEN has a
higher range in terms of bonding patterns (refer to Figure 5.9). Furthermore,
the AuZOTEN has more hydrophilic binding residues (solvent accessible),
whereas the ZOTEN has more hydrophobic residues in the vicinity of binding,
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increasing the binding efficacy of ZOTEN. A clear viewpoint can be drawn
from different aspects of binding orientations, per say. The nine poses of bind-
ing orientations derived from the Autodock tools have a high range of binding
affinities in case of ZOTEN as compared to Au@ZOTEN.

Figure 5.8: ANZOT: functionalized tetrapod-like zinc oxide microparticles
(ZOTEN) with gold nanoparticles.
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Figure 5.9: Interaction mechanism of ZOTEN and Au@ZOTEN with the ecto do-
main of HSV-1 gB receptor. A & G. With ZOTEN and ANZOT, respectively. B & F.
Hydrogen bond analysis of interaction of ZOTEN with HSV1. C & H . LigPlot analysis
of the interaction profile. E. Schematic of ecto-domain of HSV1.
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The ligand molecules that were screened for protein kinases also showed
higher binding affinity towards ZOTEN and Au@ZOTEN in comparison to
the small molecules i.e. Acyclovir and BX795. However, when comparing
small molecules, the binding affinity of BX795 for all protein kinases was
significantly higher than that of Acyclovir. PKC-delta has the lowest affinity
for both small molecules of any protein kinase. In the case of ZOTEN and
Au@ZOTEN, the PKC-delta’s binding affinity was substantially increased,
i.e. -12 kcal/mol and -12.9 kcal/mol. (Figure 5.10)
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Figure 5.10:  Binding affinities of ligand molecules (Acyclovir, BX795, ZOTEN and
Au@ZOTEN(ANZOT) that were screened for protein kinases.

5.4 Biophysics of nanomaterials

Simulation is an approximate representation of how a process or system
works, and it can disclose the underlying mechanics of physiological phenom-
ena with atomic-level accuracy. It is the most effective method for studying
the dynamics of the nano-bio interface, which consists of nanomaterials and
biological components. Diverse simulation techniques have been developed
and used based on various research goals. In this section, I want to emphasize
the all-atom molecular dynamics part, where I have noticed a measurable dif-
ference in comparison to the static interactions from molecular docking or
from the DFT formalism.
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For instance, in Paper I, the optimized structures (g-C3N4 with individual AA)
produced from DFT were put through a molecular dynamics simulation using
LAMMPS as a crude example of AA adsorption to a g-C3N4 monolayer. Some
fascinating findings from the post-analysis are then contrasted with DFT find-
ings to gain a better understanding of the physisorption process of AA on the
g-C3N4 monolayer. When comparing DFT adsorption energies, it can be
shown that DFT yields Asn with the highest adsorption energy, followed by
Tyr and Asp. Different energies associated with each unique AA upon adsorp-
tion on a g-C3N4 monolayer have been examined. When the NVT ensemble
and structural minimization are applied to molecular dynamics simulations to
gain insight into the binding effectiveness and change in total energies when
adsorbed on the g-C3N4 surface, similar results are obtained (Figure 5.11).

Similar to this, in Paper V, we used classical dynamics to explain the adsorp-
tion of ions and molecules at the surface of the solid-liquid interface (Figure
5.12A-F). The first layer of water is more apparent near the GaN contact, as
seen by the density profiles in Figure 5.12A. On the other hand, the initial
layer's position is the same for all three schemes. In contrast to the AIN and Si
surfaces, Figure 5.12E demonstrates that the Cl atoms are strongly attracted
to the GaN surface. The image of the final arrangement in Figure 5.12B makes
it easy to see this dense layer of Cl atoms at the GaN contact. On the other
hand, the CI atoms are randomly dispersed, as shown in the snapshots of the
AIN and Si systems. Na atoms do not appear to have a clear preference for
any of the three materials, as seen in Figure 5.12F. Understanding the behav-
ior of ion and molecule distribution and their binding mechanisms on various
surfaces in a confined environment (in this case, the solvent environment) can
be gained via this approach.
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Figure 5.11:  Total Energy difference in kcal/mol obtained from structural minimi-
zation using conjugate-gradient algorithm used in LAMMPS. Adapted from Paper I,
ref.[106]
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Figure 5.12:  LAMMGPS based classical molecular dynamics simulations compris-
ing three systems, (4) AIN, (B) GaN and (C) Si surfaces, embedded in a solvent box
with different ions and molecules. (D—F) Density profiles of the three complex systems
depicting the probability density of H>0, Cl and Na. (Adapted from Paper V ref. [124])

Even though there has been a lot of research on nanoparticles and their appli-
cations in industry, medicine, and other fields, it is difficult to observe and
analyze in real time the physical processes that underlie many of the unique
qualities of different nanoparticles. Molecular dynamics (MD) simulations,
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along with other computational methods, occupy an increasingly significant
niche in this rapidly evolving and expanding field because of the quick devel-
opment of computational algorithms, the accessibility of computational re-
sources to scientific researchers, and the relatively small sizes of nanoparti-
cles. Therefore, along with experimental verifications, we have employed ab-
initio and classical dynamics to understand how nanoparticles behave in dif-
ferent conditions, such as vacuum and solvent medium.

In paper VI, using the DFT formalism and combinatorial molecular dynamics
modeling methods, AgNPs were modelled in both a solvated medium and a
vacuum, respectively. Classical mechanics evaluation of the 10 ns simulated
AgNPs (Figure 5.13A) in the solvent medium revealed no significant changes
in the geometry of the structure. As shown in Figure 5.13B, the influence of
the solvent medium had a modest negative impact on the structure's compact-
ness, causing a divergence of 0.76—0.70 nm in the radius of gyration (Rg). The
root mean square deviation (RMSD), which ranged from 0.44 to 0.45 nm, also
displayed a same trend. In order to demonstrate the effect of vacuum on
AgNPs with DFT formalism, we first evaluated the influence of solvent on
AgNPs. Using a novel approach, we investigated the total energy fluctuation
of each Ag atom as it was isolated sequentially from the AgNPs cluster. The
structural arrangements of the aforementioned technique and the overall en-
ergy fluctuation are shown in the plot (Figure 5.13C). As seen in the plot, the
total energy of the AgNPs cluster was 24 eV and decreased sequentially by 2
eV until all Ag atoms were taken out of the cluster. This indicates that each
Ag atom has 2 eV because its valence is +2. Additionally, the DFT formalism
in a vacuum has been used to evaluate the cluster's dynamics (Figure 5.13D).
According to Figure 5.13E, the cluster in a vacuum environment has been
significantly impacted by the total energy variation. The native shape of the
cluster has been significantly altered, and it is not present.
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Figure 5.13:  Insilico analysis of AgNPs activity; (A) Structural conformations of
AgNPs during the course of 10 ns molecular dynamics simulation in the solvated en-
vironment. (B) The radius of gyration and Root Mean Square Deviation plots depict
the compactness and structural deviations during the 10 ns dynamics study. (C) The
structural configurations and the total energy obtained from DFT formalism for the
AgNPs cluster. (D) Ab initio molecular dynamics simulation of AgNPs cluster. (E)
Total energy (eV) was obtained during the course of ab initio molecular dynamics.
(Adapted from Paper VI, ref.[125] )
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Figure 5.14:  Ab initio molecular dynamics simulation of the interaction of AgNPs
cluster with lipid biomolecules obtained from HEX molecular docking. The combina-
torial approach illustrated shed light upon the dynamic stability of the AgNPs cluster
when interacting with lipid molecules.(Adapted from Paper VI, ref[125] )

Through a molecular dynamics simulation, we have also demonstrated the
channelized interaction mechanism of AgNPs with lipid molecules. It can be
shown that when dynamics were run for 2000 steps, the total energy variation
was quite large. The simulation resulted in a significant change to the interac-
tion's initial condition, as depicted in Figure 5.14. In the final state, the AgNPs
cluster was dissociated, but the association with the lipid molecules remains
intact.

In paper VII, the dynamics of 3D nanomaterials was a daunting task. It was
a first-of-its kind simulation strategy we employed to understand the complex-
ity of ZnO tetrapod architecture. The LAMMPS package has been used to
understand the structural complexity of the nanomaterial. Figure 5.15 depicts
the structural architecture of a ZnO tetrapod.
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Figure 5.15:  The structure of ZnO tetrapods with four arms and a tetrahedral core
at the center.

Our group, along with a collaboration from India, studies the different nano-
materials exposed to in-vivo embryonic zebrafish to check their biocompati-
bility and cytotoxicity. In Figure 5.16, the zebrafish embryos were exposed
to ZnO-tetrapods at different concentrations. We observed that ZnO-tetrapods
were accumulated at the interface of outer cell membrane in two phases: (i).
whole ZnO-tetrapod shape, and (ii). broken arms from the tetrapods. We were
curios to study the dynamics of ZnO-tetrapods in solvent environment to un-
derstand how the arms of the tetrapods behave. As shown in Figure 5.17, we
used the strategy to see if an individual arm prefers to remain separate from
the initial configuration or if it prefers to merge with the original tetrapod con-
figuration. The initial configuration and the final configuration of the ZnO-
tetrapods (one, two and three legs) after simulation showed promising results
that, in the case of one leg simulation, the relative distance after ~5 ns tends
to come closer to the initial configuration. Likewise, in legs two and three, the
relative distance is higher but tends to come closer if it is simulated for a longer
time.
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Figure 5.16:  Bright-field microscopic image of zebrafish embryos with ZnO-

Tetrapods. The embryos were maintained and exposed to the egg water.

INITIAL FINAL
S INITIAL FINAL
4 A *
: & oo
o
Tl ] M - —
§ MMy
iy 2 -
e . \
.I : " : ; " \\'.
ER
L e
v’ ..

Figure 5.17:  LAMMPS dynamics of ZnO tetrapods in solvent environment with
tetrapodal arms separated from original conformations. The graph shows relative

distance during the course of simulation.
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Conclusion & Outlook

As healthcare is a fundamental human right, it is frequently the target of new
technological advances. Technological innovation has considerably helped to
the provision of high-quality, on-time, acceptable, and cheap healthcare. Ad-
vancements in nanoscience have led to the birth of a new generation of
nanostructures. Their remarkable use can be attributed to the fact that each one
possesses its own special set of characteristics. Better medical results have
been a consistent byproduct of nanotechnology's pervasive influence on the
healthcare industry ever since it was first developed. In the previous two dec-
ades, nanotechnology has made great strides toward global adoption, a trend
that has been hastened by intensive study in several areas of medicine. Many
advances have been made in illness prevention, diagnosis, and treatment since
nanotechnology and its associated nanocarriers/nano systems were introduced
to the medical field. Compared to traditional methods, many nano systems
have proven to be superior options for theragnostic applications. One of the
major research challenges for the coming decades will be to find sustainable
methods of providing technological growth. Providing new functional nano
materials is expected to be very important in this development since it has the
potential to tune material properties to a previously unthinkable degree.

In the realms of optics, electronics, chemistry, and medicine, 2D materials
constitute a promising new frontier. Researchers have been on the lookout for
new 2D materials since they were inspired to do so by the desirable features
of graphene due to its 2D structure. A wide variety of new applications are
made possible by the special qualities of 2D structures, such as their high sur-
face-to-volume ratio, form, surface charge, anisotropic nature, and the ability
to be tuned for certain functionalities. Two-dimensional (2D) materials have
made significant contributions to several fields, including material science,
optoelectronics, engineering, and biomedical science. New 2D materials are
being developed, and existing 2D materials are being functionalized to attain
desirable qualities.

Furthermore, understanding the nano-bio interactions of manufactured nano-
materials is crucial to the field of nanomedicine. This is due to the fact that
nano-bio interactions are linked to the rational development of risk-free and
efficient nanomedicine, drug transport, pathological site targeting,
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metabolism, and biocompatibility. From the vantage point of corona and re-
dox processes, we examine current developments in nano-bio interactions of
nanomaterials. These developments bode well for the potential of nanomateri-
als in biomedicine in the future, notably in the treatment of diseases. However,
there are still numerous obstacles in the way of nano-bio interactions research;
there is currently a paucity of knowledge regarding the catalytic processes of
nanomaterials towards various diseases. To be truly useful as superior thera-
peutic and diagnostic techniques, however, a strategy for controlling the cata-
lytic activity of nanomaterials must be established. The in vivo complexity
must be considered in nano-bio interaction studies. In order to examine the
nano-bio interactions precisely and thoroughly, theoretical simulations should
be given more attention. As a result, more work needs to be put into studying
nano-bio interactions.

The future outlook for nanomaterials is very promising, with continued
growth and expansion in various fields such as medicine, energy, electronics,
and materials science. Nanomaterials have unique properties due to their small
size, and they have the potential to revolutionize the way we approach a wide
range of applications. In medicine, nanomaterials are being used to develop
new therapies, such as targeted drug delivery, and to improve diagnostic meth-
ods. In energy, nanomaterials are being used to improve the efficiency of en-
ergy production and storage, as well as to develop new materials for clean
energy applications. In electronics, nanomaterials are being used to develop
new types of devices with improved performance, such as flexible electronics
and nanoscale sensors. However, there are also concerns about the potential
toxic effects of nanomaterials, as well as the need for further research to fully
understand their behavior and impact on the environment. As a result, the de-
velopment and regulation of nanomaterials will likely continue to evolve in
the coming years, with a focus on ensuring their safe and responsible use.

In this thesis, we study new applications for nanomaterials ranging from 0D
to 3D and tune their properties through functionalization, creating new hybrid
nanomaterials for multifunctional applications. We have employed a combi-
natorial approach to decipher the role of nanomaterials, focusing on biosens-
ing, contact electrification, and nano-bio interactions. We have tried our best
to address and depict properties of nanomaterials in varied applications, how-
ever, we also need to focus on some key challenges as described in chapters 1
to 3, both experimentally and theoretically.

i.  Computational cost: The high computational cost of DFT and other
quantum mechanical simulations is a significant challenge in interface
science. This can make it difficult to perform simulations on large-
scale or complex systems, and can limit the scope of the simulations
that can be performed.
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Modeling accuracy: Accurately modeling the behavior of interfaces
is challenging due to the complex interplay of chemical, electronic,
and structural factors. Ensuring that the models used in DFT, and
computational simulations accurately reflect the behavior of real-
world interfaces is a major challenge in interface science.
Interfacial properties: The properties of interfaces, such as elec-
tronic structure, charge transfer, and reactivity, can be difficult to
quantify and predict. Developing methods for accurately characteriz-
ing and predicting these properties is a major challenge in interface
science.

Interfacial dynamics: Understanding the dynamic behavior of inter-
faces, such as the kinetics of reactions and the transport of charge and
energy, is critical to their study. However, capturing this behavior us-
ing DFT and computational simulations can be challenging due to the
complexity of the processes involved.

Validation: Validating the results of DFT and computational simula-
tions against experimental data can be difficult due to the complex
nature of interfaces and the limited availability of experimental data.
Developing methods for validating the results of simulations is a ma-
jor challenge in interface science.

Selectivity and sensitivity: One of the main challenges in biosensing
is to ensure that the sensor is selective and sensitive to the target ana-
lyte, while being insensitive to other interfering substances. This can
be especially difficult when using 2D materials, as their small size and
high surface-to-volume ratio can lead to interference from the envi-
ronment.

Surface modification: 2D materials often have poor biocompatibility
and low chemical stability, which can limit their ability to interact
with biomolecules such as DNA, gases, and amino acids. To over-
come this, it is necessary to modify the surface of the 2D material to
improve its biocompatibility and stability.

Integration with electronics: Biosensors must be integrated with
electronics in order to detect and quantify the target analyte. The in-
tegration of 2D materials with electronic devices can be challenging
and requires the development of new and innovative fabrication meth-
ods.

Stability: The stability of 2D materials in biological environments
can also be a challenge, as they can be prone to degradation and cor-
rosion. This can limit the lifespan of the biosensor and impact its per-
formance over time.

Cost: The cost of 2D materials can also be a challenge, as they are
often more expensive than other materials used in biosensors. This
can make it difficult to commercialize 2D material-based biosensors
and bring them to market.
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Material quality: The quality and uniformity of 2D materials is crit-
ical to their use in contact electrification, as even small defects or var-
iations in the material can affect its performance. Ensuring the quality
and consistency of 2D materials is a significant challenge.
Interfacial behavior: The behavior of 2D materials at interfaces,
such as the interface between the 2D material and the electrode, is
critical to the success of contact electrification. Understanding and
controlling the interfacial behavior is a major challenge in the devel-
opment of contact electrification using 2D materials.

Contact area: The size and shape of the contact area between the 2D
material and the electrode can significantly impact the performance
of the contact electrification. It is important to understand the rela-
tionship between the contact area and the resulting electrification, and
to develop methods to optimize the contact area.

Environmental stability: The stability of 2D materials in various en-
vironments, such as high humidity and high temperature, is critical to
their use in contact electrification. Ensuring that 2D materials remain
stable and functional under these conditions is a significant challenge.
Scale-up: The challenge of scaling up the production of 2D materials
and integrating them into contact electrification systems is a signifi-
cant barrier to commercializing the technology.

Material biocompatibility: The biocompatibility of nanomaterials is
critical to their use in biological systems, as their small size and high
surface-to-volume ratio can lead to toxicological effects. Ensuring
that nanomaterials are biocompatible and do not cause adverse effects
in living systems is a major challenge.

Material stability: The stability of nanomaterials in biological envi-
ronments, such as high humidity, high temperature, and exposure to
biological fluids, can be a challenge. Ensuring that nanomaterials re-
main stable and functional under these conditions is critical to their
use in biological systems.

Interfacial behavior: The behavior of nanomaterials at interfaces,
such as the interface between the nanomaterial and biological tissues,
is critical to their success in nano-bio interactions. Understanding and
controlling the interfacial behavior is a major challenge in the devel-
opment of nano-bio interactions.

Cellular uptake and localization: The ability of nanomaterials to
enter cells and reach specific target sites is critical to their use in bio-
logical systems. Understanding the mechanisms of cellular uptake and
localization is a major challenge in the development of nano-biointer-
actions.
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xx.  Dosage and toxicity: The challenge of determining the appropriate
dosage and toxicity of nanomaterials is a significant barrier to their
use in biological systems. Ensuring that nanomaterials are safe and
effective at the appropriate doses is a major challenge in nano-bio in-
teractions.

Despite these limitations, nanoparticles' usage in the aforementioned applica-
tions holds much promise because of their exceptional characteristics. Health
care, environmental monitoring, food safety, energy storage, tribology, sens-
ing, drug delivery, diagnostics, and regenerative medicine are just some of the
fields that stand to benefit from the continuous development of 2D materials.
In the future, research of the properties and uses of nanomaterials in numerous
domains of science may benefit from the methodologies used to develop the
insights described in this thesis. Because of their potential to provide a molec-
ular-level insight, computational tools in interface science hold enormous
promise in helping us achieve our aim of comprehending the interface be-
tween nanomaterials and biological components. New discoveries and devel-
opments in interface science are anticipated with the continuous development
of these methods.

The chapters depict the aforementioned topics while keeping in mind the key
scientific challenges. They are fascinating in the real world, but assuming
there is a theoretical basis is a difficult challenge. That's why I use a variety
of computational methods, ranging from DFT (which works with a few atoms)
to classical dynamics (which works with billions of atoms). To bridge the con-
cepts of biophysics and quantum physics, the topic GENOME2QUNOME
has been integrated to impersonate the real-world scenarios.

Interface science based on nanomaterials holds the key to unlocking a wealth
of potential applications, from advanced electronics to innovative medical
therapies. By studying the behavior of nanomaterials at the interface between
different materials and systems, we can gain a deeper understanding of the
fundamental properties and processes that govern their behavior and unlock
new possibilities for their use.

"The aim of science is to seek the simplest explanations of complex facts.
We are apt to fall into the error of thinking that the facts are simple because
simplicity is the goal of our quest." - Richard Feynman
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Sammanfattning pa Svenska

Som hélsovard ar en grundlaggande mansklig rattighet dr det ofta malet for
nya tekniska framsteg. Teknologisk innovation har bidragit till en stor ut-
strackning till tillgdngen till hogkvalitativ, tidsenlig, acceptabel och billig hél-
sovard. Framsteg inom nanovetenskap har ledt till fodelse av en ny generation
av nanostrukturer. Deras utmarkta anvandning kan hanforas till det faktum att
var och en har sin egen sirskilda uppsattning av egenskaper. Béttre medi-
cinska resultat har varit en konsekvent bieffekt av nanoteknologins genomgri-
pande inverkan pa hélso- och sjukvardsindustrin sedan den forst utvecklades.
De senaste tva decennierna har nanoteknologin gjort stora framsteg mot global
adoption, en trend som har framjats av intensiv forskning inom flera omraden
inom medicin. Manga framsteg har gjorts inom sjukdomsprevention, dia-
gnostik och behandling sedan nanoteknologi och dess associerade nanoba-
rare/nano-system introducerades inom medicinféltet. Jimfort med tradition-
ella metoder har manga nano-system visat sig vara overlagsna alternativ for
teragnostiska tillampningar. Att hitta hallbara sétt att tillhandahalla en tek-
nologisk tillvixt dr en av de fridmsta forskningsutmaningarna for de kom-
mande decennierna. Att tillhandahalla nya funktionsméssiga nano-material
forvéntas vara mycket viktigt i denna utveckling eftersom det har potentialen
att justera materialegenskaper till en tidigare odverstiglig grad.

I den vérlden av optik, elektronik, kemi och medicin utgdr 2D-material en
lovande nya fronter. Forskare har letat efter nya 2D-material sedan de inspi-
rerades att gora det av den dnskvirda egenskapen hos grafen pa grund av dess
2D-struktur. En méngd nya tillimpningar gors mojliga genom de speciella
egenskaperna hos 2D-strukturer, sasom deras hoga yt-till-volymforhallande,
form, yteladdning, anisotropa natur och formaga att stimmas for vissa funkt-
ioner. Tvadimensionella (2D) material har gjort viktiga bidrag till flera omra-
den, inklusive materialvetenskap, optoelektronik, teknik och biomedicinsk ve-
tenskap. Nya 2D-material utvecklas och befintliga 2D-material funktional-
iseras for att uppnd onskvirda egenskaper.

Dessutom édr forstdelse av nanobio-interaktioner mellan tillverkade nano-
material avgérande for nanomedicinomradet. Detta beror pa det faktum att
nano-bio-interaktioner ar kopplade till en rationell utveckling av riskfri och
effektiv. nanomedicin, ldkemedelstransport, patologisk platsinriktning,
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metabolism och biokompatibilitet. Fran utsiktspunkten for korona- och redox-
processer undersoker vi den aktuella utvecklingen i nanobio-interaktioner
mellan nanomaterial. Denna utveckling forbéttrar vél potentialen fér nano-
material i biomedicin i framtiden, sérskilt vid behandling av sjukdomar. Det
finns emellertid fortfarande manga hinder i végen for nanobio-interaktions-
forskning; det finns for ndrvarande en miangd kunskap om de katalytiska pro-
cesserna for nanomaterial mot olika sjukdomar. For att vara verkligt anvand-
bar som Overldgsna terapeutiska och diagnostiska tekniker maste emellertid
en strategi for att kontrollera den katalytiska aktiviteten hos nanomaterial fast-
stdllas. In vivo-komplexiteten maste beaktas i nano-bio-interaktionsstudier.
For att exakt och noggrant underséka nano-bio-interaktioner bor teoretisk si-
mulering dgnas mer uppméarksamhet. Som ett resultat maste mer arbete ldggas
pa att studera nano-bio-interaktioner.

Framtidsutsikterna for nanomaterial &r mycket lovande, med fortsatt tillvaxt
och expansion inom olika omraden som medicin, energi, elektronik och
materialvetenskap. Nanomaterial har unika egenskaper pa grund av deras lilla
storlek, och de har potential att revolutionera hur vi ndrmar oss ett brett spekt-
rum av applikationer. Inom medicinen anvénds nanomaterial for att utveckla
nya terapier, sdsom riktad lakemedelsleverans, och for att forbéttra diagnos-
tiska metoder. Nér det géller energi anvdnds nanomaterial for att forbattra ef-
fektiviteten i1 energiproduktion och lagring, samt for att utveckla nya material
for ren energiapplikationer. Inom elektronik anvénds nanomaterial for att ut-
veckla nya typer av enheter med forbattrad prestanda, sasom flexibel elektro-
nik och nanoskala sensorer. Det finns emellertid ocksa oro 6ver de potentiella
toxiska effekterna av nanomaterial, liksom behovet av ytterligare forskning
for att fullt ut forsta deras beteende och miljopaverkan. Som ett resultat kom-
mer utvecklingen och regleringen av nanomaterial troligen att fortsatta ut-
vecklas under de kommande aren, med fokus pa att sdkerstilla deras sdkra och
ansvarsfulla anvindning.

I denna avhandling studerar vi nya applikationer fér nanomaterial som
stracker sig fran OD till 3D och om att stdlla in deras egenskaper med funkt-
ionalisering, skapa nya hybrid nanomaterial for multifunktionella applikat-
ioner. Vi har anvint kombinatorisk strategi for att dechiffrera rollen som nano-
material med fokus pa biosensering, kontaktelektrifiering och nanobio-inter-
aktioner. Vi har forsokt vart bésta for att adressera och skildra egenskaper hos
nanomaterial i olika applikationer. De nimnda &mnena som visas i kapitlen,
med tanke pé de viktigaste vetenskapliga utmaningarna &r fascinerande i den
verkliga varlden men att anta att det finns en svar utmaning. Det dr darfor jag
har en kombination av olika berdkningsmetoologier fran DFT som handlar om
fa atomer till klassisk dynamik (som hanterar miljarder atomer). For att 6ver-
brygga begreppen biofysik och kvantfysik har &amnet GENOME2QUNOME
interagerats for att efterge sig de verkliga scenarierna.
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"Grénssnittsvetenskap baserad pa nanomaterial har nyckeln till att lasa upp en
mingd potentiella applikationer, frén avancerad elektronik till innovativa me-
dicinska terapier. Genom att studera nanomaterials beteende vid grianssnittet
mellan olika material och system, vi kan fa en djupare forstaelse av de grund-
laggande egenskaperna och processerna som styr deras beteende och lasa upp
nya mojligheter for deras anvandning."
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