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A B S T R A C T   

Collimated Gamma Transmission Micro-Densitometry (GTMD) is a novel technique proposed to investigate local 
density variations of nuclear fuel in PIE, with a high spatial resolution. In this work, the first experimental tests of 
a gamma micro-densitometer are presented and the performance is characterized. The experimental procedures 
are described, including the aligning process and the calibration methodology. The results demonstrated that for 
the calibration samples with a thickness above 5 mm, a local density was obtained with a maximum discrepancy 
of about 2% and a spatial resolution of about 280 µm. The setup was used for the first test on an irradiated 
ADOPTTM fuel pellet slice. From the measurement, an average bulk density of about 9.58 g/cm3 was calculated 
and local density features were observed, possibly related to rim effects or the presence of local cracks. The 
information acquired also presented valuable information for possible improvements in the setup’s performance.   

1. Introduction 

During irradiation, the nuclear fuel matrix accumulates irradiation 
defects, and solid, as well as gaseous fission products, which result in 
increased porosity, lower bulk density, and thus a net swelling of the fuel 
(Schrire et al., 1998). The steep radial thermal gradient also contributes 
to the accumulation of defects at high burnup, generating microstruc-
tural changes (Guerin, 2012; Une et al., 1992; Baron et al., 2009; Lozano 
et al., 1998; Noirot et al., 2008). This is further enhanced in the pellet 
rim, where the lower temperatures are insufficient for thermal recovery 
leading to the appearance of dense microscopic porosity, and nanograin 
size subdivision (Baron and Hallstadius, 2012). Because of this effect, in 
the pellet periphery, the density has been observed to decrease up to tens 
of percent (Spino et al., 2005; Spino et al., 1998). The combination of the 
described effects generates a progressive variation in the radial local 
density, which makes high-resolution densitometry methods, such as 
GTMD, of interest. 

Gamma transmission densitometry (GTD) is a non-destructive tech-
nique, which provides information on the bulk density of a sample 
thanks to the use of an external gamma-ray source (Kumara et al., 2010; 

Lassahn et al., 1979; Tjugum et al., 2002; Affonso et al., 2015; Reilly 
et al., 1991). Due to the interaction of gamma radiation with matter, an 
attenuation of the outbound flux can be detected, and this can be used to 
calculate the sample density. The difference in the attenuation is 
dependent on the gamma energy, and the attenuation coefficient and 
thickness of the sample material, as described mathematically by the 
Beer-Lambert law (Swineharf, 1962). In this application, a collimator is 
used to limit the field of view of the detector and allow for local mea-
surement of the density. The GTD technique has also been used to 
investigate the density profile in high burnup fuel, as well as used to 
obtain a tomographic reconstruction of the linear attenuation coefficient 
(Caruso et al., 2008; Caruso, 2007). This latter application also had 
practical implementation in gamma emission tomography (Caruso et al., 
2009). 

A novel collimated densitometry technique was proposed in 
Ref. (Senis et al., 2021) to investigate the variation of density in nuclear 
fuel samples post-irradiation, which typically decreases as a conse-
quence of swelling (Schrire et al., 1998; Daniel et al., 1962; Van Brutzel 
et al., 2015). In the study, a resolution in the order of a hundred microns 
is aimed to resolve the density variation of the fuel matrix in the rim 
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region where, due to the “high burnup structure” (Rondinella and Wiss, 
2010; Spino et al., 1996), a drop in the density up to tens of percent 
could be expected (Spino et al., 2005). Such information is of interest to 
nuclear fuel operators and producers to enable accurate modeling of the 
fuel performance during irradiation, such as heat transfer (Lee et al., 
2001). 

A detailed description of the collimated gamma micro-densitometry 
method has been extensively presented in a previous publication. In 
Ref. Senis et al. (2021), the theory of the technique is presented, and it 
was shown through simulations that resolution in the 100-µm region is 
feasible. The study demonstrated that for the setup proposed a relative 
error of less than 1% in the density measurement can be obtained with a 
spatial resolution of about 110 μm, and 1 h of investigation per position 
using the lower energy line emitted by a 1 TBq Co-60 source (but with 
the same approach, also the other gamma line can be used as well). The 
study only considered as a source of uncertainty the counting statistics of 
the measurement of attenuated and unattenuated intensity. 

To build the densitometer, the design suggested has been modified to 
be usable in the hot cell laboratory of Studsvik in Nyköping. The new 
design, presented in Section 2.1, was made and assembled in the labo-
ratory, ready to be used for post-irradiation examination of nuclear fuel. 
This work presents the results of the first experimental campaign, with 
the scope to evaluate the performance of the current design in terms of 

density accuracy and spatial resolution. In addition, the first examina-
tion of irradiated nuclear fuel was performed. 

2. Experimental campaign 

2.1. Apparatus 

The setup earlier proposed in Section 2 of Ref. (Senis et al., 2021) has 
been used as a reference to realize the prototype in Studsvik hot cell 
laboratories as shown in Figs. 1 and 2, while the dimensions are reported 

Fig. 1. A CAD representation of the setup as positioned in the hot cell wall and the hot cell chamber. From the right, the source holder is positioned in front of the slit 
of the collimator. The sample holder is positioned in a dedicated mechanism that allows the vertical movement of the sample. The collimators are positioned at the 
end of the collimator guide and their positions are fixated using screw holes. 

Fig. 2. Simplified not-to-scale side view of the setup presented in Fig. 1. An HPGe detector is positioned at the entrance of the hot cell wall aperture where a tube is 
used as a collimator guide. Collimators 1 and 2 are inserted into the tube and separated from the hot cell chamber through a steel separator. The sample is positioned 
in a sample holder which is adjacent to the separator and moved among the z-direction within a guide. The source is positioned in a source holder that can be moved 
among all three directional axes. 

Table 1 
Selection of dimensional parameters of the setup highlighted in Fig. 2. (*) It can 
be noted that the parameter “a” does not represent a sensitive parameter in the 
setup due to the difference in sizes between the detector and the gamma beam. 
In fact, the beam itself will be fully contained in the detector even at bigger 
distances.  

Fig. 2 parameters Distance [mm] 

a – Detector-collimator guide distance (*) 100 
b – Collimator guide length 1230 
c – Collimator-source distance 5 
d – Sample-source distance 100 
e – Collimator length 130  
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in Table 1. A few parts of the setup have been subjected to changes, for 
practical reasons. A change has been applied in the collimation, where in 
Ref. Senis et al. (2021), a collimator made in pure tungsten was modeled 
in the simulations but in the real setup, the so-called densimet® alloy 
was used in its place (Pasalic et al., 2014). This tungsten alloy is easier to 
machine; however, its density is a few percent lower than pure tungsten. 
For this setup, a combination of two densimet® collimators (shown in 
Fig. 2), each with a slit size of 10 × 0.1 × 130 mm, has been used. This 
was deemed easier to machine than a sub-millimetric square slit in a 
single collimator block. The combination of the two results effectively in 
obtaining a 0.1 × 0.1 mm square slit, by positioning the two slits in a 
cross form (as shown in Fig. 2). The lower density of the densimet® 
alloys is expected to partially degrade the resolution of the setup, 
because of a higher probability of leakage of gamma rays through cor-
ners of the slit. In addition, the Co-60 source used for this measurement 
campaign had an activity of about 0.7 TBq, which is smaller activity than 
the planned source (Senis et al., 2021). It can be noted that due to the 
decay of the source nuclide, there is an inevitable variation of the ac-
tivity, and the source will occasionally need replacement. 

2.2. Setup preparation procedures 

2.2.1. Alignment of source with the collimator slit 
Alignment of the setup was performed in the following manner:  

1) Both collimators (1 and 2) were inserted in the collimator guide (see 
Figs. 1 and 2), firstly with both slits aligned vertically (z-axis 
direction).  

2) The source was positioned in the source holder and moved along the 
x-axis as close as possible to the wall aperture. In fact, having the 
source closer to the collimators would be a benefit, having a stronger 
signal and also facilitating the alignment process. Some mechanical 
limitations are present, such as the range of movement of the source 
holder, but there is also the need for space to manipulate the holder 
without accidentally hitting it during the maneuvers.  

3) The source was moved manually using remote manipulators in the y- 
direction while the live count rate of the detector was monitored 
until the maximum signal has been observed.  

4) Fixed in the y-position, the second collimator (collimator 2 in Fig. 2) 
was rotated by 90◦, and the source was moved again but in the z- 
direction. When the new maximum signal reached the alignment, the 
procedure was considered completed. 

It can be noted that the procedure was performed manually (by 
remote manipulators), therefore it is subject to some degree of variation. 
A 4 h measurement was used as a reference to obtain the unattenuated 
flatfield intensity, which is required for the density determination ac-
cording to Beer’s law. During the measurement campaign, additional 
measurements of the flat beam, of about 1 h, have been performed to test 
its stability, the results of which are discussed in Section 4. A 

background measurement of 2 h was also performed, during which the 
source was removed from the sample holder. 

2.2.2. Evaluation of spatial resolution 
To quantify the resolution of the setup, an edge spread test was 

performed. This was done by scanning a sharp edge sample (Fig. 3a), 
with small steps (100-µm steps were the lower limit of the setup) and 
observing how the edge is smeared in the recorded profile, i.e. the Edge 
Spread Function (ESF) (Diaza et al., 2021). The spatial resolution was 
then calculated as the distance between the positions of 10% and 90% of 
the full contrast. The analysis of the ESF test is reported in more detail in 
Section 4.1. 

2.2.3. Density calibration 
The density calibration was performed using two calibration samples 

made of copper and lead, and their densities were compared using two 
standard methods. By comparison, we could evaluate deviations from 
the density determined by the densitometer, and account for them in the 
fuel measurements. The samples have been manufactured with a step- 
wise increase in thickness, resembling stairs, as seen in Fig. 3b and c. 
They present a solid object with an inner cavity with a stairs pattern. The 
steps of the stairs present different thicknesses to the transmitted gamma 
rays (reported in Table 2), which have been used to observe if deviations 
in the density value occur also due to different sample thicknesses. The 
densities used as standards were calculated as the ratio between the 
weight (measured with a scaler) and the volume of sample cubes 
machined from the same material of the samples (shown in Fig. 3d). The 
uncertainty considered for the standard comes from the sensitivity of the 
scaler and the micrometer used. 

2.3. Irradiated fuel density profile 

Once calibrated, the setup was used to acquire a density profile of a 
pre-irradiated accident tolerant fuel candidate, currently produced by 
Westinghouse called “ADOPT™” fuel (Hallman, 2020) (UO2 with less 
than 1% of Cr and Al doping). The sample is a fuel slice (the cladding 
outer diameter at fabrication is 9.62 mm, while the fuel density after 
irradiation is 10.18 ± 0.03 g/cm3) with an accumulated burnup of 65 
GWd/tU. The sample was stabilized in epoxy resin and cut with a 

Fig. 3. a) Single edge sample b) lead sample c) copper sample d) standard samples.  

Table 2 
The thicknesses of the different steps of the stairs pattern. The errors included 
are based on the sensitivity of the micrometer, 0.01 mm.  

Material Copper Lead ADOPT™-UO2 

Step thickness [mm] T1 3.04(1) 3.07(1) 6.44(1) 
T2 4.04(1) 4.06(1) 
T3 5.04(1) 5.05(1) 
T4 6.03(1) 6.06(1) 
T5 7.03(1) 7.06(1) 

Standard’s density [g/cm3] 8.88(2) 11.31(2) 10.18(3)  
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nominal thickness of 6.44 mm. The sample has been scanned with a 
regular step of 100 µm and 1 h of measurement per step, covering the 
radius with some margin. The procedure used to analyze the fuel data 
and to localize the sample along the scanned axis is presented in more 
detail in Section 4.3. 

3. Data analysis 

For each measurement step, a gamma spectrum has been acquired 
and the peaks of Co-60 at 1173 keV and 1332 keV were analyzed, using 
the procedure proposed in Section 5 of Ref. Gilmore (2008) and applied 
as in Section III-C in Ref. Senis et al. (2022). In the analysis, the differ-
ence in acquisition time has been accounted for. The total count rate in 
the spectra was less than 2000 cps (also for the flat beam measurement) 
with a dead time below 4% that was corrected automatically by the 
acquisition system. A graphical illustration of the peak analysis is shown 
in Fig. 4, for the flat beam spectrum and the background spectrum. It can 
be noted that Co-60 peaks are present also in the background at the 
facility. Therefore, the peak background was evaluated and used for 
subtraction of all measurements of transmitted intensity through the 
collimator. 

3.1. Correction coefficients 

Correction factors have been applied to the model proposed in Eq. 
(1) from Ref. (Senis et al., 2021), to correct the deviation observed in 
Beer’s law, 

I = I0e−
CS CU μm ρx

CD (1) 

The sample density, ρ, was then calculated as, 

ρ =
CDln(I0/I)
CSCUμmx

, (2)  

where I and I0 represent respectively the attenuated and unattenuated 
gamma intensity, μm is the mass attenuation coefficient and x is the 
sample thickness. The correction factors introduced in Eqs. (1) and (2) 
are:  

1. CS, small angle scattering correction (for all samples).  
2. CU, burnup correction (for the fuel sample).  
3. CD, calibration standards correction (for the fuel sample). 

3.1.1. Small angle scattering correction 
This factor has been used to correct the mass attenuation coefficient, 

obtained from the NIST-XCOM database (Berger et al., 2020). The 
database can include or exclude coherent scattering (Storruste and 
Tjóm, 1958; Schopper, 1957). Coherent scattering is characterized by a 
negligible energy loss and a small angle of deviation, potentially making 
this scattered component undistinguishable from the un-scattered 
signal. For many applications this effect might be negligible, affecting 
only a few percent of the gamma intensity, but for this densitometer 
application with a target of 1% precision, it is sufficient to introduce a 
bias, unless accounted for. In this application, where a tiny slit has been 
used, small deviations in the scattering angle may be sufficient for the 
gammas to be scattered in the bulk of the collimator and removed from 
the flux. Therefore, there may be a non-negligible probability that part 
of the coherent scattering could deviate enough to miss the detector, 
while the remaining part, still contributes to the full-energy peak. 

The presence of coherent scattered gammas in the detector was 
investigated using a Monte Carlo approach. Using MCNP6 (Werner, 
2017), a simplified geometry has been modeled to evaluate the full- 
energy contribution reaching the detector and compare it with Beer’s 
law with or without coherent scattering. In the simulations, the source 
has been modeled as a point emitting a pen beam at 1173 keV and 1332 
keV, pointed perpendicularly to the sample and the detector surfaces 
and centered to the collimator slit. The samples were modeled as a 
cylinder made with the same materials (copper, lead, or uranium diox-
ide) and its thickness varied among the dimensions reported in Table 2. 
The collimators have been modeled as a composition of two adjacent 
collimators made of densimet® with the same dimensions as described 
in Section 2.2.1. The detector has been modeled as a circular counting 
surface (using F1 photon tally functionality) at the detector position 
(about 1 m from the sample) and with a radius equal to the detector 
radius (30 mm). 

The correction factor, CS =
μw.o.

μMCNP
, was then calculated as the ratio 

between the mass attenuation factor obtained from NIST-XCOM without 
the coherent scattering, μw.o. and the mass attenuation factor obtained 
from MCNP simulations as, 

μMCNP = −
ln
(

IMCNP
I0MCNP

)

ρx
(3)  

where, I0MCNP and IMCNP are respectively unattenuated and attenuated 
gamma current in the simulations, ρ is the density of the standard 
sample material and x is its thickness. The factor CS was then applied to 
Eq. (2) for the correction. The one standard deviation uncertainties re-
ported in Tables 5 and 6 are calculated from the error propagation of the 
statistical uncertainties of the simulation. 

Fig. 4. a) In blue, the co-60 peak at 1173 keV of the flat beam spectrum, and in black the corresponding background spectrum. b) In red, the Co-60 peak at 1332 keV 
of the flat beam spectrum, and in black the corresponding background spectrum. For both spectra, the y-axes have been reported in the logarithmic scale. 
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3.1.2. Burnup correction 
During irradiation, the intense neutron flux changes the elemental 

composition of the fuel due to fission events and other transmutation 
reactions. These variations in the composition affect the physical prop-
erties of the material, such as its attenuation coefficient (Atak et al., 
2020). The attenuation of irradiated fuel is lowered with the increase of 
the burnup because of the replacement of uranium by fission products of 
lower atom number. A correction factor, CU, has been introduced to 
account for this decrease and calculated through the interpolation 
model proposed in Eq. (3) in Ref. (Atak et al., 2020). The coefficients 
reported in Table 3 (taken from Table 4 in Ref. (Atak et al., 2020) have 
been used for linear interpolation; the function, f , depends linearly on 
the burnup, BU,

f = a0 + a1*BU, (4)  

and it is used to calculate the correction as 

CU =
μm

f
, (5)  

where μm is the mass attenuation coefficient of uranium dioxide at BU =

0. 
The correction has been applied assuming a homogeneous burnup of 

65 GWd/tU among all the measured points in the fuel region. The cor-
rections have been extracted from the linear interpolation (Eq. (4)) at 
the energies of interest (1173 keV and 1332 keV), using the function 
“interp1” available on Matlab. Using Eq. (5), the CU factors have been 
calculated and reported in Table 6 of Section 5. 

The uniform assumption used represents a simplification. It is known 
that the burnup varies slightly with the radial position and increases 
significantly in the high-burnup rim region. In this region, the burnup 
can be up to double the average value (Barlow, 1993). Using as an 
example a BU = 120GWd/tU, the correction CU can be up to 1% higher 
than the values calculated using the burnup average. To consider such 
variation a method that measures the local burnup may in the future be 
coupled with the densitometer measurements, such as SEM-WDS or LA- 
ICP-MS analysis, to obtain a better correction factor. Nevertheless, 
applying the average burnup is considered a reasonable approximation 
at all positions save the rim, which may lead to a slight underestimation 
of transmission through this region. 

3.1.3. Correction using the calibration standard 
Even after considering corrections for the small angle scattering and 

the burnup, possible deviations can still occur in the density results. To 
account for the unknown sources of deviations an empirical correction 
factor, CD, has been included in Eq. (2) and calculated using the sample 
standards as a reference. Limited to this experimental campaign, this 
factor has been calculated as the ratio between the lead density obtained 
from the densitometer, ρD, and the density obtained from the standards, 
ρStd, as: 

CD =
ρStd(Pb)

ρD(Pb)
(6) 

The motivation for using lead as a reference material is that lead 
compared to copper is closer to uranium dioxide in terms of atomic 

number and density. Nevertheless, this does not represent the ideal 
procedure: for future measurements, the used unirradiated sample of 
uranium oxide should be used instead to provide a more representative 
calibration sample. Further details for future calibration procedures are 
provided as an outlook in Section 6. 

3.2. Note on the uncertainty estimation 

The uncertainty of the density estimate, σρ, was calculated using 
first-order error propagation, based on the respective uncertainties of 
flatfield intensity, transmitted intensity, and thickness measurement: 

σρ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ2

I0

(I0μmx)2 +
σ2

I

(Iμmx)2 +

(
ln(I0/I)

x2μm

)2

σ2
x

√

. (7)  

Where σI0 , σI and σx are the uncertainties respectively of the unattenu-
ated and attenuated beam intensity and the sample thickness. The un-
certainty of the correction factors has been considered negligible. To 
summarize the uncertainty estimation, an uncertainty budget is reported 
in Appendix A. 

4. Results 

4.1. Setup properties measurements 

The results from the flat beam and background count rates and 
spatial resolution tests are summarized in Table 4 for both the gamma 
lines of interest. As mentioned in Section 2.2, a flat beam measurement 
of 4 h has been acquired and used in the density calculations. Three 
additional measurements (reported in Table 3) of about 1 h were also 
performed during the measurement campaign and used to test the beam 
stability and some fluctuations have been observed. These fluctuations 
were determined to be statistically significant using a χ2 decision test 
(Wiss et al., 2017), which rejected the hypothesis that the intensity is 
stable across the different flat beam tests, with a 1% p-value. The con-
sequences of this will be further discussed in Section 5. 

The spatial resolution of the system has been evaluated using the 
response of the system to a sharp edge. The difference between the 
positions corresponding to 10% to 90% of the signal variation has been 
used as an estimate of the resolution as shown in Fig. 5. These positions 
have been evaluated by linear interpolation estimating a 10–90% edge 
spread of about 0.28 ± 0.01 mm for both the gamma lines of interest. 
The uncertainty was based on the precision of the positioning 
mechanism. 

4.2. Calibration sample measurements 

After alignment, a density calibration was performed by scanning the 
lead and copper calibration samples (Fig. 3b and c) along the stairs 
patterns for 12 min per position (one every 0.25 mm). The signal profiles 

Table 3 
The coefficients used for the calculation of the burnup correction factor, CU. The 
values have been obtained from Table 4 in Ref. (Atak et al., 2020) and used in the 
linear interpolation applied to Eq. (4).  

Gamma energy [keV] 1000 1250 1500 

a0[cm2/g] 0.0772 0.0629 0.0554 
a1[cm2/g GWd/tU] − 1.8E-05 − 1.1E-05 − 0.8E-05  

Table 4 
The table summarizes the beam parameters and the spatial resolution evaluated 
using the ESF 10-90%. The uncertainties have been calculated, for the count rate 
based on the Poisson statistics (Gilmore, 2008), while the resolution uncertainty 
has been considered equal to the step size of the movement mechanism.  

Gamma line energy [keV] 1173 1332 

Flat beam count rate 4 h [cps] 122.23(10) 119.99(9) 
Flat beam test 1 [cps] 122.37(20) 120.67(19) 
Flat beam test 2 [cps] 123.18(20) 120.89(19) 
Flat beam test 3 [cps] 122.44(23) 120.50(21) 
Bkg. count rate [cps] 0.21(2) 0.21(1) 
ESF 10–90% [mm] 0.29(1) 0.28(1)  
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Fig. 5. The ESF data are reported for both energy lines. Linear interpolation was used to obtain a 10 to 90% edge spread and used as an estimate of the spatial 
resolution of the system. The position uncertainty is the fluctuation observed during the measurements, the signal uncertainty is derived from Poisson statistics. 

Fig. 6. Normalized signal profiles of the stairs pattern samples made of copper a) and lead b), obtained by dividing the signal profile for its maximum value. The 
stairs structure can be observed for both the gamma lines of interest, but also other features of the sample itself. At the extremities of the stairs pattern two increases 
of the signal can be observed: one due to the presence of an aperture at the end of the stairs (as can be seen from the sample images) and a second one at the other 
extremity, due to the “junction gap”, a gap sited between the stairs pattern structure and the rest of the sample object. The black crosses mark the positions where the 
1 h measurements were taken and used to calculate the densities reported in Fig. 7. 

L. Senis et al.                                                                                                                                                                                                                                    



Annals of Nuclear Energy 187 (2023) 109783

7

obtained, shown in Fig. 6a and b, were used to center the densitometer 
in the stairs’ steps (marked with a black cross). From the signal profiles, 
the stairs structure and the aperture at the end of the stairs could be 
observed. A spike in the signal profile could be noticed after the thickest 
step of the stairs pattern. This was due to a small gap present between 
the first step and the round metal support since the calibration samples 
were made of two metal pieces (the stairs pattern and the round support) 
screwed together. 

Repeated measurements of 1 h duration were used to calculate the 
density with high precision using Eq. (2). The ratio between the density 
measured with the densitometer and the density calculated using the 
reference standards (Fig. 3d) is shown in Fig. 7a (copper) and b (lead) as 
a function of the step thickness. It can be noted that for bigger thick-
nesses a slightly improved accuracy can be observed, with about 2% of 
deviations for thicknesses bigger than 5 mm, so in the fuel samples 
range. The correction factors described in Section 3.1 and used for the 
calculations are reported in Table 5. 

4.3. Fuel sample measurements 

The sample (shown in a schematic representation in Fig. 8a) has been 

localized by using the signal variation caused by the presence of three 
different structures made of different materials: epoxy, Zircaloy-2®, and 
uranium dioxide. The irradiated fuel slice has been embedded in epoxy 
with its cladding and, by looking for the cladding position, also the fuel 
region would be identified. This has been searched with two scans in the 
diametral opposite sides of the sample. The left scan (indicated by the 
green arrow in Fig. 8b) has been acquired with 1 h measurement per 
position and a step size of 0.1 mm, while the right part of the scan 
(indicated by the violet arrow in Fig. 8b) has been acquired with sparser 
(0.150 mm step) and shorter measurements (280 s). The outer edge 
spread curve has been considered as the position of the start of the 
cladding for an estimated diameter of 9.58 ± 0.1 mm (declared at the 
fabrication of 9.62 mm). 

The identification of the cladding position provided a reference also 
for evaluating the position of the fuel region. This has been considered 
by adding and subtracting the nominal cladding thickness (0.62 mm) 
from the left-hand and right-hand side of outer cladding positions, as 
shown in Fig. 8b. We are then assuming that the cladding thickness has 
not been altered significantly during the irradiation. 

The long measurements performed on the rod sample have been used 
to estimate the density profile in the fuel region. The scan covers a radial 
range of 7.3 mm (which includes the proximity of region outside of the 
cladding till the center of the fuel pellet, with some margin), using a step 
size of 0.1 mm and 1 h of measurement time per step. For each position 
considered in the fuel region (yellow area in Fig. 8), the local density 
was calculated (using the parameters reported in Table 6), obtaining the 
fuel density profile shown in Fig. 9. To avoid the interferences of the 
signal due to edge spread from the fuel-cladding interface a margin has 
been considered from the cladding-pellet interface. This has been 
calculated as half of the ESF 10–90% and reported in Fig. 9. Only the 
measurement points above that position have been considered with 
limited interference from the lower density of the cladding (up to 10% 
for the first neighboring point). 

The mean of the bulk density of the fuel was determined to be 9.58 ±
0.09 g/cm3 (1173 keV), and 9.57 ± 0.09 g/cm3 (1332 keV), where the 
reported uncertainty is the sample standard deviations. The measure-
ment was compared with the density measured after irradiation, ob-
tained through the immersion densitometry in decane (10.18 ± 0.03 g/ 
cm3), showing a discrepancy of about 5.5%. The immersion measure-
ment has been performed on another sample (a rod section of about 10 

Fig. 7. Density ratio plot between the densitometer measurement and the sample standards for copper a) and lead b). The two color shades used in each plot 
represent correspond to the different gamma lines of Co-60 (1173 keV and 1332 keV). The error reported is for 1σ and evaluated by propagating the statistical 
uncertainty of the measured data and the uncertainty in the thickness measurements. 

Table 5 
The table reports the attenuation coefficients and the small angle correction 
factors used for calculating the density of the calibration samples for their 
different thicknesses (3, 4, 5, 6, and 7 mm). The attenuation factor, μw.o. , was 
obtained from NIST-XCOM libraries (Berger et al., 2020) without coherent 
scattering. The small angle correction factors uncertainty reported was obtained 
from the MCNP simulations.  

Material Copper Lead 

Gamma line energy [keV] 1173 1332 1173 1332 
μw.o.[cm2/g] 0.054 0.051 0.060 0.055   

CS 

Thickness [mm] 3 1.0093(4) 1.0075(4) 1.0312(5) 1.0281(5) 
4 1.0069(5) 1.0050(4) 1.0313(6) 1.0264(5) 
5 1.0054(5) 1.0036(5) 1.0320(6) 1.0273(6) 
6 1.0060(6) 1.0046(6) 1.0317(7) 1.0275(7) 
7 1.0064(6) 1.0048(6) 1.0318(8) 1.0273(8)  
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mm taken from the same fuel rod but in a different location), measuring 
the fuel volume by subtracting the volume occupied by the cladding. It 
can be noted that the discrepancy observed can be partially explained by 

the principles on which relies the methodologies themselves. In im-
mersion densitometry, the fluid used for the immersion can penetrate 
big cracks and open porosities of the fuel and these features are not 
considered for the subsequent density calculation. Conversely, these 
features affect the density measured locally by the gamma densitometer, 
resulting in a lower average density. 

With a close look at the density distribution reported in Fig. 9, two 
different features can be noticed:  

1. Density decrease in rim: a significant decrease in density in the two 
outermost measurement points of the fuel scan has been observed. 
These two points are located in the fuel region and outside the region 
of interference due to the edge spread of the fuel-cladding interface. 
Such behavior could depend on a possible increase in the porosity 
fraction of the rim, but to ensure that this is the cause, comple-
mentary measurements (such as optical or electron microscopy 
(Szymańska et al., 2008) need to be used to validate this statement.  

2. Local density drops: local density variations have been observed in 
the bulk of the fuel, mainly due to the statistical fluctuation of the 

Fig. 8. a) A schematic drawing of the fuel sample is shown presenting the various elements with different color patterns: in blue the epoxy used to contain the rod 
element, in red the zircalloy® cladding and in yellow the fuel region, made of uranium dioxide. The same colors have been used to show the corresponding regions in 
the fuel scan shown in b). The different materials providing a different attenuation give a modulation in the signal, which indicates their positioning. Two arrows 
indicate which measurements have been acquired with a long (green – 1 h) or a short (violet – 280 s) measurement time. 

Table 6 
The table reports the correction factors and the attenuation coefficients used for 
calculating the density of the irradiated fuel sample. The attenuation factor, 
μw.o. , was obtained from NIST-XCOM libraries (Hallman, 2020) without the 
coherent scattering for pure UO2. The uncertainties of the small angle scattering 
correction factor, CS, were obtained from the MCNP simulations, while for 
calibration correction, CD, the uncertainties were obtained from the lead 
measurements.  

Material ADOPTTM-UO2 

Gamma line energy [keV] 1173 1332 
μw.o. [cm2/g] 0.064 0.058 
CS 1.0316(7) 1.0272(7) 
CU 1.0126 1.0108 
CD 1.0224(58) 1.0207(58)  

Fig. 9. The measured density profile of the irradiated fuel sample measured. The measurements are quite stable between ± 1.3 percent from the average value, 
except for the outermost measurement points. The uncertainties reported are 1σ uncertainty estimates according to Section 3.2. 
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data. However, it can be noticed that in a few locations, deviations 
bigger than one standard deviation could be observed, for both 
gamma-ray energies, which could also be a possible sign of a local 
density drop. However, this has not been confirmed by any inde-
pendent analysis. 

5. Conclusion and discussion 

A prototype of a novel gamma transmission micro-densitometer was 
realized in Studsvik laboratories, and a test campaign was executed, 
demonstrating the feasibility of the proposed application. Through the 
alignment procedure, a collimated beam was obtained showing an in-
tensity sufficient to perform the transmission measurements in sub- 
percent level precision and with fine enough collimation for resolution 
in the 100-µm range. 

During the acquisition campaign, a 4 h flatfield count rate mea-
surement was used, which showed intensity in the same order of 
magnitude as predicted (Senis et al., 2021). The flatfield stability was 
tested with three additional measurements of about 1 h. We can 
conclude that the fluctuation observed in the flatfield intensity cannot 
be explained only by the statistical uncertainties. One possible expla-
nation could be the stability of the detector itself: studies demonstrated 
the stability of an HPGe detector could be obtained at 0.4% level (Szy-
mańska et al., 2008), however, the long-term stability of the beam in-
tensity and detector needs to be further investigated. 

The spatial resolution of the setup was obtained by measuring the 
ESF 10–90% which was about 0.28 ± 0.01 mm for both the gamma lines 
used. This value was bigger than the predicted, (Senis et al., 2021) but 
still suitable for sub-millimetric investigations. The double collimator 
configuration as used in the measurement campaign increases the 
spread of the field of view in the vertical direction (which is the same 
direction as the sample movement). A path for further improving this 
performance is thus outlined. Some influence could also be expected as a 
consequence of the manual procedures used for the setup alignment and 
in the sample positioning. 

Two calibration samples of copper and lead were used to evaluate the 
density results measured with the densitometer. The measurements 
performed at different sample thicknesses were compared to their ma-
terial standards. The comparison showed a bigger deviation for lower 
thicknesses (with a maximum of 5%) but smaller (about 2%) for thick-
nesses that are of interest for the irradiated fuel samples. The deviations 
obtained for the lead sample were used for calibration of the densi-
tometer for use on uranium oxide fuel. However, further work is needed 
to carefully examine the possibility of a remaining bias affecting the 
measurements. 

An irradiated ADOPTTM fuel sample with an average burnup of 65 
GWd/tU was inspected with the technique. The fuel bulk density ob-
tained was 9.58 ± 0.09 g/cm3 (at 1173 keV), and 9.57 ± 0.09 g/cm3 (at 
1332 keV). These results showed a lower density (about 5.5%) if 
compared with the density calculated using immersion densitometry in 
decane. A cause for deviation is possibly due to the methodologies 
themselves, where fuel volume considered by immersion densitometry is 
lower due to e.g. fluid penetration in cracks and open porosities. The 
radial density profile also showed the presence of local density drops, 
which could be explained by known features observed in irradiated fuel 
samples (such as rim effects or cracks). However, the accuracy of the 
densitometer needs extensive testing, especially regarding the accuracy 
of the measurements on irradiated fuel samples. Furthermore, the cor-
relation between the observations in the density profile and the sug-
gested causes needs to be proven with other methodologies. 

6. Outlook 

This work represents the first experimental campaign with this novel 

gamma densitometry setup and some improvements can be suggested 
for the further development of the technique. 

Reproducibility: Some weaknesses have been identified regarding 
the reproducibility of the measurements due to the preparation and 
procedures needed to run the setup. Manual manipulation is needed, 
such as in the alignment procedure and the sample changing and posi-
tioning. Finding an alternative approach is challenging, since, in a hot 
cell, changes in the setup need to be carefully planned. A series of 
measurements on an unirradiated uranium dioxide sample is recom-
mended in order to examine the reproducibility of the ESF and the 
density obtained. 

Flat field stability: It was found that additional sources of uncertainty 
affect the flat beam, other than counting statistics. The cause of this is at 
the moment unclear. Stability tests can be used to exclude the detector as 
the cause of these fluctuations, by performing repeated measurements 
with a test source and evaluating the detector’s stability over time. In 
general, HPGe detectors are stable, but it should be remembered that, in 
this application, high precision is aimed. The fluctuation observed be-
tween the four performed flat beam tests was at the 0.8 % level. 

Spatial resolution: Furthermore, it has been noted that rotating the 
collimators 90◦ degrees such that the nearer collimator defines the 
resolution in the direction of the scan should improve the spatial reso-
lution, since the divergence of the field of view of a collimator increases 
with the distance from it. 
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Table 7 
The table reports the uncertainty sources considered and their estimates.  

Parameter Evaluation method Estimated relative uncertainty 
contribution to the density evaluation 

Subject to 
correction? 

Counting 
statistics 

Experimentally Evaluated experimentally as described in Eq. (7). 0.8% No 

Calibration bias Experimentally Evaluated experimentally using a well-characterized calibration sample 
of lead. 

2.5% Yes 

Collimator 
alignment 

– A misalignment in the collimation might degrade the spatial resolution 
but is not expected to generate a bias in the density measurement. 

– – 

Sample 
dimensions 

Machining 
precision 

Calculated according to Eq. (7), based on the precision in machining of 
the metal samples and the fuel pellet, which is less than 0.01 mm. 

0.1% − 0.3% No 

Sample tilt Geometrical 
model 

Bias generated in the case of sample tilt in the sample holder. A rotation 
of 1◦ has been assumed along the y-axis (Fig. 2 reference system). 

0.01% No 

Coherent 
scattering 

MC model The coherent scattering generates a bias in measurement and has been 
evaluated using MCNP as explained in Section 3.1.1. 

< 1% (Cu) 
< 3% (Pb) 

Yes 

Burnup 
correction 

Fit model The burnup bias is described in Section 3.1.2 and Ref. (Atak et al., 
2020). 

1% (at 65 GWd/tU) Yes*  

* Note that the burnup degradation of the attenuation coefficient is corrected according to average burnup, which may lead to an underestimate of density by up to 
1% in the high burnup rim. 
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