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Abstract
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Life as we know it today would not exist without proteins. The functions of proteins for us
and other organisms are linked to their three-dimensional structures. As such, protein structure
investigations are a crucial contribution for understanding proteins and the molecular basis
of life. Some methods probe the structure of proteins in the gas phase, which brings various
advantages as well as complications. Amongst them is mass spectrometry, a powerful method
that provides a multitude of information on gaseous protein structures. Whilst mass spectrometry
shines in obtaining data of the higher-order structures, atomistic details are out of reach.
Molecular dynamics simulations on the other hand allow the interrogation of proteins in high-
resolution, which makes it an ideal method for their structural research, be it in or out of solution.

This thesis aims to advance the understanding of protein structures and the methods for their
study utilising classic molecular dynamics simulations. The research presented in this thesis
can be divided into two themes, comprising the rehydration of vacuum-exposed structures and
the interrogation of the induced unfolding process of proteins. Out of their native environment,
proteins undergo structural changes when exposed to vacuum. Investigating the ability to revert
those potential vacuum-induced structural changes by means of computational rehydration
provided detailed information on the underlying protein dynamics and how much of the
structure revert back to their solution norm. We have further shown through rehydration
simulations that applying an external electric field for dipole-orientation purposes does not
induce irreversible changes to the protein structures. Our investigations on the induced unfolding
of protein structures allowed a detailed look into the process of unfolding, accurately pinpointing
areas within the proteins that unfolded first. The details provided by our simulations enabled
us to describe potential mechanisms of the unfolding processes of different proteins on an
atomistic level. The obtained results thus provide a potent theoretical basis for current and future
experiments, where it will be very interesting to see MD compared with or complemented to
experiments.
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Introduction

Proteins Under a Computational Microscope

Revealing, investigating and understanding the secrets of nature, the universal

laws we all obey, are the fundamental pillars of science. Questioning our

environment, observing and studying our surroundings drives our pursuit of

knowledge. Whereas some people look up in the night sky amazed by the

sheer endlessness of the universe and ponder about humanity’s place amongst

the stars, we still have to uncover all truths that makes us us. In a literal

sense: what are we made of, how do we exist? A question that different

research fields might answer distinctively. For a mathematician: equations.

For a physicist: fermions and bosons. For a chemist: elements—hydrogen,

carbon, nitrogen, oxygen, here and there a phosphorus and some calcium, with

many others. For a biochemist: lipids, sugars, nucleic acids and proteins. We

could go further and further like that, and obviously just scratching the bare

surface of all the interpretations of life for those research areas, yet we came

across the fundamental purpose of this thesis: advancing the understanding of

proteins.

The common theme throughout all projects presented in this thesis, and those

that are not part of it, is employing molecular dynamic (MD) simulations to

interrogate the dynamic nature of proteins. The atomistic details MD simula-

tions are able to provide are incredibly insightful not only about the general

dynamics of proteins, but also how they react to changes of the simulation

environment and applied parameters. One feature is consistent throughout all

scientific publications this thesis is based on, namely simulating proteins in

the gas phase. Out of their native milieu, proteins feel the presence of the

hydrophobic environment of vacuum and consequently adjust their confirma-

tion accordingly [1]. To what extent depends on a multitude of factors, such

as charge state, size and composition—to name a few. Working close with

scientists studying the experimental structural research of proteins, we aimed

to investigate the magnitude and details of protein in-vacuo dynamics under

pre-defined conditions.
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The Scope of this Thesis

Proteins are the workhorses in our cells. Almost every single reaction or mech-

anism within our bodies involve at some point a protein [2]. Consequently, the

workload of proteins is immense—transportation, catalysing reactions, mus-

cular movement, regulation, signalling, etcetera. A crucial step in understand-

ing proteins is to examine their function, which furthermore is often necessary

for one to investigate their structure [3]. Chapter 1, Proteins, provides an

overview of the composition of proteins, how their structure manifests from it

and why protein structures are so important.

Technically, not only living things make use of proteins. Viruses are a unique

type of pathogen, as its living or non-living nature can be summed up as:

kind of both [4]. Living, because they are driven by the replication of their

genome, and non-living, as they are unable to store free energy. Surely, this

is a simple grasp of the nature of viruses, but shows how interesting viruses

are. Especially, when we talk about the structure of viruses, and the proteins

that protect the viral genome. Whilst viruses differ widely in size and shape,

their genome is encapsulated by a distinctive arrangement of proteins forming

a capsid. Understanding the basics of these structural proteins not only pro-

vides crucial information of the viral life-cycle, but moreover accounts for an

ideal model system to study larger protein complexes in general. A brief in-

troduction to viruses is given in Chapter 2, Viruses, featuring the significance

of the structure of viral capsid proteins.

So, you might ask now, how does one obtain information and details about

protein structures? A large number of methods to study protein structures ex-

ist, some potentially more suitable than others, depending on the protein and

the motivation behind the research. Biomolecular nuclear magnetic resonance

(NMR) spectroscopy [5] or X-ray crystallography [6] might be amongst the

go-to methods, but we will put the focus on another powerful method, mass

spectrometry (MS). MS enables the separation of particles according to their

specific mass-to-charge (m/z) ratios in the gas phase [7]. Especially the de-

velopment of electrospray ionisation (ESI) allowed to study intact proteins us-

ing MS, applying ideal experimental conditions for proteins to preserve their

higher order structures close to their native solution environment; hence ac-

crediting that process the term native MS [8]. However, while native MS

provides insightful information about the composition and shapes of proteins,

a drawback is the limited resolution when it comes to atomistic details about

the spatial arrangement of the investigated proteins. Filling this gap can be ac-

counted for using computational methods, particularly MD simulations, where

the exact coordinates of all atoms within a well-defined system can be tracked,

be it in solution, or, complementary to MS, in the gas phase [9]. Information

of the precise atomistic positions obtained from MD simulations allows to

examine the dynamics of the simulated system at a level of detail inacces-

sible for MS experiments, making MD and MS complementary partners for

12



structural research. MD simulations is further the main method employed for

all research presented in this thesis, and is therefore extensively discussed in

Chapter 3, Molecular Dynamics Simulations. Apart from MD, we occasion-

ally employed other methods or were provided input from MS experiments

with the aim to support our simulations. These methods are introduced in or-

der to provide a basic understanding of their capabilities and how they aided

our research, briefly outlined in Chapter 4, Complementary Methods.

Paper I and Paper II explored to what extent the proteins might undergo

structural rearrangement in their conformations, and further, if those are re-

versible. Any information obtained from experiments about gas phase proteins

could potentially carry over structural artifacts caused by vacuum exposure.

As such, we took gas-phase protein structures and rehydrated them, with the

aim to understand if the proteins will revert to their native solution structure.

Are there parts that do not, and what are the underlying processes during the

rewetting of these proteins?

In Paper III and Paper IV, we heated up gas-phase proteins to understand the

structures’ response to an applied heat stress. In vacuum, the absence of any

surrounding for the proteins means that their atoms cannot exchange their en-

ergy with the environment, resulting in the thermally-induced unfolding of the

proteins. So, why would we deliberately disturb protein structures? With the

aim to simulate collision-induced unfolding (CIU), a method used during ion

mobility MS (IM-MS) experiments to study protein conformations and their

stability. Here, particles are purposely collided with inert gas molecules, even-

tually resulting in the unfolding of the analyte in a characteristic pattern. MD

comes into play here being able to simulate CIU by running simulations over a

range of increasing temperatures, and capturing their dynamics to understand

the underlying unfolding mechanism.

13



1. Proteins

From wild elephants roaming the plains in Africa to cyanobacteria inhabiting

thermal springs and geysers—life as we know it can be found in various sizes,

evolved and adapted to live and endure in fascinating environments and con-

ditions. Fundamental to the success of life were and are undoubtedly proteins,

which, besides lipids, carbohydrates and nucleic acids, make up the fourth

class of macromolecules in biology, and are by far the most abundant and

diverse. Providing essential functions within our bodies, proteins act as en-

zymes, catalysing vital chemical reactions, as transporters, moving important

molecules to their designated destinations, or as antibodies, supporting our im-

mune systems combating pathogens; protein function is highly complex [2,3].

Certainly, the spatial conformation of proteins are directly linked to their func-

tions, reason why investigating and understanding protein structures is an im-

mensely important endeavour. In this chapter, the fundamentals of protein

structures are introduced, how they fold into their specific three dimensional

(3D) arrangements, and how those correlate to their function eventually.

1.1 Protein Building Blocks – Amino Acids
Multiple smaller molecules, called amino acids, are connected together to

build proteins [2, 3]. Predominately made up of hydrogen, carbon, nitrogen

and oxygen atoms, with sulphur and even selenium atoms in specific cases,

amino acids are rather simple molecules themselves, yet nevertheless funda-

mental for our existence. With an exception for the cyclic amino acid proline,

at a very basic level, the general structure throughout the remaining 19 stan-

dard α-amino acids is the same: a centric carbon atom (the α-carbon, Cα ),

bonded to a hydrogen atom, a side chain, as well as an amino and a carboxylic

group. The α annotation describes here the location of the C-atom those sub-

stituents are attached to, being at the initial position of the C-chain [2, 3, 10].

Whilst β and higher amino acids exist, they are non-proteinogenic, and there-

fore not present in proteins [10, 11]. Hence, α-amino acids will be put into

focus here, with an example amino acid structure displayed in figure 1.1.

The type of amino acid, and as such its properties, are defined by the side

chain, the fourth bond and commonly designated as R (rest) group [2,3,10]. As

an example, an aliphatic side chain would increase the hydrophobic, lipophilic

properties of an amino acid, and consequently influence the properties of the

protein it is making up. The four non-identical substituents located around the

sp3-hybridised Cα -atom form a chiral centre depending on the spatial config-

14



Where Do Amino Acids Originate From?

A question that has been studied extensively throughout the years.

Worth mentioning is the Miller-Urey experiment conducted in 1953,

which aimed to simulate the environment and conditions of a prebiotic

earth using simple compounds such as hydrogen, water, ammonia and

methane, which revealed the formation of simple amino acids amongst

other products [12–14]. Potential reaction sites for the synthesis of

amino acids on a primitive earth are hydrothermal vents on the oceanic

floor. Experiments were conducted to mimic the correct hydrothermal

conditions such as temperature and pH, and proved to be able to syn-

thesise amino acids successfully [15–17]. However, one does not only

need to look down to earth to find them: several amino acids were

discovered in space or originating from space on meteorites. Alterna-

tive scenarios were proposed and investigated the interstellar formation

of biomolecules and thus suggest an alternating origin of these amino

acids [18–21]. More recently, the European Space Agency ESA was in-

deed able to confirm the presence of the simplest amino acid glycine on

the comet 67P/Churyumov-Gerasimenko during the ROSETTA mis-

sion [22]. Independent from the origins, from the depths of earth or

amongst the stars, amino acids are immensely important for life as we

know it and thus responsible for our existence.

uration of the substituents [23]. The order of the substituents determines,

based on a convention first established by Emil Fischer, whether a chiral mole-

cule can either rotate plane-polarised light to the right (dextrorotary, D) or left

(levorotary, L) [24, 25]. As such, amino acids are further defined as either D-

or L-amino acids. The sole exception is hereby given for glycine with its two

Figure 1.1. The fundamental structure of an α-amino acid. An α-amino acid is

given by a central carbon atom connected to a hydrogen atom, the side chain R, and

an amino and carboxylic group, where the type and properties of the amino acid is

defined by R. Phenylalanine (Phe) for example is defined by its benzyl substituent

as R, and possesses therefore hydrophobic properties, which further influences the

properties of the polypeptide chain it may be part of.
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hydrogen substituents; therefore being the only achiral amino acid. Interest-

ingly, proteogenic amino acids for humans are almost exclusively found in the

L-form, with the explanation for the evolutionary preference of the L-form

over its other enantiomer being subject of various scientific debates [3, 26].

Regardless, research over the past decades has revealed that D-aspartate and

D-serine can be found in humans as well, especially elderly individuals, whilst

mostly being linked to diseases such as Alzheimers [25–27]. The importance

of the correct amino acid stereochemistry was shown for an experiment where

both enantiomers of the human immunodeficiency virus (HIV) protease en-

zyme were chemically synthesised [28]. Whilst the native L-form of the pro-

tease was able to process and cleave proteins of the same stereochemistry,

its non-native mirror image was unable to do so, only catalysing the lysis of

proteins solely made from D-amino acids, thus revealing the influence of the

amino acid’s chirality on both protein structure and function.

1.2 From Amino Acids to Peptide to Protein
Proteins consist of a series of concatenated amino acids, which are linked

together by the formation of peptide bonds [2, 3]. As such, proteins are poly-

mers, and further known as polypeptides. Amino and carboxylic groups are

highly reactive species of functional groups, able to react with each other via

a condensation reaction under the loss of molecular water [29, 30]. Within

the cell, the information about the protein to be synthesised is supplied by the

messenger ribonucleic acid (mRNA), providing the template of the amino acid

composition for the ribosome to interpret during translation [2, 3, 30]. Whilst

non-ribosomal protein synthesis exist, most commonly, the ribosome reads

the information about the order of the amino acids of the protein chain, called

the protein sequence, and builds up said chain under the formation of peptide

bonds between the individual amino acids [30–32]. The template provided by

the mRNA is highly important in order to assemble the correct protein with a

designated sequence. As an example, for building any small protein of N = 50

building blocks length, made up from any combination of the 20 proteogenic

amino acids, a total of 2050 potential sequences exist, with the possibility of

finding the desired sequence being 1 over 2050. Clearly, and luckily so, pro-

tein synthesis is no random assembly of polypeptide chains until the required

protein is available, but rather a highly ordered and regulated series of mecha-

nisms and processes [33]. Post-translation, the polypeptide chain can undergo

further modifications, eventually folding into its predetermined structure [34].

After the polypeptide has been synthesised by the ribosome, the protein chain

needs to obtain its native conformation. Driven by thermodynamics to access

the most stable conformation, the polypeptide chain folds into a defined spatial

conformation [35]. Envision a large, unfolded polypeptide chain; the number

of conformations it could arrange in 3D space and fold into are enormous.
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Nevertheless, timescales of protein folding range, depending on the size and

composition of the polypeptide chain, between nanoseconds (ns) up to mi-

croseconds (μs) [36–39]. The process itself is often represented as a funnel

aiming to visualise the free energy landscape a polypeptide chain has to nav-

igate [40–42]. Initially covering a broad ensemble in the unfolded state, the

polypeptide chain explores the landscape downhill towards the native struc-

ture, most often including the peptide to passing through intermediate struc-

tures along the way [43, 44]. The folding itself is driven by several factors,

for example burying hydrophobic amino acids into a hydrophobic core away

from the aqueous environment, where the loss of interactions with the water

molecules may be compensated by the formation of internal hydrogen bonds

and salt bridges [45]. In the cell, protein folding can in specific cases be initi-

ated parallel to translation, directly in the cytoplasm or after being translocated

to a specific part of the cell, for example the endoplasmic reticulum [46, 47].

The process of protein folding is therefore constantly monitored and checked

by a plethora of interlinked mechanisms and processes in order to provide a

quality control of the folded structure [48]. However, not only the folding

process is surveilled; misfolded proteins need to be monitored and regulated

just as well [49]. Disruptions of pathways regulating misfolding are often

linked to diseases, even leading to apoptotic cell death, further indicating the

importance of the quality control of protein structures for the benefit of the

organism [49]. Eventually, reaching the bottom of the free energy landscape

funnel, the protein has obtained its native conformation and thus is ready to

carry out its designated task.

1.3 Proteins in Three Dimensions
Eventually, each protein adopts a specific 3D conformation. Providing fur-

ther details about proteins, their structures can be separated and classified over

four distinct levels [50]. Figure 1.2 demonstrates the connection between these

individual levels based on an example for the structure of the alcohol dehydro-

genase enzyme from the Drosophila lebanonensis fly [51].

The primary structure or level of a protein is described by its sequence, and as

such its composition and order of amino acids [2, 3]. As highlighted in sec-

tion 1.1, the individual amino acids influence the properties of the polypep-

tide chain, and therefore encode the proteins’ biological function. Ergo, the

primary structure directly determines the eventual protein structure. Within

the first steps of protein folding, secondary structures form that further influ-

ence the shape and conformation of the protein [2, 3, 10]. Often termed local

folding, secondary structures fundamentally describe well-defined folds, that

amino acids adopt as a result of the formation of hydrogen bonds [29]. Most

prominent representatives of secondary structures are α-helices and β-sheets,

first described by Pauling et al. in 1951 [52, 53]. Whilst both α-helices and
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>1A4U|Chain A|ALCOHOL DEHYDROGENASE
1 MDLTNKNVIFVAALGGIGLDTSRELVKRNLKNFVILDRVENPTALAELKA

51 INPKVNITFHTYDVTVPVAESKKLLKKIFDQLKTVDILINGAGILDDHQI
101 ERTIAINFTGLVNTTTAILDFWDKRKGGPGGIIANICSVTGFNAIHQVPV
151 YSASKAAVVSFTNSLAKLAPITGVTAYSINPGITRTPLVHTFNSWLDVEP
201 RVAELLLSHPTQTSEQCGQNFVKAIEANKNGAIWKLDLGTLEAIEWTKHW
251 DSHI

>1A4U|Chain B|ALCOHOL DEHYDROGENASE
1 MDLTNKNVIFVAALGGIGLDTSRELVKRNLKNFVILDRVENPTALAELKA

51 INPKVNITFHTYDVTVPVAESKKLLKKIFDQLKTVDILINGAGILDDHQI
101 ERTIAINFTGLVNTTTAILDFWDKRKGGPGGIIANICSVTGFNAIHQVPV
151 YSASKAAVVSFTNSLAKLAPITGVTAYSINPGITRTPLVHTFNSWLDVEP
201 RVAELLLSHPTQTSEQCGQNFVKAIEANKNGAIWKLDLGTLEAIEWTKHW
251 DSHI

>1A4U|Chain B|ALCOHOL DEHYDROGENASE
1 MDLTNKNVIFVAALGGIGLDTSRELVKRNLKNFVILDRVENPTALAELKA

51 INPKVNITFHTYDVTVPVAESKKLLKKIFDQLKTVDILINGAGILDDHQI
101 ERTIAINFTGLVNTTTAILDFWDKRKGGPGGIIANICSVTGFNAIHQVPV
151 YSASKAAVVSFTNSLAKLAPITGVTAYSINPGITRTPLVHTFNSWLDVEP
201 RVAELLLSHPTQTSEQCGQNFVKAIEANKNGAIWKLDLGTLEAIEWTKHW
251 DSHI

Figure 1.2. Classifying protein structures. The one dimensional description of a

protein composition is its sequence, also known as primary structure. During the fold-

ing process, amongst the first key features the protein chain folds into are secondary

structures, comprising predominately α-helices (red) and β-sheets, later made up by

several β-strands (green), amongst other lesser common folds. The tertiary structure of

the alcohol dehydrogenase protein describes the 3D conformation of the two individ-

ual chains A and B, which are taken together represented by the quaternary structure.

β-sheets are formed by hydrogen bonds, α-helices are determined by hydrogen

bonds along parts of a single polypeptide chain, whilst β-sheets are formed by

hydrogen bonds between adjacent parts (β-strands) of the same polypeptide

chain, or other chains entirely. Other secondary structures may occur as well

within a protein structure, such as the 310-helix, but are less common than α-
helices or β-sheets. The tertiary level or structure describes the final, 3D spatial

configuration of the respective polypeptide chain [54]. Tertiary structures are

stabilised by internal and external interactions, including ionic bonds, disul-

fide bridges, hydrophilic or lipophilic interactions [2, 3, 10]. For monomeric

proteins, no higher level exists. However, various proteins are present and

only biologically active as aggregates of multiple folded polypeptide chains,

refered to as subunits. As such, these proteins possess a quaternary struc-

ture [55]. Being the overarching and final level, the quaternary structure for a

protein describes the total composition of the biologically active protein, pro-

viding information about the number and interconnection of folded polypep-

tide chains and potential co-factors which make up said protein [2, 3, 10].
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The four levels of protein structures provide a basic understanding about their

compositions, their folds and spatial arrangements. As the higher levels de-

scribe the final conformations of a protein, it being monomeric or consisting of

multiple peptide chains, the structural information given might already point

towards its biological task.

1.4 Correlating Structure and Function
Within the nanomachinery of the cell, proteins make up the vast majority of

biological cogwheels keeping the engine running. Specific proteins have their

specific tasks and responsibilities, which are ultimately linked to their 3D con-

formation [2, 3]. Looking at proteins, one could make the assumption that

their structure does not change as the proteins fulfil their function, although

the structure of a protein is not static, but rather highly dynamic [56]. As such,

understanding how a protein structure is associated with its function ultimately

involves understanding protein interactions, either with other proteins, with

ligands or other molecules. To emphasise on the correlation between protein

structure and their function, let us have a look at two examples.

Not all biochemical reactions are favourable; for the majority, the activation

energy is relatively large [23]. Evolution provided the solution: enzymes.

With some exceptions, those being RNA-based, almost all enzymes are pro-

teins [57]. Enzymes function as biological catalysts, enhancing the reaction

rate of a biochemical reaction by lowering its activation energy [57, 58]. This

often includes the enzyme to form favourable, specific interactions with the

substrate at a defined area, the active site, of the enzyme protein structure. The

active site is therefore made up by amino acids that are able to form preferen-

tial interactions with a substrate. Any mutation of the active site can therefore

have dramatic effects on the enzyme’s catalytic activity and efficiency, prov-

ing how important the information encoded in the primary protein structure is

for enzymes and their function [59–61]. Moreover, enzyme protein denatura-

tion, meaning the protein is losing its functional fold, or dissociation into its

subunits usually signifies a total loss of its catalytic capabilities [62–65]. This

indicates further that changes of the secondary, tertiary and quaternary struc-

ture of an enzyme directly impact its activity, and how crucially important

these are for the enzyme.

However, proteins possess significantly more functions in biology other than

catalysing biochemical reactions [2, 3]. Specific proteins ensure the distri-

bution of molecules through the body, or allow the translocation of a solute

across membranes [66, 67]. These proteins generally demonstrate an overall

highly mobile structure throughout transportation. An excellent example is

given by the oxygen transporter hemoglobin. Hemoglobin is a tetrameric pro-

tein consisting of two pairs of subunits, termed α- and β-subunits, that differ

in length and amino acid composition [67, 68]. Crucial for its task as oxygen
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transporter are the heme prosthetic groups with a Fe2+ core, which eventually

allows for O2 fixation, and thus oxygen transportation. The iron ion itself is

coordinated by the porphyrin rings of the heme group, and a histidine residue

from a protein subunit [69, 70]. Upon binding with oxygen, conformational

changes occur in hemoglobin that eventually shifts the position of the Fe2+

atom further into the plane of the heme group, therefore increasing the affin-

ity towards oxygen for the protein [2, 3]. The importance of the structure of

hemoglobin to carry out its function becomes more evident if the structure is

disordered [70]. Sickle cell disorder describes a disease where the structure

of hemoglobin is affected as a result of a residue point mutation at position

6 of the sequence from glutamic acid to valine within the β-subunits [71–73].

The mutation causes hemoglobin to form a sickle-like conformation instead of

the native concave disk-like structure, which can lead to hemoglobin proteins

clotting together, eventually causing anemia.

These are just a few examples of how the structure of proteins is directly linked

to their function. As such, investigating protein structures is of immense im-

portance in understanding their role and significance, and motivated the re-

search presented in this thesis.
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2. Viruses

Viruses are non-living microscopic infectious particles, and cause of various

known diseases such as gastroenteritis, hepatitis, influenza or severe acute res-

piratory syndrome [74–77]. Unable to reproduce by themselves, viruses re-

quire a host organism for replication [78, 79]. All life forms may be infected

by viruses, from microorganisms, including bacteria and archaea, up to plants

and animals [80]. After infecting a host cell, these pathogens are able to re-

program and hijack the nanomachinery of the cell in order to produce more

viruses. As a result of their rapid reproduction and mutation rate, viruses rep-

resent a considerable public health threat, making them subjects of continuous

endeavours by researchers worldwide in order to prevent and treat viral infec-

tions [81–84]. The recent coronavirus pandemic serves as a painful example

why viral research is so highly important [85, 86]. The research presented in

this thesis includes investigations of the dynamics of selected viral proteins.

Fundamental information about viruses and their biological composition is

therefore provided in this chapter, with particular emphasis on the viruses rel-

evant to the scientific work presented in this thesis.

2.1 Classifying Viruses

As more and more different appearances and variations of viruses were discov-

ered, the more obvious it became to develop and assign a fitting nomenclature

to gather and categorise the growing information about viruses in a meaningful

way. The International Committee on Taxonomy of Viruses (ICTV) is an in-

ternational organisation within the International Union of Microbiological So-

cieties, providing a globally accepted hierarchical virus taxonomy [87]. This

taxonomy defines unique names and suffixes which should serve as identifiers

to improve the communication between scientists. The latest1 published clas-

sification scheme for a total number of 10434 viral species is listed in table 2.1.

One of the most important criteria for the categorisation of viruses depends on

the genome they carry, as the chemical composition and the type of genome

determines the mode of viral replication [87, 88]. Generally, the viral genome

may be configured as RNA or deoxyribonucleic acid (DNA). Roughly 70 %

of all viruses carry RNA as their genetic material [89], where the RNA strand

1Based on the latest ICTV report, published in July 2021. Data is available at

https://talk.ictvonline.org/taxonomy/. Accessed on the 17th of April 2023, 2:35 pm.
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Table 2.1. Primary ranks for virus taxonomy proposed by the ICTV. Ranks are
ordered from the highest to lowest given for the Norwalk virus.

Rank Suffix Current Taxonomy Example
Realm -vira 6 Riboviria
Kingdom -virae 10 Orthornavirae
Phylum -viricota 17 Pisuviricota
Class -viricetes 39 Pisoniviricetes
Order -virales 65 Picornavirales
Family -viridae 233 Caliciviridae
Genus -virus 2606 Norovirus

may be single- or double-stranded. If a single-stranded RNA can function as

messenger RNA, and thus be translated at the host cell ribosome, the RNA

is classified as sense strand, denoted with a +-sign (+RNA). If the RNA is

complementary to the messenger RNA, the strand cannot directly express vi-

ral proteins and thus is considered antisense (-RNA). DNA-containing viruses

may comprise either a single- or double-stranded genome, and very few are

found with a circular single-stranded DNA. This approach for virus classifi-

cation based on the type of nucleic acid was proposed by David Baltimore

in 1971 and is still used today [90]. Nevertheless, nomenclature for viruses is

still a highly debated topic and will likely become more defined and detailed in

near future, taking into account other crucial information such as sequencing

and the genome structure [91, 92].

2.2 Virus Capsids and Coat Proteins

The general structure of a virus comprises their genome, often together with

other important viral proteins, encapsulated by a protein shell—the capsid.

The capsid can further be encased by a lipid-based envelope. These compart-

ments together are often summarised and described as virion. Capsids are built

up by a defined number of protein building blocks, protomers, which organ-

ise themselves to form a specific 3D arrangement. Three examples for such

arrangements are depicted in figure 2.1.

Capsid structures are usually highly symmetrical, as icosahedral (e.g. Norwalk

virus) and helical (e.g. Measles morbillivirus) morphologies, yet can manifest

as well as seemingly asymmetric, as one can observe for the conical form of

the HIV capsid. Icosahedral capsids are, as the name suggests, made up of

20 identical triangular faces. In 1962, Donald Caspar and Aaron Klug found

that only a certain number of building blocks make up these triangular faces,

and thus are able to form quasi-symmetrical capsids [93]. They published a

mathematical approach in order to calculate the arrangement of protomers in
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Figure 2.1. Examples of viral capsids. Shape and structure of the capsid of viruses

differ between different families and strains, yet serve the same function: housing,

protection and delivery of the viral genome during its life-cycle. Structures were ob-

tained from the Protein Data Bank (PDB) from the codes 1IHM, 2TMV, and 3J3Q,

respectively, and scaled for better visualisation.

viruses, defined as triangulation number T , as

T = h2 +hk+ k2, (2.1)

with h and k being any pair of positive integers (including zero). As such, T
represents a certain value determining the number of protomers composing a

single triangular face. As a result, capsids are often classified according to

their triangulation number.

2.3 The Viral Life-cycle
Protection, transportation and delivery of the genome are the main functions

of viral capsids. As such, capsids play a critical role during the viral life cycle.

How viruses replicate, and the specific steps in between, may differ depending

on the type of virus infecting a host [94]. Nevertheless, main stages of the

replication cycle can be defined, providing a general overview of the progress

of viral infection, replication and the release of new virions. Viruses follow

a rather simple task—replication. In more detail, replication of the genetic

information. Consequently, the life cycle of a virus focuses on the replication

of its genome and the expression of its proteins in order to produce multiple

replicas of itself (figure 2.2).

At first, the virion has to attach to and enter the cell, followed by the disassem-

bly of the capsid which ultimately releases the viral genome. The genome gets

replicated and serves as template for the expression of viral proteins. Eventu-

ally, the capsid reassembles encoating the genome, and as such, new virions

are created, which can now exit the cell to further infect and replicate.

Studies have shown that some capsids can self-assemble in vitro from isolated

genetic material and coat proteins [95]. Even in absence of a viral genome, yet

under the right conditions (pH and ionic strength), empty capsids can assem-

ble rapidly in vitro. This remarkable feature, together with the importance of
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Figure 2.2. The viral life cycle. Replication of viruses can be generalised in six basic

steps. Attachment and entry of a host cell can be counted together as the initial step

of the infection. The capsid disassembles following cell entry and releases the viral

genome into the cytosol, where it hijacks the cell’s nanomachinery for its replication.

The amassed genetic copies of the initial viral genome serve as a template for viral

proteins. In this example, the genome is replicated in the nucleus, whereas other

viruses might do so in the cytosol as well. Regardless, for the final step, new virus

particles (re)assemble and exit the cell in order to spread out and infect other cells.

the capsid throughout the viral life cycle, makes capsids an interesting target

in various research areas [96–98]. Correctly assembled capsids are crucial for

genome protection, and any errors during the self-assembly process can have

a negative impact on the life cycle [99]. Inhibiting capsid assembly is there-

fore an appropriate antiviral-drug target [100, 101]. Studying the assembly

process can give important insights of viruses. A steadily increasing number

of approaches to do so are employing theoretical and computational methods

in order to understand and investigate capsid assembly protocols [99, 102]. In

general, understanding the dynamics of the viral capsid and its subunits may

provide substantial information about viruses. MD accounts for one method-

ology to study this, and will therefore be described in more detail in the fol-

lowing chapter.
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3. Molecular Dynamics Simulations

Understanding the structure and dynamics of proteins goes hand-in-hand with

understanding their function. One toolset providing detailed atomistic infor-

mation about the motions of proteins is MD simulations, described in this

chapter of this thesis. After introducing the underlying theory, an example

workflow of setting up an MD simulation is given, and the impact and impor-

tance of the simulation environment is discussed.

3.1 Fundamentals of Molecular Dynamics Simulations

MD provides a detailed description of atoms, (bio)molecules, solids and liq-

uids on an atomistic level, and is therefore regularly employed as a powerful

method in various research disciplines. It allows the theoretical study of time-

dependent dynamics of molecular systems on an atomistic level, at a reason-

able computational cost.

The (Hi)story of Molecular Dynamics Simulations

Contrary to the potential perception MD simulations might be a ‘novel’

computational method, it has been around for several decades. Alder

and Wainwright performed the first MD simulations in 1957, perform-

ing simulations of the phase transition of simple gases [103,104]. How-

ever, it would still take several years until proteins were put into the

spotlight for MD simulations. In the late 1970s, McCammon et al.
reported the first MD study of a protein, bovine pancreatic trypsin in-

hibitor, revealing the proteins high internal motions at 295 K [105]. As

such, MD simulations were introduced to a new audience, most note-

worthy in structural biology, starting a success story indicated by the

number of MD-related publications since 1977 [106]. Technological

advances, especially in high performance computing, accompany and

accelerate the growing interest in it, thus progressively marking MD as

powerful method for a multitude of research disciplines [107].

Other methods interrogate computational biophysics of proteins embracing

quantum effects to model electronic rearrangement, yet along with an exces-

sive demand of resources, which only allows simulations on rather limited

25



timescales or small systems. MD however is based on a classical mechanics

approach, and therefore requires significantly fewer resources whilst providing

a good numerical description of the intramolecular dynamics within targeted

proteins.

3.1.1 Classic Newton

Atoms and molecular bonds within the system are defined in a classical

description as a series of charged particles linked (bonded) by mechanical

springs. Stepping through time, MD solves Newtons equations of motion

for each atom to accurately describe their positions and velocities. The

information obtained from all atoms defines the current state of the system at

a specific point in time. Combined molecular frames represent the trajectory

of the molecule, containing all information about its dynamics and behaviour

throughout the simulation.

Newtons second law of motion defines the force �Fi acting upon an ith particle

of a system being equal to its accelerated (�ai) mass mi, given by

�Fi(t) = mi�ai(t), (3.1)

with i =
{

1,2, ...,N
}

. MD follows a deterministic physical model, meaning

that future states of the system are in principle clearly defined by its initial

conditions. This allows the calculation of �Fi of the system by the gradient of

the potential energy V , a function of the positions�ri of all atoms, from

�Fi(t) =−dV
d�ri

. (3.2)

Coordinate files, usually supplied by from experimental observations, such as

crystallography data, specify the 3D arrangement of all atoms within a protein,

and thus provide their starting positions for MD simulations. Initial velocities

�vi are derived from the Maxwell-Boltzmann distribution of the atoms, scaled to

reflect the correct temperature and pressure [108]. Derived from experimental

data and quantum mechanics, force fields provide the parameters and physical

models describing all interactions between the atoms of a given system, and

further define the potential energy V . From here, all forces are known, allow-

ing the calculation of the acceleration by solving equation 3.1 for �ai, as given

by

�ai(t) =
�Fi(t)
mi

. (3.3)

The acceleration of an ith particle can be derived as the derivative of its velocity

�vi with respect to time t, or as the second derivate of its position�ri with respect

to the time,

�ai(t) =
d�vi

dt
=

d2�ri

dt2
, (3.4)
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implying that the new atomic positions and velocities of the next time step can

be determined by integration of�ai. This is done by various algorithms, utulis-

ing different numerical approaches to integrate Newton’s equations of motion

for all atoms within a system. One important applied numerical algorithm for

MD is the Verlet integration method, used by its name patron, french physicist

Loup Verlet [109, 110]. Since then, the Verlet algorithm counts as one of the

most prominent integration methods, due to its accuracy and simplicity [111].

The algorithm itself is obtained by the addition of two Taylor expansions for

the atomic positions at time t,

�ri(t +Δt) = 2�ri(t)−�ri(t−Δt)+
1

m
�Fi(t)(Δt)2. (3.5)

Equation 3.5 explains how the algorithm calculates the new position of an

atom at time (t +Δt), from the position and force at (t) and its previous po-

sition at (t − Δt). However, velocities are not directly calculated, and thus

need to be generated if need be [111], on the cost of additional computational

resources. This led the scientific community to develop more efficient algo-

rithms with the goal to accelerate MD [112–115].

3.1.2 Force Fields

The quality of MD simulations strongly depends on the applied physical model

chosen as force field. As mentioned above, a force field includes parameters

and functions to describe all atomic interactions, defined as the potential V .

Moreover, V can be written as the sum of bonded and non-bonded interatomic

interactions, Vbonded and Vnon−bonded respectively,

V =Vbonded +Vnon−bonded , (3.6)

yet may include additional terms to further account for specific interactions

and external forces. Nevertheless, the majority of classical force fields rely on

five fundamental potential energy terms that together describe the bonded and

non-bonded interactions within the simulated system (figure 3.1).

Bonded Interactions
The bonded contribution of V can be split up in three major terms. The first

term describes the stretching of a covalent bond between two atoms, denoted

Vbond . Usually represented as harmonic potential, Vbond describes the chemical

bond between two atoms, and is given as

Vbond = ∑
bond

kd

2
(d−d0)

2. (3.7)

The force constant is given as kd , whilst d0 represents the referenced or equi-

librium bond length. Approximating Vbond as harmonic potential accommo-

dates well when used in MD without bond breaking, as the function would
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Figure 3.1. Fundamental atomic interactions defined in force fields. Represent-

ing the bonded and non-bonded interactions within a system, five terms describe the

underlying potential energy contributions: bond stretching, angle bending, dihedral

rotation, electrostatic (Coulomb) and Lennard-Jones (Van der Waals) interactions.

otherwise grow inaccurate at larger deviations (compression/stretching) from

d0. For simulations, in which bond breaking is necessary, a Morse potential

might be the better choice as it provides a higher accuracy of Vbond under these

circumstances [111].

The second term reflects the contribution of angular deformation from the

equilibrium angle θ0,

Vangles = ∑
angles

kθ
2
(θ −θ0)

2, (3.8)

with kθ being the harmonic spring constant. The angle θ itself is formed

between three atoms across two bonds. Lastly, one has to take into condsider-

ation the potential energy contribution of atoms seperated by three bonds, and

the dihedral angle φ which is formed between them. This is done by the third

term Vdihedrals, often referred to as torsional term, and can be defined as

Vdihedrals = ∑
dihedrals

kφ

2
(1+ cos(nφ −φ0)). (3.9)

Here, kφ describes the barrier height, n the multiplicity (number of minima),

and φ0, which defines the position of the minima. As such, the bonded contri-
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bution for V can be expressed as

Vbonded = ∑
bond

kd

2
(d−d0)

2+ ∑
angles

kθ
2
(θ−θ0)

2+ ∑
dihedrals

kφ

2
(1+cos(nφ−φ0)).

(3.10)

Non-bonded Interactions
Interactions between atoms that are separated by more than three bonds (de-

pendent on the choice of the force field), or belong to another molecule for

that matter, are accounted for in the non-bonded contribution for the potential

V , defined as Vnon−bonded . Similar as Vbonded can Vnon−bonded be separated into

specific terms which describe the non-bonded interactions. Two terms make

up Vnon−bonded , the electrostatic interaction between atoms VCoulomb and VLJ ,

which models the Van der Waals interactions, as

Vnon−bonded =VCoulomb +VLJ. (3.11)

The electrostatic contribution, also known as Coulomb potential, between

pairs of atoms i and j at distance ri j of certain charge, qi and q j respectively,

can be calculated using VCoulomb,

VCoulomb = ∑
i j

qiq j

4πε0ri j
, (3.12)

with ε0 being the permittivity of free space. Van der Waals interactions are

often calculated by the Lennard-Jones potential, which is given by

VLJ = ∑
i j

4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]
. (3.13)

Moreover, the Lennard-Jones potential contains two fundamental interactions,

an attractive and a repulsive term. Attractive Van der Waals forces are ap-

proximated in the
(σi j

ri j

)6
term, based on dipole-dipole interactions between

the atoms. However, atoms will repel each other below a certain distance as

an effect of the Pauli exclusion principle, accounted for in the repulsive term(σi j
ri j

)12
in equation 3.13. Parameters ε represents the depth of the potential

well, with σ describing the distance of minimum energy of an interacting atom

pair. Together, VLJ represents a simple model to approximate the inter- and in-

tramolecular interactions of atoms within a system. Accordingly, Vnon−bonded
can be written as

Vnon−bonded = ∑
i j

qiq j

4πε0ri j
+∑

i j
4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]
, (3.14)
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which eventually, together with Vbonded , outlines the potential V within a force

field, defined as

V = ∑
bond

kd

2
(d−d0)

2 + ∑
angles

kθ
2
(θ −θ0)

2 + ∑
dihedrals

kφ

2
(1+ cos(nφ −φ0))+

∑
i j

qiq j

4πε0ri j
+∑

i j
4εi j

[(
σ i j
ri j

)12

−
(

σ i j
ri j

)6
]
. (3.15)

For MD simulations of biological macromolecules, the user can select from

a large number of different force fields that are currently available, such as

CHARMM, AMBER, OPLS, or GROMOS [116–120]. The aforementioned

force fields are non-polarisable, meaning that partial charges are approximated

as fixed points on the respective atoms. This lead researchers to develop po-

larisable force fields, which expand the potential energy functions to allow the

charge distribution to adopt to the simulation environment [121, 122].

Regardless, based on the model and system to be investigated, certain force

fields might deliver more accurate results than others. Force fields are highly

important for MD simulations, providing accurate descriptions of the dynam-

ics of proteins. For that reason, force fields are themselves subject of ongoing

research to improve their reliability, steadily advancing the accuracy of the

simulations which employ them [123, 124].

3.1.3 The GROMACS Simulation Package

A potential user can select between several software packages to run MD sim-

ulations. Some prominent software codes include chemistry at Harvard macro-

molecular mechanics (CHARMM) [117, 125], Amber [126, 127], or GRO-

MACS, with its name being derived from its former abbreviation for Gronin-
gen machine for chemical simulations [128–130], with various other packages

being available. The GROMACS software package was solely employed to

obtain all simulations presented in this thesis, and will therefore be focused

on here. Developed in the 1990s at Department of Chemistry at the University

of Groningen, the Netherlands, GROMACS became one the most widespread

MD simulation software suites today [128, 131]. Its open-source GNU Gen-

eral Public license encourages research groups from all over the world to edit

and improve the source code steadily [130–133], further facilitating the suc-

cess of GROMACS. Nevertheless, any chosen software provides the means to

perform a molecular simulation, most importantly due to an underlying algo-

rithm [129, 134], with its basic concept being displayed in figure 3.2.

Initially, a file is supplied containing the positions of the atoms of the sys-

tem (step 1). GROMACS then calculates the forces acting on each atom (step

2), applies them, and updates the information of the new coordinates of all

atoms within system (step 3). This is done for each time point, separated by
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ATOM   3  C   MET A   1      26.913  26.639   3.531  C  
ATOM   4  O   MET A   1      27.886  26.463   4.263  O  
ATOM   5  CB  MET A   1      25.112  24.880   3.649  C  
ATOM   6  CG  MET A   1      25.353  24.860   5.134  C  
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ATOM  30  CB  PHE A   4      25.695  34.498   8.946  C
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Figure 3.2. MD algorithm at work. At the beginning, a file containing the positions

of all atoms is given as input to define the system. Subsequently, the algorithm calcu-

lates the forces acting on each atom, responsible for the atoms changing their position.

For each time step Δt, a defined time window for the simulation, the algorithm updates

the positions of each atom again, until the final simulation length tsim is reached.

Δt, until the desired simulation time is reached (step 4). The time step should

however be chosen with care to allow for accurate simulations at acceptable

computational speed and cost [135]. Too small of a time interval, whilst con-

serving the energy with high accuracy, might increase the computing duration

unnecessarily, and thus waste resources, whereas time steps too large could

potentially imperil the energy conservation during the integration process and

thus destabilising the system [135, 136]. Nevertheless, after the defined sim-

ulation length is reached and the simulation finishes, the obtained data can

either be analysed to obtain important information about the dynamics of the

system, or can further be provided as input for follow-up simulations.

3.2 The Workflow of a Molecular Dynamics Simulation

Obtaining valuable data is the goal of every MD simulation. Be it to under-

stand the detailed dynamics involved in protein-ligand interaction, the ther-

mal unfolding of a protein or the structural change induced by the change of

the simulation environment—MD simulations need to be planned in a clear-

defined and motivated manner. Setting up an MD simulation is not compli-

cated, yet requires several steps in order to do so. Eventually, the obtained

data of these simulations are analysed with a manifold of methods in order to

explore the quantities of interest. The workflow shown here assumes to use

the GROMACS simulations package for a protein simulation in solution, if

not stated otherwise.
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3.2.1 Towards Obtaining Molecular Dynamics Data

As mentioned above, an MD simulation can be split up into specific steps.

Whilst these steps might differ from simulation to simulation, a solution sim-

ulation can be characterised by six elemental steps from the initial input struc-

ture to the final MD simulation production run. An overview of this process

for a model protein simulation is briefly outlined in this section, as well as

illustrated in figure 3.3.
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Figure 3.3. Basic MD solution simulation workflow. The most important principles

of an MD simulation can be split up into six steps. At first, an input file containing the

structural information is required, which is used to build the topology of the system,

i.e. a description of all atoms and their interactions. Next, the molecule of interest

is placed in a simulation box of chosen geometry, with periodic boundary conditions

applied. If the molecule is to be simulated in solution, the solvent with counter ions is

added to the simulation box. For better visualisation, the solvent is shown only in step

3. Initial large forces and structural distortions are cleared by minimising the energy

of the system, allowing it to find the nearest local energy minimum. Afterwards, the

temperature and pressure of the system are adjusted to a designated value, followed

by the final production run that captures the dynamics over a given timespan. For

in vacuo simulations, step 3 is skipped, and only the temperature of the molecule

equilibrated in step 5, whilst the rest of the workflow follows the same schematic.

1. Structural Information
At first, an initial structure of the system to be simulated needs to be provided.

Most often, the input is obtained from the PDB [137, 138], a collection of

structural data of proteins and other biological macromolecules. Generally,
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the entries in the PDB are based on refined structures provided by crystal-

lography experiments, yet can as well be provided by other methods just the

same, for example through NMR or cryo-electron microscopy. Eventually,

the information is provided as an input file containing the coordinates of each

atom within the protein or macromolecule in order to accurately describe the

3D structure.

2. Build Topology

The structural information about the protein needs to be able to be interpreted

by the MD simulation software. In order to do so, the GROMACS software

translates the input file and builds the topology, a description of all atoms and

their interactions in the system [136]. Moreover, the topology is updated if

other molecules, like solvent molecules, are added, and as such functions as

an archive over all atoms in the system to be simulated. The topology itself

is highly important, as it provides the information about which atoms add and

parameters apply to the potential energy function, thus supplying the force

field with the parameters to be used.

3. Generate Periodicity

Solution simulations need to be prepared in a way that the simulation environ-

ment is built and functions as realistically as possible. Simply adding some

layers of water around a protein would result in the solvent molecules dispers-

ing into infinite space, evaporating of the solvent. Water constitutes the vast

majority of the native environment of proteins, therefore a realistic simulation

environment should contain enough water so that the proteins are submerged

throughout the whole MD simulation [2, 139, 140]. However, as the water

molecules are dynamic as well, and the computational cost grows with the

number of atoms in the simulation, simulating a massive body of water with

a single protein inside would be computationally inefficient [111, 134]. Thus,

specific conditions for the boundaries of the simulation need to be applied.

GROMACS places the protein in a specified simulation box and applies peri-

odic boundary conditions (PBC), aiming to create a unit cell of a macro-scale

system [136]. As such, infinitely large systems are represented as infinite repli-

cas of the primary cell under PBC, dramatically reducing the computational

time and cost to simulate the system, whilst retaining a realistic simulation

environment [111,134]. The box geometry plays here a highly important role:

as the simplest approach of creating periodic images of the primary cell is

done using a cubic geometry, a cubic box might potentially be computation-

ally less efficient than other geometries. Assuming that the protein is in the

centre of the box, solvent molecules located in the cube corners could be con-

sidered dead-weight—barely interacting with the protein, yet contributing to

the computational workload [136]. Depending on the size of the total system,

and the available resources, an octahedral or dodecahedral periodic box might
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be the better choice, and thus reducing the effective volume of the simulated

box, rendering theses geometries more computationally efficient [136]. For

the here presented example MD simulation however, a cubic periodic box was

chosen. After GROMACS created the system under PBC, it fills the periodic

boxes with the chosen solvent, and is further able to adjust the salt concentra-

tion to a pre-defined level, providing all necessary files preparing the system

for simulation.

4. Minimise Energy
So far, the system is purely static, and its spatial arrangement has not changed

from its initial configuration. However, the system could potentially pos-

sess sterical problems, i.e. atoms in too close proximity or added solvent

molecules, which were not placed accurately enough around the protein [141].

As such, the system might be in a state that is not energetically favourable. An

energy minimisation, employing the steepest decent algorithm for example,

is conducted to allow the system to find the closest local energy minimum.

In more detail, during this step, the system is allowed to rearrange slightly in

order to remove potential steric problems and obtain a more proper molecu-

lar arrangement [141]. In certain cases, this can be complemented with short

MD simulations with applied position restraints for a specified selection of

atoms [129]. Position restraints are applied to prevent sudden structural shifts

and rearrangements, allowing the system to obtain proper and plausible con-

figurations.

5. Equilibrate System
Before the final step, the system is allowed to relax and equilibrate further. As

experiments are generally defined at an intended temperature and pressure, it

is reasonable to perform MD simulations under similar conditions. Running

simulations in specific thermodynamic ensembles, the temperature of the sys-

tem can be ramped up to a targeted value, and the volume, and therefore the

pressure, of the simulation box might be altered if necessary, with the goal of

matching experimental conditions [111].

To adjust the temperature of the simulation, the accurate ensemble to select is

given where the numbers of particles (N), volume (V ) and temperature (T ) is

kept constant—denoted canonical NVT ensemble. This means that the total

energy of the system is subject to change, and therefore allows for adjusting

the temperature to a designated value. During an MD simulation, a thermo-

stat either increases or decreases the kinetic energy of the system, thus mod-

ulating its temperature, with some prominent thermostats being the Berend-

sen thermostat [142], the velocity-rescaling [143], or Nosé-Hoover thermo-

stat [144, 145].

The constant-temperature, constant-pressure (P) ensemble (NPT), therefore

an isothermal-isobaric ensemble, allows control over both the temperature and
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pressure. The unit cell vectors of the periodic box are allowed to change, and

the pressure is altered by adjusting the volume. NPT is the ensemble of choice

when the correct pressure, volume, and densities are important in the simu-

lation. Modifying the volume is done by a barostat, supplementing the MD

simulation by adding an external variable. The first barostat for MD simula-

tions was proposed by Andersen in 1980 [146], with various other barostats

available since, such as the Parrinello-Rahman [147, 148] or Berendsen [142]

barostat. The NPT ensemble can also be used during equilibration to achieve

the desired temperature and pressure before changing to the constant-volume

or constant-energy ensemble when data collection starts during the production

run.

6. Production Run
Up to this point, the system underwent several steps to prepare for the final

simulation, termed production run. The protein was placed in a simulation

box under PBC, solvent was added and the saline concentration adjusted. Po-

tential clashes were avoided by energy minimisation, and the temperature and

pressure was adjusted to the respective required values. Now, the system is

simulated for a pre-defined length, often in a NVT ensemble to account for the

correct temperature during the simulation, and data about the dynamics of the

system is collected and saved in a specific output [141]. Usually, the MD data

is written to a trajectory file, describing all the atomic motion within the sys-

tem or selected parts of it, and other files, i.e. containing all information of the

energies. Afterwards, the obtained trajectories are further processed and anal-

ysed to extract the underlying information and details about the time-evolved

dynamics of the systems, which is described in detail in the next section.

3.2.2 Analysing Molecular Dynamics Simulations

Over the course of an MD simulation, data is obtained describing the time-

evolution of a pre-defined system. In the most cases, all information about

the simulated system is collected and stored in a trajectory file, including data

about the coordinates, velocities and forces of the involved atoms. Naturally,

each simulation is computed to gain answers to questions about the investi-

gated system, such as How similar are the structures to one another? or How
much does the C-terminus fluctuate? The obtained trajectories are thus further

analysed using selected methods and tools, providing the essential answers to

these questions, with the most frequently used methods for analysis conducted

for this thesis presented here.

Root Mean Square Deviation
The evolution of molecular structure over time essentially goes hand-in-hand

with the structure changing its conformation as it ‘evolves’. As such, a struc-

ture at time point x would differ from the structure at time point x+1, which
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can be estimated by computing the root mean square deviation (RMSD). The

RMSD is an analysis method used to gain information of how a specific struc-

ture deviates from a reference, and to what extent. Given a structure of N
atoms in conformation�r, the RMSD can be calculated as

RMSD =

√
1

N

N

∑
i=1

(�ri−�rre f
i )2, (3.16)

where�rre f describes the conformation of the reference structure to compare to.

The RMSD is further computed for each i-th atom, and as such able to provide

basic information if a system has reached equilibrium, where major structural

changes are indicated by a flattening of the RMSD trend, or if substantial

conformational changes are occurring during the simulation, which would be

displayed by an increase of the deviation.

Root Mean Square Fluctuation
Whilst major conformational changes are able to be detected by the RMSD,

it lacks to provide detailed information about what specific areas of the simu-

lated structure are subject or cause of this observation. A highly dynamic part

of a protein, as an example, would therefore be reflected by an increase in fluc-

tuation around the positions of the respective atoms. This can be calculated

by the root mean square fluctuation (RMSF), which indicates the divergence

of an atom or a selection of atoms, such as residues, from their average posi-

tions during an MD simulation. For an i-th atom at its position�r, the RMSF is

computed as

RMSF =
√
〈(�ri−〈�ri〉)2〉, (3.17)

with 〈r〉 reflecting its average position. As such, the RMSF effectively de-

scribes the standard deviation of the position of atom i. A large RMSF value

would consequently indicate a high divergence from the average position, sug-

gesting increased mobility in that area of the simulated molecule. This allows

one to screen the flexibility of residues in a protein, providing useful and more

detailed information about the underlying protein dynamics.

Theoretical Collision Cross Section
Theoretical models are often a crucial step of a scientific investigation, pro-

viding the foundation of experiments to be conducted and predicting their

potential results. Nevertheless, theoretical models, especially those provided

by MD simulations, can further be utilised to explain, test and complement

already existing experimental data. The collision cross section (CCS) of pro-

teins, provided by IM-MS experiments, is an example of an experimental ob-

servation that can conveniently be compared with a theoretical computed CCS
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obtained from structures, which in turn can be obtained from MD simula-

tions. The CCS itself describes the area of a molecule, orientation-averaged

over all directions, that buffer gas in the drift tube of a IM-MS instrument

is able to interact and collide with. Thus, the CCS is a measurement of the

shape of a molecule during the experiment projected in 2D; or in layman’s

terms: the CCS describes the average projected shadow of a molecule in all

directions [149]. For instance, the CCS can further be used to track confor-

mational changes of proteins during IM-MS experiments, often seen in CIU

experiments, where the impact between molecule and the buffer gas leads to

the unfolding of specific parts of the protein structure. Structures and trajecto-

ries obtained from MD simulations can be fed into specific software in order

to calculate their theoretical CCS values, of which the Ion Mobility Projection

Approximation Calculation Tool (IMPACT) software was exclusively used for

all CCS calculations presented in this thesis [150].

Atomic Distance and Contact Maps
The clear advantage of MD simulations is given by the provided atomistic in-

formation in a level of detail that is often inaccessible for other methods, being

able to pinpoint, follow and visualise the motion of atomic positions over time.

As the atoms change their position at each time step during the simulation, so

will the distances between them, which presents a great opportunity for anal-

ysis; distance and contact maps. Calculating the pairwise distances between

all atoms, one can express the 3D structural information of a protein or other

molecule as a 2D matrix. Moreover, as a single molecular structure can be

interpreted as a single distance map, consequently, a complete trajectory can

be expressed in that way in order to visualise conformational changes in de-

tail as they occur during the simulation. However, calculating and presenting

all atom-atom distances includes displaying distances that might not possess

crucial structural meaning. Whilst this is certainly not the case for protein

unfolding studies, where especially the longer distances are of great meaning,

potentially indicating unfolding to take place, one can further extract valuable

information from a distance map by applying a pre-defined threshold. Screen-

ing all distances, whilst accounting for the upper limit of hydrogen bonds by

applying a threshold of 3.5 Å, allows one to define and express the structural

information as a contact map. Here, two residues are defined to be in contact,

when the distance of at least one pair of atoms between them is equal or below

the threshold of 3.5 Å. Consequently, all distances above that threshold are

unaccounted for, further funnelling and visualising the information with the

focus on specific points of interest in close proximity to each other.
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3.3 The Influence of the Simulation Environment

H2O contributes essentially to the natural environment of proteins, influencing

protein structure, stability and function [2, 139]. Naturally, protein MD sim-

ulations are typically performed in an aqueous solution. However, rebelling

against the mainstream use of MD, particular research questions necessitate

simulations in vacuo, which further requires a different approach to the simu-

lations compared to those in solution.

Described in equation 3.12, the electrostatic interaction between to atoms is

calculated using the Coulomb potential. Equation 3.12 can further be written

as

VCoulomb = ∑
i j

qiq j

4πεε0ri j
, (3.18)

accounting as well for the dielectric constant ε of vacuum. The dielectric

constant or relative permittivity of the environment is defined as the ratio of

the permittivity of a substance to ε0, the permittivity of free space [151]. For

vacuum, the dielectric constant is consequently 1, thus the expression for the

Coulomb potential as shown in equation 3.12. As can be seen however in equa-

tion 3.18 including the dielectric constant ε , the Coulomb potential is inversely

proportional to ε—an increase of ε equals a decrease of the Coulomb poten-

tial. H2O has a permittivity of approximately 80 at room temperature [152],

which means that the electrostatic interaction between two atoms in an aque-

ous environment is greatly reduced compared to in vacuum. How does that

influence MD simulations? Long-range interactions become consecutively

less strong in general, whilst counting towards the computation workload of

the simulation. Therefore, cut-offs are implemented for the interaction cal-

culation, a radius around an atom within which all long-range interactions

are calculated as usual, but approximated outside the cut-off [153–155]. For

gas-phase simulations however, no cut-off is applied, and all interactions are

calculated. Consequently, the workload of an MD simulation scales with the

number of particles N in the system squared, as all atom-atom pairs need to be

calculated. This means, that the overall time to simulate in the gas phase might

be longer than in solution, whilst further potentially requiring more computa-

tional resources.

Furthermore, as the Coulomb potential calculations change noticeable for gas-

phase MD simulations, the steps taken to the final production run of the simu-

lation differ as well compared to an MS simulation in solution. In contrast to

the workflow presented in 3.2.1, Towards obtaining Molecular Dynamics data,

and shown in figure 3.3, specific steps are skipped or adjusted for gas-phase

simulations. The initial structural information input step remains the same,

as well as the building of the topology of the system. In order to simulated

ideal vacuum conditions however, no PBC conditions are applied, and as such

the volume, density and pressure are not defined. For a better visualisation,
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the simulation box can be envisioned as infinitely large, and thus preventing

periodicity. The energy of the system is minimised, and the temperature is

controlled via a thermostat to a target temperature value. However, the tem-

perature coupling simulation is therefore distinctly shorter. As the temperature

is modulated by adjusting the energy of the system, in vacuum, energy transfer

to the environment is not given. Ergo, infusing the system with energy for a

longer period of time could therefore eventually lead to unintended and unex-

pected artefacts, rendering the simulation data incorrect. Still, the gas-phase

MD data is collected and obtained during the final production run, generating

results to investigate the vacuum dynamics of proteins.

39



4. Complementing Methods

My research focused on examining the dynamics of protein structures using

MD simulation, predominately under vacuum exposure. However, as is com-

mon practice in science, we utilised and pulled resources and information

from other methods to complement our data and placed our findings within

the broader scientific context. For the most part, we were working together

with MS, a powerful method to study gaseous proteins and their complexes.

MD and MS possess a complementing relationship, supporting each other with

information that is inaccessible or scarcely sourced for one of them [9]. More-

over, the field of protein research was shaken in recent years with the publish-

ing of AlphaFold and similar (e.g. RoseTTAFold) neural network-based pro-

tein structure-prediction methods able to provide high-confidence structures

from their respective sequence alone [156]. Those methods therefore enable

MD simulations of proteins for which no structures were available before.

In this chapter, a basic introduction of both MS and AlphaFold is given for the

reader with the aim to provide an understanding of the impact and importance

of these methods for the here presented research.

4.1 Proteins Put on the Molecular Scale

The early history of MS was dominated by physics, exerting fundamental as-

pects of atoms [157, 158]. Accredited foundation of the technique was laid

by J. J. Thomson and his work on the measuring the mass and charge of the

electron, for which he received the Nobel prize in 1906 [159]. The principle

of an MS experiment can be summed up over three crucial steps [160]. First,

the analyte, the substance to be analysed, must be brought into the gas phase

by an ion source. The thus created ions are eventually exposed to an electric

or magnetic field, which separates the ions by their respective mass. Basi-

cally, depending on the analyte’s charge, the more or less it interacts with the

applied field, which consequently affects the ions’ flight trajectory. The thus

induced separation results in the ions arriving at different time points at the

detector, which is eventually responsible for the the actual measurement and

data recording. Interestingly, MS does not measure the mass per se, but rather

determines the mass-to-charge ratio, m/z. The obtained data is plotted as the

abundance or intensity of the investigated ions over their corresponding m/z,

and thus provides fundamental information about the ions’ molecular weight

and composition [7].
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Mass Spectrometry Outside Structural Biology

In the context of this thesis, discussing MS is linked with respect to

the research field of structural biology. However, other research ar-

eas steadily employ MS as well to provide answers to their distinct

question. Astronomers for example use MS to analyse interstellar

dust and meteor grains to gather details about their composition and

origin [161, 162]. As an example, the MS instrument onboard the

Cassini spacecraft was proven to be essential for collecting evidence

about potential hydrothermal activities on Saturn’s satellite Enceladus

[163, 164]. Other areas ranging from petroleum chemistry [165, 166]

to cancer research [167, 168] and beyond [169] benefit greatly from

employing MS. Additionally, MS finds more and more interest aside

scientific research. Progress in the development of field-able MS in-

struments is further responsible for an increasing usage of MS outside

of science, with particular interests for forensic investigations and se-

curity applications [170, 171].

4.1.1 A Gentle Transmission into Vacuum

Essential for any MS experiment is to convert the analyte molecules into the

gas phase as ions. Moreover, the choice of the ionisation method alone can

impact the experiment and its outcomes [172]. Early methods were certainly

able to produce ions, however fragmenting larger molecules in the process

and thus precluding the measurement of intact compounds [160, 172]. Intact
is the keyword here, especially for proteins. It wasn’t until the development of

two soft ionisation techniques, matrix assisted laser desorption/ionisation and

ESI, that measurements of larger, intact biomolecules came within the scope

of MS [173, 174]. We will be putting the focus here onto ESI.

During ESI, an electric potential of several kilovolts is applied to a volatile

solution resulting in the electrostatic spraying of the liquid from the tip of the

injection capillary, which ultimately generates charged droplets and aerosols

[175, 176]. Due to the vacuum exposure within the MS instrument, residual

solvent molecules are eventually separated from the analytes. The process

of isolating the ion from remaining solvent can follow different mechanisms,

all resulting in leaving only the ionised intact analyte [177]. Most impor-

tantly, the applied conditions during ESI experiments allow for proteins to

retain their higher order protein structures. This means the investigated pro-

teins maintain their inter- and intramolecular interactions when transitioning to

the gas phase, keeping their native structure as much as possible [178]. Hence,

ESI-MS applying the correct buffer and experimental conditions were fittingly

termed native MS [179,180]. Native MS accelerated the studying of biological
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macromolecules and provided high-resolution information about their compo-

sitions, allowing to study i.e. protein complex formation and protein-ligand

interactions in a detail that was not feasible before [181].

4.1.2 Coupling Mass and Mobility Measurements

As stated above, MS separates ions based on their mass and effectively mea-

sures m/z in order to derive their respective molecular weights. MS was even-

tually extended by accounting for the mobility of the ionised molecules, fur-

ther enhancing the resolution of the obtain structural information [182, 183]

(figure 4.1). Post-ionisation, ions are subjected to a instrumental chamber

filled with inert gas (e.g. N2). An applied electric field provides control over

the velocity of the ions, which ultimately collide with the gas molecules as

they migrate through the chamber [184]. Based on their size and shape, larger

ions are exposed to a higher number of collisions with the inert gas, and are

slowed down as a consequence [185]. Smaller ions on the other hand mi-

grate more quickly, as they provide less surface for an effective collision to

occur [186]. Ions are thus separated based on their mobility, a method that

can efficiently be combined with MS-based mass separation [187]. The drift

time describes here the duration for a species of ions to traverse the IM cham-

ber, and the inferred CCS describes the orientally averaged projected area of

the analyte molecule able to be subjected to buffer gas-collision [183] (see

subchapter 3.2.2). IM-MS CCS-data therefore allows for an estimation of the

overall 3D protein or protein complex structure [149]. As an example, in-

termediates of the assembly process of the norovirus capsid were able to be

probed and detected distinctively using native IM-MS [98].

Figure 4.1. Combining IM with MS. After ESI, protein ions collide with inert gas

molecules within the drift tube, resulting in the separation of the ions dependent on

their size, shape and charge. Eventually, m/z is measured for the mobility-separated

ions at the mass analyser and detected. The combination of IM with MS thus allows

for the recording of high-resolution information of even low-abundance species.

Moreover, by increasing the collision energy controlled by the applied electric

field, manifested as decreased IM, researchers actively initiated CIU to ex-

amine protein structures and their stability [188, 189]. Larger, more energetic
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collisions of the analyte ions with inert gas molecules induce heat stress to the

molecule, increasing their internal energies, eventually resulting in the unfold-

ing of parts of their respective structures [190]. The unfolding directly affects

the measured CCS, and allows for the generation of unique CIU fingerprints

by plotting the drift time or CCS over the applied collision voltages [191], as

shown for an example in figure 4.2. The pattern of the fingerprint therefore

provides useful information about the underlying unfolding pathways that are

often characteristic for the investigated protein [190, 192, 193].

Figure 4.2. Inducing the unfolding of proteins. CIU of proteins is a potent method

to investigate the structure and stability of proteins. Here, an example is shown of

the unfolding of a protein. Initially in the native conformation, increasingly energetic

collision with the drift gas molecules result in the unfolding of the protein structure

passing through intermediate states.

4.1.3 Complementing Theory with Experiments, and vice versa
With native MS, or in combination with IM, detailed information of the ter-

tiary and quaternary structures of proteins can be extracted, often for multiple

species over the course of a single experiment. Atomistic details about the

3D structure and dynamics of proteins are however only scarcely interrogated

by MS. MD simulations on the other hand provide high-resolution atomistic

information of the investigated proteins, yet are restricted by the limit of com-

putational resources to match experimental time scales. As such, both methods

present possibilities that benefit the other [9].

Combining MD and MS can be done in several ways. On the one hand, MD

can function as interpreter for experimental findings derived from MS. As an

example, certain areas of the capsid proteins of different Norovirus strains

were seen to show distinct deuterium-uptakes during hydrogen-deuterium ex-

change MS (HDX-MS) measurements [194]. HDX-MS experiments investi-

gate the exchange of backbone hydrogens with their heavier isotope, and can

therefore provide information about regions with large solvent-exposed sur-

faces [195]. The absence of a fucose ligand saw an increase in the deuterium-

uptake for a specific virus strain. This was confirmed by MD simulations,
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as residues that are normally interacting with fucose via hydrogen bonds are

demonstrating large dynamics in the absence of the ligand. Moreover, Pa-
per IV investigated the infolding of β -barrel proteins, where CCS and CIU

data was taken from literature to inform our simulations [196]. Apart from

MD interpreting MS data, other approaches can see MS informing MD sim-

ulations about which parts the protein could be of interest for investigation,

which parameters to apply, or which charge states a protein should possess in

the gas phase [9]. Charge state information from MS experiments was used

for the studies presented in Paper I and Paper III, where protein net charges

for gas-phase simulations was adjusted to those obtained from MS.

Together, MD and MS make a good team; providing each other with informa-

tion that is scarcely or not available for the other. This thesis proves this, as we

frequently employed MS-derived data for our MD simulations. Our research

therefore attests to the complementary relationship of MD and MS.

4.1.4 The MS SPIDOC Project

A further promising technique with the purpose of investigating the structures

of particles is single particle imaging (SPI) [197]. As the name suggests, rather

than measuring multiple particles at the same time, as is commonly practice

for NMR or X-ray crystallography, for SPI, a single particle is isolated and

measured [198]. SPI uses ultrashort pulses of X-rays that interact with the

isolated particle, allowing for high-resolution information about the particle’s

structure. Due to the intense energy of the X-ray pulses, the particle rapidly

gets destroyed and plasmafies, however not before a snapshot of its structure

can be taken in the form of a diffraction pattern [199]. High-quality structural

information was obtained in a case study of SPI of the Mimivirus, provid-

ing convincing evidence of the potential of SPI for structural biology [200].

Reconstructing the 3D structure from collected diffraction patterns is however

immensely challenging, as vast numbers of patterns are required to reconstruct

a meaningful 3D structure from them. Contributing to this is the random and

unknown orientation of the imaged particles, a problem that has been recog-

nised by the SPI community [201].

Specific proteins, as many other molecules, possess a permanent intrinsic

dipole. Manipulation of the orientation of their dipole would therefore al-

low for the manipulation of the orientation of the complete structure. In 2017,

Marklund et al. proposed a solution to the orientation problem for SPI, based

on research published more than three decades ago [202]—orienting the in-

trinsic dipole of proteins by applying an external electric field [203]. The

external electric field is key player here, allowing for the manipulation of the

dipole moment orientation to affectively align it along the electric field direc-

tion. However, the applied field strength is further highly important; too weak,

and the dipole orientation will not be affected resulting in no alignment, whilst
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extreme electric fields might be too intense and induce irreversible structural
changes, up to unfolding. Using MD, smaller proteins were dipole-oriented
in gas-phase simulations under specific electric field strengths, proving that
dipole-orientation is indeed possible and controllable for gaseous proteins.
Moreover, Paper II investigated if an applied external electric field would in-
duce long-lasting structural changes to the proteins, and if those are reversible
by means of post-vacuum rehydration.

To put the proposed dipole-orientation to the test in combination with na-
tive MS and SPI, the MS SPIDOC project was created [204]. The name is
the game; MS SPIDOC is the abbreviation for Mass Spectrometry for Single-
Particle Imaging of Dipole Oriented Protein Complexes. A multinational and
-institutional project that aims to develop a novel instrument for (protein) sam-
ple delivery at the European X-ray free-electron laser facility (XFEL). Capable
of mass-selecting IM-separated biomolecules via native MS, isolated particles
are then dipole-oriented in a specifically designed module of the instrument,
eventually followed by SPI of said proteins. Currently within the final steps of
its completion, the MS SPIDOC sample delivery device for large-scale facility
beamlines such at the European XFEL, has the potential to advance SPI and
therefore impact structural biology for the better.

4.2 Input: Sequence – Output: Structure
One of the many mysteries of protein science that drives researchers for years
was, and still is, to understand how proteins are able to fold rather quickly
into their pre-defined spatial conformations, the latter being encoded in their
primary structure—a question that got known as the protein folding problem
[43, 205]. From the sheer number of possible folds a polypeptide chain can
assume, nature follows its own folding-template in order to obtain the right
structure for the right job. Being able to accurately and confidently predict
the 3D structure of any amino acid sequence possesses the potential to impact
various research areas, ranging from biology to medicine [44, 206].

Experiments employing techniques such as NMR or X-ray crystallography
are certainly able to provide amongst the most accurate structural data, yet
are often enough linked to high financial costs and being labour-intensive
[207]. As a consequence, the gap between determined protein sequences and
experimentally-solved corresponding structures steadily increased, which led
more and more researches towards employing computational methods for pro-
tein structure prediction [208]. Developing convenient and accurate compu-
tational approaches for protein modeling was however linked to various chal-
lenges [43, 209]. To put this into perspective, let us go back to 2012 and have
a look at a small paragraph published by Dill and MacCallum [43]:

45



A grand challenge has been to develop a computer algorithm that can
predict a protein’s 3D native structure from its amino acid sequence. On
the one hand, knowledge of native structures is a starting point for
understanding biological mechanisms and for discovering drugs that
can inhibit or activate those proteins. On the other hand, we know
1000-fold more sequences than structures, and this gap is growing
because of developments in high throughput sequencing. So, there is
considerable value in methods that could accurately predict structures
from sequences.

Ken A. Dill and Justin L. MacCallum, 2012.

With many methods and algorithms being developed and tested over the past

decades, certainly noteworthy is the of Critical Assessment of Structure Pre-

diction (CASP) community experiment, which sought out to monitor and eval-

uate advances of protein structure prediction as biennial competition between

various research groups since 1994 [44, 207, 210]. The progress of modern

technology, especially that of artificial intelligence, drew the attention of re-

searchers and increased the popularity of training and using neural networks

for protein structure prediction [211–213]. The 14th instalment of CASP com-

petition, held from May through August 2020, eventually saw a new algo-

rithm out-performing all other contestants, namely the deep learning algo-

rithm developed by DeepMind: AlphaFold [214]. Trained on experimental

data obtained from the PDB, AlphaFold displayed unprecedented accuracy

and speed for predicting and generating protein structures from their respec-

tive sequences [215, 216]. As of then, AlphaFold was made public and has

since been used widely and extensively by the scientific community, even-

tually leading to deposition of more than 214 million1 AlphaFold-predicted

protein structures in a new-established database [217,218]. Whilst the protein

folding problem might not have been solved with the development and publi-

cation of AlphaFold, it is said to herald a new chapter and shift in structural

biology, and might just have been the computer algorithm that was foretold by

by Dill and MacCallum [43, 219–221].

1Obtained from the AlphaFold website, available at https://alphafold.ebi.ac.uk/faq. Accessed

on the 19th of April 2023, 6:13 pm.
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5. Summary of the Scientific Work

The research presented in this thesis has the overarching theme of employ-

ing MD simulations in order to investigate the dynamics of protein structures

under pre-defined conditions. Concluded over four scientific papers, the con-

ducted scientific work can further be divided into two sub-themes, specified as

follows:

• Rehydrating Vacuum-exposed Protein Structures – Paper I-II
Several structural biology methods expose proteins to vacuum, along

with potential lasting effects on its conformation [1, 222]. Computa-

tional rehydration was investigated to understand the dynamics during

rehydration, and to examine if and how vacuum-induced conformational

changes might be reverted. At first, we explored rehydration simula-

tions using both capsid proteins of the bacteriophage MS2 (bMS2) virus

(Paper I), and expanded our investigations to probe how dipole-oriented

protein structures react to computational rewetting (Paper II).

• Simulating Collision-induced Unfolding of Gas-phase Proteins – Pa-
per III-IV
Inducing the structural unfolding of proteins in IM experiments is used

to interrogate the overall structure of proteins, their arrangement and

stability [190, 223]. With the unfolding being experimentally initiated

by increasing the collision energy, we simulated CIU thermally over

separated steps of increasing temperature. Proteins under study were

norovirus dimers of the Norwalk and Kawasaki strain (Paper III), as

well as β-barrel proteins to compare with experimental CIU data (Paper
IV).

The aforementioned publications are summarised in this chapter, presenting

the most important findings and insights of the conducted research. For more

details, the complete research papers are attached.
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5.1 Rehydrating Vacuum-exposed Protein Structures
The amino acid sequence of a protein dictates the structure it will fold into

[2, 3], and the structure in turn is closely connected to the function of the pro-

tein, as explained in Chapter 1, Proteins. Recent structural prediction meth-

ods such as AlphaFold allow to acquire protein structures in high confidence

directly from their sequences, whilst other experimental methods are long es-

tablished as foundation for determining the conformation of proteins, with X-

ray crystallography and NMR spectroscopy being amongst the most popular

ones [44, 215, 224–229].

Native MS especially allows for probing and examining the structural aspects

of gaseous proteins, where detailed information about the higher-order of pro-

tein structures can be obtained [230]. Here, under suitable conditions, pro-

teins were shown to retain structures that are close to their native confor-

mation [1, 231]. Nevertheless, taking proteins out of their natural environ-

ment into vacuum might still affect their structures [232, 233]. Consequently,

as some experimental techniques and methods obtain structural information

from vacuum-exposed proteins, the thus ‘solved’, investigated structures and

obtained information might contain structural artefacts that differ from their

native state.

The rehydration of previously gaseous protein structures was shown to yield

conformations closer to the native norm, employing MD simulations to do

so [234]. As such, we conducted investigations into how dimeric protein

structures behave during computational rehydration, and to what extent any

vacuum-induced changes to the proteins are reverted (Paper I). Moreover, we

expanded our research into rehydration simulations to include structures of

dipole-oriented proteins. In 2017, Marklund et al. showed that the dipole of

proteins can be controlled by an external electric field (EF) [203]. The applied

strength of the EF was shown to play an important role not only for the speed

and accuracy of the dipole orientation, but further for the protein structure

itself. Too high of an EF strength led to proteins losing their structure, even-

tually inducing the unfolding of their polypeptide chains. Ergo, we examined

if specific EF strengths, that were shown to induce dipole orientation without

unfolding, might have affected the protein structures to an extent where they

eventually end up with differing structures after rehydration (Paper II).

5.1.1 Paper I: Rehydrating Bacteriophage MS2 Dimers

In this paper, we conducted extensive MD simulations of both conformations

of the bMS2 coat proteins. Within the capsid of the bMS2 virus, the dimeric

building blocks adopt two distinctive conformations: the symmetric or C/C

conformation, and the asymmetric A/B conformation [235]. The monomeric

chains in conformation A and C show a well-defined, extended β-hairpin be-

tween the β-strands F and G, which in contrast is folded onto the main protein
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body in the B conformation. Without the genome, the dimers exists predom-

inately in the symmetric conformation, whereas binding to the viral genome

facilitates the formation of the A/B dimer [236,237]. Hence, in absence of the

genome, only symmetric dimers should be present. The motivation for this

study included how the dimers would behave in the gas phase, and how the

structures would subsequently respond to rewetting. This makes the bMS2

virus an excellent model system to test the rehydration of multimeric proteins.

Moreover, we were thus able to probe a potential conformational memory, that

is, if the dimers would find back to their respective native conformations by

means of rehydration.

Simulated initially for 750 ns in solution over ten replicas, a total of 200 struc-

tures for each dimer was taken into vacuum, where the net charge of the pro-

teins was adjusted to reflect those published for MS experiments [238]. Sub-

sequently, 200 simulations of 500 ns duration each were started. The thus

obtained final structures were then rehydrated, the charge again adjusted to a

physiological pH, and simulated as well for 500 ns.

The obtained MD data of the dimers was analysed using several methods in

order to extract information about the underlying dynamics during rehydration

in comparison with those of the bulk solution and vacuum simulations. The

initial RMSD computations show an increasing trend over the course of the

rehydration simulations, suggesting that the protein structures are equilibrat-

ing towards the solution environment, yet display clear deviations compared

to the structures extracted from the bulk solution simulations. Observations of

the residue fluctuations during the vacuum and subsequent rehydration sim-

ulations revealed similar RMSF values throughout both sets of simulations,

where the highest fluctuations are linked to residues forming the extended
β-hairpin in the A and C chains. Vacuum exposure can lead proteins and

macromolecules to compact in their structure due to the hydrophobic nature

of vacuum [232, 233]. Consequently, we calculated the CCS, the total sur-

face area and volume of the proteins to understand the specifics of vacuum

exposure for the bMS2 dimers, but as well how these properties might revert

back to their norm. Calculating the theoretical CCS from MD simulations fur-

ther provides an analysis that can be directly compared with experimentally

obtained CCS values. The CCS for the dimers in vacuum show a decreasing

trend over the 500 ns of simulation, where the respective structures compact

in CCS of approximately 7 to 9 %, for the A/B and C/C dimer, as compared

to their average CCS during the initial bulk simulations. The rehydration of

the vacuum structures on the other hand proves an almost complete recovery

of the CCS, a trend which is also shown for the calculations of the total sur-

face area and volume. To delve deeper into the conformations of the bMS2

dimers in the interest of extracting further valuable information, we calculated

the distances between all atoms and applied a threshold of 3.5 Å. Thereby fil-

tering for those residues that are in close proximity to each other, we defined
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residues within 3.5 Å distance to be in contact of each other, and averaged the

thus obtained data over the last 50 ns of all conducted simulations. The results

reveal that more contacts are forming due to the vacuum exposure, which are

for the most part reverted upon rehydration, with the rehydration contact maps

patterns resembling those provided by the initial bulk solution simulations.

However, these patterns are not identical, which further suggests that specific

differences between the rehydration and initial bulk simulations still persist

after 500 ns of rewetting. Regardless, we do observe the proteins to obtain

some of their conformational memory, as no crossing between the asymmetric

to symmetric conformation can be seen after their rehydration.

5.1.2 Paper II: Rewetting Dipole-oriented Proteins

Continuing on examining the possibilities of rehydration simulations, this

work expanded our rehydration studies to include gas-phase proteins which

were simulated under the influence of an EF for the purpose if dipole-

orientation. Vacuum simulation data of the following proteins was taken from

the study of Marklund et al.: tryptophan cage, the C-terminal fragment of the

L7/L12 ribosomal protein, ubiquitin and lysozyme [203]. Whilst Marklund

et al. looked at various different EF strengths, the here presented study

focused on three data sets comprising non-dipole-oriented (0.0 V/nm) protein

simulations, and those that were simulated with an external EF of 0.2 V/nm

and 0.4 V/nm strength. Consequently, extending the motivation for Paper I,

we further include investigating potential long-lasting structural effects on the

protein structures induced by an applied EF.

The four proteins were rehydrated over five replicas, each for 200 ns, in an

isobaric, isothermal ensemble. In order to obtain a data set for direct compar-

ison, which would reflect the norm of the individual proteins in an solution

environment, control solution simulations were conducted with input struc-

tures obtained from the corresponding PDB entries of the four proteins, where

the MD protocol was kept the same as for rehydration.

The structures of the proteins were compared for each data set, as in derived

from control solution, vacuum and rehydration data, by calculating the RMSD.

As reference, the initial structure of every solution simulation was used, as

well as the final structures of the control solution and the zero-field (0.0 V/nm)

data. The proteins display an increasing RMSD trend compared to their ini-

tial starting structure during rehydration, a similar trend that can be observed

over the control solution simulations as well, however, with higher deviations

during rehydration. This indicates that larger structural rearrangements might

be occurring during the rehydration process, likely linked to a reversion of

the compaction of the protein structure in the gas phase, whilst the proteins

are equilibrating to the solvent environment. The movement of the residues

was further examined by RMSF calculations, computed for the rehydration
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and control solution data sets. The results show obvious larger RMSF val-

ues of the residues during the rehydration simulations than during the control

simulations. As the structures equilibrated to the solution environment, the

large fluctuations are most likely showing additional structural drifts occur-

ring. Moreover, as the fluctuations themselves are occurring around the same

residues and parts of the proteins throughout all data sets, this could imply that

the rehydration and control simulations of the proteins follow similar under-

lying dynamics regardless of an applied external EF. The analysis, comprising

calculations of the CCS, solvent accessible surface area and total volume, of

the simulation data suggests further that rehydration of 200 ns allows the struc-

tures to revert closer to their solution average. Averaged over the last 50 ns, the

results of the analysis suggest that all data sets, with applied EF and in absence

of it, display similar values and therefore comparable dynamics that revert

vacuum-induced structural changes. Furthermore, no clear evidence seems to

exist of irreversible EF-induced structural changes. Eventually, contact maps

were calculated for each data set and each simulation, where the last 50 ns of

the rehydration and control solution simulations were averaged. To emphasise

on the similarities and dissimilarities of the contact map patterns throughout

all data sets, contact data from the vacuum structures and the control simula-

tions was subtracted from the rehydration contact values. The results further

suggest that more contacts exist during vacuum, as a consequence of the vac-

uum compaction, which do not exist as much during rehydration, implying a

reversion of aforementioned compaction. Whilst differences in the subtraction

contact maps between rehydration and control solution data exist as well, the

occupancy of these persisting contacts is lower as shown for the subtraction

maps between rehydration and vacuum, indicating again structural similarities

between rehydration and the control.

5.2 Simulating Collision-induced Unfolding of
Gas-phase Proteins

Where MD shines to provide atomistic information, yet restricted by time

scales able to be probed, MS enables the investigation of the tertiary and qua-

ternary structures of proteins and protein complexes at the cost of resolution in

terms of atomistic details [9]. The complementary relationship between MD

and MS allows for a more detailed view into the structures of proteins, their

respective dynamics and stability. For example, MD can predict certain path-

ways of structures to follow under pre-defined conditions to inform subsequent

MS experiments, or MD can be employed investigating the atomic details of

MS-derived observations.

A powerful method to study protein stability is given by CIU [190]. Prior

to IM-MS, the velocity of the protein molecules is steadily ramped up, re-

sulting in increasing collision energies between the analyte and the inert gas
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molecules [188]. The energy eventually leads to the unfolding of specific

protein areas, and can be experimentally tracked by the measurement of their

respective CCS values. The obtained experimental unfolding pattern may indi-

cate occurring structural shifts, and, based on that, changes in protein stability

stability [189].

MD has been employed to probe the atomistic details of CIU [232, 239].

Whilst the collision energy cannot be put as input parameter per se, the com-

mon practice to induced unfolding is to simulate at increasing temperatures

[239]. CIU at higher collision energies induces heat stress to the protein, ul-

timately leading to unfolding, thus presenting MD simulations at larger tem-

peratures as reasonable approach for inducing in silico unfolding. We aimed

to build on these studies, and examine the use of MD for CIU-simulation and

what information we can extract that could help to guide or explain exper-

imental CIU data. In Paper III, we simulated the capsid proteins of two

norovirus strains, Norwalk and Kawasaki, and interrogated their response at

300 to 900 K. The two investigated dimers show an overall similar shape, yet

only possess a sequence identity of 46.60 % between them. Thus, compar-

ing similarities and dissimilarities of their unfolding behaviour could present

interesting results to inform future experimental CIU studies of these dimers.

For Paper IV, we obtained CIU data from collaborators who unfolded the

transmembrane β -barrel structure of the FhaC proteins [196]. The unfolding

of FhaC provides interesting insights into its stability, and more so could in-

form about its function and behaviour as transmembrane transporter protein

in Gram-negative bacteria. Hence, we proposed MD simulations as tool to in-

vestigate the in silico unfolding of FhaC and complement our simulation data

with information obtained from Sicoli et al. [196].

5.2.1 Paper III: Simulating Thermal Unfolding of Norovirus
Dimers

CIU studies of proteins can provide valuable insights into the stability of pro-

tein structures [190]. Here, we investigated the dimeric capsid proteins of

two strains of the norovirus, namely GI.1 Norwalk (NS) and GII.17 Kawasaki

(KS). With a large number of gastroenteritis cases, a severe inflammation of

the gastrointestinal tract, being linked to an infection by noroviruses, under-

standing the stability and dynamics of norovirus proteins may aid in treating

gastroenteritis [240]. The structures of norovirus dimers is generally subdi-

vided into two domains, namely the shell (S) domain, which is located on the

inside of the full capsid, and the protruding (P) domain, extending outwards

from the main capsid body and facilitating cell attachment during the viral

infection [241]. The P-domain is commonly further divided into the P1- and

P2 subdomain. We simulated both dimers in sets at various temperatures to

induce their unfolding, and aimed to track the underlying dynamics during the
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simulations in order to define potential similarities and dissimilarities of their

unfolding.

Structural information of the NS dimer was obtained from its PDB entry

under 1IHM [242], with missing atoms added utulising the UCSF Chimera

tool [243]. AlphaFold2 was used to predict the structure of KS from its amino

acid sequence, as no dimeric structure was available [215, 244]. Both dimers

were initially simulated in solution to acquire equilibrated starting structures,

and then taken into vacuum to induce thermal unfolding. This was realised by

simulating seven replicas per dimer at temperatures of
{

300,400, ...,900
}

K.

At first, we calculated the time-evolution of the average CCS between the

replicas at each temperature. The CCS is an important experimental obser-

vation, as an increasing trend most often points towards unfolding to occur

during CIU experiments [190]. Moreover, the CCS can be calculated straight

from MD simulations, allowing for a direct comparison between MD- and

MS-derived CIU data. Up to 600 K, the CCS shows no major changes for

both dimers. Larger temperatures of 700+ K however showed an increasing

trend for NS dimers, whereas 800 K seems to be the threshold temperature to

induce unfolding. To investigate this in more detail, and concentrate the MD

information, we defined six time slots, each spanning 5 ns of simulation time,

in order to represent states of the unfolding of the dimer proteins. The CCS

was averaged per time slot, revealing that indeed at 700 K effectively enough

to increase the CCS for NS by 10 % from time slots 1 to 6, and only for 1% for

KS. At 800 and 900 K, the increase of CCS is given for both dimers to be at

least 17 %, providing first evidence of induced unfolding. Each time slot was

assigned a representative structure with the aim to visualise and define the un-

folding states, which were then compared to their respective structure for the

first 5 ns of simulation. Again, we saw that major structural deviations exist

especially at larger temperatures and at later time in the simulations that would

indicate unfolding to occur. However, details about the unfolding process are

required to pinpoint which parts of the proteins are eventually first to unfold.

For that reason, we calculated the residue-based RMSF, complemented with

calculations of the residue-residue distances and contacts, averaged per time

slot. The thus obtained information may provide evidence to eventually pre-

dict the unfolding process on an atomistic level. Where as the data suggest

that temperatures up to 600 K show overall similar trends, both in RMSF and

atomic distances, we further observed different parts of the proteins demon-

strating larger dynamics at 700 K and higher. NS exhibits large fluctuations

around the termini, especially for chain A, which is already extending at 600

K and fully unfolding at 700 K. Going higher in temperature, disturbances

within the protein structures are more evident, as the RMSF values for each

time slot are steadily increasing throughout the protein. Moreover, tempera-

tures of 800 and 900 K are seemingly inducing unfolding so rapidly, that no

coherent information may be extracted as to which states are visited step by
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step by the NS dimers during unfolding. This becomes more evident when

looking at the respective distance and contact maps, where large distances are

already present in the beginning of the simulations, and the contact patterns

become steadily more disrupted as time progresses. For KS at 700 K, the ter-

mini seem to be rather stable, as their RMSF values are overall low, and the

distance and contact maps show no obvious unfolding to occur. Simulations

at 800 K however reveal largely dynamic areas of the protein which are linked

to the P2-domain, which is supported by the distance and contact patterns of

the respective maps. In a recent study, we have seen that the same part of the

protein showed large dynamical behaviour during MS experiments, which we

confirmed by employing MD [194]. Furthermore, this indicates that unfolding

seems to occur from different parts of the two dimers, and at different temper-

atures. However, as was seen for NS, 900 K induces severe unfolding, as the

respective structures show and the RMSF and distance values suggest. Apart

from the P2-domain unfolding, we saw as well unfolding to occur within he

S-domain, yet seemingly in a less chaotic process as was observed for NS.

5.2.2 Paper IV: Complementing Experimental with Theoretical
Unfolding Data

In this study, we used IM-MS data of the unfolding of β -barrel proteins such

as FhaC to inform out MD simulations, and investigate their unfolding on an

atomistic level. FhaC is a transporter protein from the bacterium Bordetella
pertussis, the causative agent of the contagious respiratory disease pertussis,

commonly known as whopping cough [245]. As transporter protein, FhaC

is involved in moving designated molecules across the membrane and cru-

cial part of the two-partner secretion pathway. The structure of FhaC com-

poses 16 β -strands forming the membrane-spanning barrel-like structure, two

polypeptide-transport-associated (POTRA) domains, and further an α-helix

(H1) which is located inside the β -barrel in FhaC’s native closed conforma-

tion [246]. H1 functions as a plug for the β -barrel, where it vacates the barrel

and thus facilitates the binding of the substrate, and ultimately its transport

across the membrane [247, 248]. As such, the structure of FhaC is likely to

be highly dynamic in order to fulfil its transporter-function. CIU studies of

FhaC revealed unfolding fingerprints showing two transitions, understood as

originating from the unfolding of both POTRA domains [196]. Hence, we

employed CIU data and MD simulations to understand the atomistic details

of the unfolding of FhaC, how our simulation might relate to the experimen-

tal observations, and eventually how MD can aid in understanding the CIU

dynamics of FhaC.

Structures of FhaC were obtained from experiments [196]. In order to obtain

equilibrated structures from FhaC, at first, we placed the protein into a mem-

brane of native composition using the CHARMM-GUI Membrane Builder
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webtool [249–251], for a short simulation to relax the structure of FhaC. A

total of ten replicas were extracted as starting structures for in vacuo simula-

tions at temperatures
{

300,400, ...,900
}

K with the aim to induce unfolding.

RMSD calculations of the FhaC structures revealed only minor deviations up

to 600 K, which are steadily increasing at 700 K and higher. Computed RMSF

trends at all temperatures show a similar behaviour, with residues demonstrat-

ing on average RMSF values below 10 Å up to 600 K. At higher temperatures,

the residues are increasingly more dynamic, with peak values shown at 900

K, providing potential evidence for unfolding to occur. The theoretical CCS

was calculated to track the likely unfolding further, which can moreover be

directly compared to those obtained from the CIU experiments [196]. The

time-evolution of the averaged CCS again provides evidence for unfolding

to take place especially at temperatures 700+ K. Interestingly however, when

comparing the theoretical CCS values at 900 K with those obtained from the

CIU data from Sicoli et al., both show a remarkable similar trend. To in-

vestigate this compelling observation further, we put focus on the 900 K MD

data and used the information obtained from MD and IM-MS to define sev-

eral unfolding states. From information taken from the CIU data, we can see

two dominant transitions spanning three major regions, namely region 1 to 3.

Moreover, region 2 exhibits two minor transitions, and was therefore subdi-

vided into regions 2a, 2b and 2c. To account for an initial state of the protein

after vacuum compaction, we added and additional region 0. The CCS data

from the CIU experiments was used to set the CCS-limits for each region,

whereas the simulation time-limits was defined based on the MD data. Thus,

theoretical and experimental unfolding information was expressed over total

of six regions, namely region 0, 1, 2a, 2b, 2c and 3. All structures from the

MD simulations belonging to the same region were pooled together and clus-

tered to find a single representative structure per region, and thus visualise

the potential unfolding mechanism of FhaC at 900 K. Initially, for region 0,

FhaC shows to possess a globular-like structure, with the POTRA domains

seemingly being collapsed on the β -barrel. Regions 1, 2a and 2b interestingly

provide evidence that the POTRA domains remain collapsed on the protein

main body, whilst the C-terminus is exhibiting high dynamics and progres-

sively unfolds. With the C-terminus forming the seam of the β -barrel between

β -strand1 and β -strand16, the observation of the C-terminus unfolding would

indicate a different unfolding mechanism as proposed by Sicoli et al. [196].

This is further supported by the representative structure for region 2c, which

shows the polypeptide chain to extend from the C-terminus. Region 3 even-

tually substantiates the evidence provide for FhaC unfolding in silico starting

from the C-terminus, as the representative structures shows an elongated part

of the protein chain extending from the main protein structure.

To further complement the potential unfolding mechanism we calculated dis-

tance and contact maps, which allowed us to probe to probe the unfolding in an
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atomistic detail. The distance and contact maps were generated for each struc-

tures belonging to the same region, and then averaged to present a single map

per region. Unfolding is accompanied with an increase of the intramolecu-

lar distances between the individual atoms, which makes distance and contact

maps and ideal tool to further obtain information about the underlying pro-

cesses. Eventually, the observation derived from the representative structures

per regions in further supported by the distance and contact maps, where an

extension of the residue chain from the C-terminus, and thus from the seam of

the β -barrel is clearly indicated. The here shown unfolding mechanism is dif-

ferent as proposed by Sicoli et al. [196], who predicted the large CCS values

to originate from the unfolding of the POTRA domains, rather than starting

from the C-terminus. As such, this study demonstrates a novel protocol on

approaching MS-informed MD simulations for studying and probing the un-

folding of β -barrel and other proteins.
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6. General Conclusion and Future Perspective

Understanding proteins, their structure, function and dynamics, is immensely

important for us. Be it to find patterns in virus-host interactions to influence

the viral infection, probe the stability of membrane proteins and examine their

conformational changes, or simply follow their dynamics over time under cer-

tain conditions—protein research is as multifaceted as it is interesting and

necessary. A plethora of methods exist for investigating proteins, each with

their own benefits and limitations, which makes it important to choose the

right method for the right research task. Often enough, when studying pro-

teins, changes occurring on the atomistic scale cascade into the larger protein

dynamics we observe, which makes it all the more crucial to study these seem-

ingly inconspicuous motions.

MD simulations provide the means to do exactly that; investigate protein struc-

tures and dynamics with a resolution and in detail that are inaccessible to other

methods. Moreover, MD simulations are highly adaptive, and can be adjusted

depending on the task at hand. Protein simulations in solution? No problem.

Simulating protein embedded in a membrane bilayer? Sure. Transferring pro-

teins from solution to vacuum? Easily done. Adjusting their net charge to

mimic ESI whilst doing so? Of course. Simulate CIU using MD? Say no

more. Rehydrate proteins after vacuum exposure? Yes. This thesis, and the

conducted research it is based on, provide reasoning, procedure and impact of

using MD to probe protein structures.

In Paper I and Paper II, we investigated proteins and their rehydration dy-

namics after vacuum exposure. As this could eventually help to further gain

information about native protein structures, rehydration simulations are surely

an interesting approach for structural biology and related research areas. As

rehydration simulations were a rather unique approach for our research, we

first had to find appropriate protein structures to motivate their rehydration.

The two existing conformations A/B and C/C of the bacteriophage MS2 virus

dimers provided an ideal set of proteins for Paper I to investigate rehydration.

As the two dimers are predominately alike in structure, they differ around the

hairpin between the β -strands F and G, which is extended in protein chains

of A and C conformation, yet collapsed onto the main protein body for chain

B. Analysing the extensively conducted MD simulations, we found that the

majority of the structures do find back in high percentages when compared to

their respective norm values in solution. Moreover, we expanded our rehydra-

tion studies for Paper II to examine the potential effect of an applied EF for
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dipole-orientation on proteins. Compared to a control solution simulation, if

the applied EF would induce irreversible conformational changes in the pro-

tein structures, we would be able to identify those when analysing the MD

data. However, we saw that the effect of EF of 0.4 V/nm strength or lower

are not inducing lasting effects on the respective protein structures whilst still

able to induce dipole-orientation. However, our studies demonstrate as well

that an identical conformation of the solution structure was not achieved by

means of rehydration, yet still with high structural similarity. Here, especially

analysing and comparing the MD data using contact maps was shown to be

highly informative, as deviating parts of the protein are thus able to be iden-

tified and accurately pinpointed. Longer simulation time could further close

the gap between the norm structure in solution and those obtained by rehy-

dration, and improved sampling methods could allow for a broader evaluation

of structures across the free energy landscape. Regardless, rehydration MD

simulations possess great potential, be it for structural biology, complement-

ing soft-landing experiments, or even stepping into the field of protein drug

research, where the dry and wet state of proteins are important. We see rehy-

dration simulations as promising extension of conventional MD simulations.

The second part of our research applied means of unfolding proteins using

MD, and how we can relate our findings with CIU data. With CIU experiments

providing information about protein stability structure, the detailed underlying

unfolding mechanism might just be out of reach of conventional experimental

approaches. We thus used MD not to simply induce unfolding, but further to

study the effects of the temperature of the protein and its dynamics, and the po-

tential prediction of the process of unfolding as a result of that. In Paper III,

we approached simulating unfolding with MD for dimeric coat proteins of two

Norovirus strains, Norwalk and Kawasaki. Unfolding these structures gener-

ally informs us of their stability, as in which parts of the protein might unfold

first, and further if we can observe distinct differences between the two dimers.

We saw that NS dimers seemed to be rather unstable from the N-termini, as

they were shown to unfold first, whereas KS dimers exhibit unfolding occur-

ring from regions of their respective P2-domains. Overall, KS was shown to

be more stable than NS, as higher temperatures are needed to exhibit first in-

stances of obvious unfolding as compared to NS. Full KS capsids were shown

to be more stable in solution as their NS counterpart, which might indicate thus

as well to a higher stability for KS on the dimer-level [241]. The conducted

MD simulations thus provide information for future IM-MS experiments of

the CIU of NS and KS. Moreover, we used published CIU data about the un-

folding of the β -barrel transporter protein FhaC to inform our simulations and

guide the reasoning of analysis our obtained MD data for Paper IV. FhaC

is an interesting protein, not only because it is located in the membrane bi-

layer of Gram-negative Bordetella pertussis bacteria, but more so because its

function as transporter protein requires a certain mobility. CIU experiments

58



conducted by Sicoli et al. revealed two major transitions occurring during

the unfolding of FhaC, and proposed the unfolding of the POTRA domains

as reason for this observation [196]. We thus aimed to simulate the FhaC-

unfolding with MD, and found that analysing the MD data at 900 K revealed

a striking similarity for our CCS calculations, and those provided by Sicoli

et al. Hence, we used information from literature and our MD simulations to

define potential unfolding states, and saw that the thus gathered data points

towards the C-terminus of the β -barrel to unfold along its seam. Interestingly,

this indicates a different unfolding mechanism as interpreted by Sicoli et al.,
as the POTRA domains are shown to collapse onto the main protein body

during our simulations, rather than unfold. The conducted MD simulations

thus present previously inaccessible atomistic information and details of the

unfolding dynamics of FhaC, which could be extended to other β -barrels and

proteins in general as well. We further saw that proteins react differently to the

applied temperature, which requires a certain screening to understand which

temperature is eventually enough to induce unfolding. Moreover, the applied

temperature further influences how rapid unfolding occurs, as we saw for ex-

ample at 900 K for NS and KS. Here, 900 K simulations basically showed

overall very chaotic dynamics and thus would indicate 900 K eventually being

too high of a temperature to obtain meaningful information about the unfold-

ing. Consequently, lower temperatures and longer time scales could thus be

a better combination that high temperature and chaotic dynamics. Investigat-

ing this further might be an improvement to the in Paper III and Paper IV
presented unfolding protocol, and thus aid implementing MD simulations as

method for complementing CIU experiments.

One could further ask the question, could it be useful to combine CIU and

rehydration MD simulations? Obviously, a fully unfolded protein might be

to disordered to find back to any native-like structure, or would take a long

time to do so. However, we saw in Paper III that certain temperatures are

just enough to activate a small part of the protein, shown for the extension of

certain areas within the NS or KS dimer. It would therefore be interesting to

see how a ‘mildly’ unfolded protein structure might behave during rewetting,

and what we could learn from this.

In the end, MD provides a theoretical view on the atomistic dynamics of pro-

teins, yet ultimately needs to be compared to or evaluated by experimental

means. The MS SPIDOC project is an excellent example of how impactful an

idea based on MD simulations can be, ultimately manifesting idea to become

reality with the development of a completely new instrument for SPI-sample

delivery. Together with the research presented in this thesis, we show how im-

pactful MD simulations can be for the estimation, prediction, and evaluation

of protein dynamics, especially when combined with experimental data.
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Popular Summary

Proteins. When we nowadays, in our daily life, hear or read about proteins,

we are reminded about their nutritional value and how important proteins are

for a healthy lifestyle. But, why is that? And what are proteins exactly? Made

up by smaller building blocks, so-called amino acids, you can envision pro-

teins consisting of a single or multiple chains of connected amino acids. We

need to digest proteins in order to receive amino acids that our bodies cannot

synthesise themselves. However, proteins are far more than just a supplement

for providing us with essential amino acids. Proteins are biologically highly

important macromolecules that enable, manage and regulate the majority of

processes within our bodies.

But, before we go ahead, let us pause for a minute and imagine you are told

to loosen a tight bolt. Would you use a hammer? Not really, the design of

the hammer is not really the correct one for the task at hand. Pliers might

already be a better option, potentially even losing the bolt, however accom-

panied with a lot of effort. No, probably you would choose a spanner with

adjustable width, as it provides the ideal design and performance for the as-

signment. For proteins, this concept is very similar. Nature designed proteins

to be remarkably efficient in their designated tasks. Tasks that range from

transportation to structural support to mechanical movement or fighting infec-

tions, proteins carry out incredibly important functions. The overall structures

of proteins are one key aspect for their efficiency. However, structure is not

everything—interactions and dynamics are further crucial for proteins. Going

back to the tight bolt and the spanner; just as we have seen the structure of

the spanner being ideal to loosen the bolt, simply connecting the spanner and

the bolt will not loosen the latter. We need to apply dynamics, mobility to

loosen it, otherwise both would not interact. And again, we can bridge that

observation to proteins. Understanding protein structure and their dynamics

and interactions, we can estimate their functions and with that what their spe-

cific role is within our body. This become even more evident when we look at

proteins that are somehow impaired to fulfil their job, which is often the case

or cause for specific diseases or harmful conditions. Hence, understanding

how proteins work and what influences them, has the potential to benefit our

wellbeing, let alone broadening the horizon of understanding life all around

us.

Investigating protein structures can be done using a plethora of methods.

There are those that reveal the amino acid composition of proteins, their
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structure in high resolution, and even are able to assess their molecular

weight, like MS. MS itself is a highly powerful method in use in many

laboratories worldwide. Amongst other things, MS studies proteins and

their properties, however exclusively with proteins being exposed to the gas

phase. That means, proteins are investigated in the absence of any solvent

or other molecules. As you know, approximately 70 % of the human body

consists of water, which consequentially determines the native environment

of proteins. So, why in vacuum and the removal of the solvent? Simply to

be able to measure isolated proteins, and thus extract as much information

as possible without any potential interferences. The development of gentle

conditions for how proteins are transferred into the gas phase allowed further

proteins to retain a conformation close to their native structure, which are

often applied in experiments using native MS. Detailed information about

protein structure and their specific dynamics under distinctive conditions

can be traced using native MS. However, where there are benefits, there are

limitations as well. Whilst information about the general structure of proteins

is provided by (native) MS, high-resolution of their behaviour on an atomistic

level is inaccessible for this method. Imagine you would need to fix your

car’s engine, but you are restricted to opening the hood and can only look

at the engine itself. You might be able to spot where the problem could be

or originate from, but incapable to obtain the specific details of the problem

itself. Experimental methods for protein research encounter the same, where

atomistic details are often simply not within their capabilities.

To obtain a detailed look into proteins, researchers employ computational

methods such as molecular dynamics (MD) simulations. Simulations is here

the key word; using MD, we are simulating proteins and gather theoretical data

about the dynamics of proteins by applying Newton’s second law of motion.

As we remember, when a force is acting on a mass, that mass is accelerated.

If we would have an apple (= mass) on a table and push it in any direction

(= force), the velocity of the apple will change (= acceleration) and the apple

itself will end up on a new position on the table. In MD, we basically do the

same, however for every atom within the protein, which are bonded and thus

move together. From an initial position of the protein, we apply a certain force

and update the information for the new position of each atom. Doing that in

multiple steps, we see the protein quite literally moving and thus are able to

simulate the protein’s dynamics.

This thesis aims to provide further atomistic information about the proteins

using MD simulations. Over a total of four scientific inquiries (Papers), we

simulated proteins in the gas phase or used available gas-phase data to gather

additional insights into their underlying dynamics under specific conditions.

The here presented research can moreover be subdivided into two major re-

search questions: rehydration and collision-induced unfolding (CIU) simula-

tions of proteins. Rehydration means placing previously vacuum-exposed pro-
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teins back into water. When taking proteins out of their native environment,

we expose them—quite literally—to an environment they are not made for.

This could potentially affect their structure, and thus could have consequences

when we use vacuum data of proteins and assume that this data describes their

native state. Rehydration is the major research question we investigate in Pa-
per I and Paper II. For Paper I, we chose to simulate the two proteins of the

bacteriophage MS2 virus that make up the virus’s protective shell. Viruses are

pathogens that seek out to infect a host cell, capture and overtake its micro-

machinery for replication and thus produce new copies of their genomic data.

The latter is housed, transported and protected by an encapsulating shell which

consists of multiple copies of the same proteins. Those proteins can however

differ slightly in their structure, as is the case for the bacteriophage MS2 virus

as well. We aimed to understand how vacuum-exposure might affect those

two dimers, and further how they behave when placed back into solution af-

terwards. We saw that the removal of water from the proteins results in an

overall compaction of their structure, which is for the most part reverted dur-

ing rehydration. Using MD, we were able to accurately pinpoint atomistic

motions and areas that are eventually reverting back, and also, which areas

do not. A similar approach was undertaken for Paper II, where we expanded

our research to include proteins that were affected by an external electric field

whilst in vacuum. Proteins, as many other molecules, possess a natural dipole.

That means that the centres of the net positive and net negative charge are lo-

cated in different areas within the protein structure. An applied electric field

is therefore able to interact with said dipole and thus manipulate its orienta-

tion along the direction of the electric field. This would mean that the protein

will change its orientation as well, just as a boat that set sail will orient itself

along the direction of the wind. Manipulating the orientation has the potential

to be exceptionally impactful for certain protein structure determination meth-

ods; however, if the applied electric field is too strong, the protein structure

itself could be distorted or even permanently damaged. As such, we used data

of dipole-oriented gas-phase proteins, rehydrated them, and investigated their

rehydration dynamics and if the applied electric fields did leave irreversible

changes to their respective structures. We observed similar behaviour as in

Paper I, and also, that proteins oriented with different electric field strengths

do not possess structural differences that were induced by the applied elec-

tric fields. Rehydration simulations thus are shown to be a potent method to

not only investigate the atomistic details of vacuum-compaction, but could

generally be used to refine protein structures and bring them closer to their

native conformations. The second major research question we studied was

to simulate CIU of proteins. In specific MS experiments, proteins are further

separated in a small gas-filled compartment of the instrument. The gas is inert,

which means that its molecules are highly stable and will not react with the

proteins, or other molecules in general. The separation of the proteins is based

on their overall shape and size as they travel through the aforementioned com-
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partment, where the proteins collide with the gas molecules. The bigger the

protein, the more it collides with the inert gas, and thus the longer it needs to

migrate through the so-called drift tube. The velocity differences between pro-

tein and gas-molecules are increased, and as such more energetic collisions are

generated between them. This will eventually result in parts of the protein to

unfold, implying that the protein structure is actively disturbed. Why destroy-

ing the protein structure, you might ask. CIU experiments are very effective to

probe and understand the structure and stability of proteins, which we aimed

to simulate via MD in Paper III and Paper IV. Whereas in CIU experiments

the collision energy is increased leading to unfolding, using MD, unfolding is

induced by actively increasing and simulating at large temperatures. In Paper
III, we did so for two dimer proteins of the Norwalk and Kawasaki strains,

genetic variants, of the Norovirus pathogen. We saw that the dimers are stable

up to 600 K, yet are progressively unfolding at larger temperatures of 700+

K. Moreover, we were able to pinpoint potential areas of the proteins which

are most likely to unfold first, and overall revealed a higher stability of the

Kawasaki dimer as compared to the Norwalk dimer. Our findings thus pro-

vide the basis for follow-up experimental CIU studies of said proteins. For

Paper IV, we used data derived from CIU experiments of the β -barrel protein

FhaC to inform our CIU-MD simulations. FhaC is a transporter protein sitting

in the lipid bilayer of bacteria responsible for causing the whopping cough

disease. As transporter, FhaC must be able to undergo significant dynamical

rearrangements to carry out its job, which was eventually evaluated using CIU.

We combined experimental together with our simulation data and were able

to predict a detailed unfolding pattern for FhaC. Atomistic information was

revealed and allowed for a detailed estimation of FhaC’s structure during the

unfolding process, presenting a mechanism that contradicts predictions based

on experimental data. As such, we show that CIU-MD simulations are highly

useful to understand, track and pinpoint important states of the unfolding pro-

cess of proteins, be it to provide information for future experiments, or to

complement existing research data.

Overall, the research presented in this thesis advances the understanding of

protein structures using MD simulations. The obtained information from MD

simulations shows how important it is to put protein structural research into an

atomistic perspective. We have extensively discussed which benefits could be

gained using MD, where MD should complement or should be complemented,

and what could eventually be improved in future studies. Moreover, our re-

sults show the advantages of combining MD simulations with experimental

methods, especially MS, pinpointing exact details in atomic resolutions, and

thus present the potential of MD becoming further prominent as toolset for

protein structures research.
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Populärvetenskaplig Sammanfattning

Proteiner. Nu för tiden, när vi hör eller läser om proteiner i våra dagliga liv,

tänker vi förmodligen på deras näringsvärde och på hur viktiga de är för en

hälsosam livsstil. Men varför är det så? Och vad är proteiner egentligen? De

består av mindre byggstenar, så kallade aminosyror, och du kan föreställa dig

ett protein som en eller flera kedjor av sammanlänkade aminosyror. Vi behöver

äta proteiner för att få i oss de aminosyror som kroppen inte kan syntetisera

själv. Men proteiner är mycket mer än bara tillskott för att förse oss med

essentiella aminosyror. Proteiner är biologiskt viktiga makromolekyler som

möjliggör, driver och reglerar majoriteten av processer i våra kroppar.

Men innan vi går vidare, låt oss stanna till ett ögonblick och föreställ dig att

du ska lossa på en hårt åtsittande bult. Hade du valt att använda en ham-

mare? Antagligen inte – hammaren är inte formgiven för att passa uppgiften.

En tång är ett något bättre alternativ; kanske kan den få loss bulten något,

men det kräver också en hel del ansträngning. Förmodligen hade du istället

valt en skiftnyckel, eftersom den har en perfekt form och prestanda för just

detta. Konceptet är väldigt likt för proteiner. Naturen formade proteiner för

att göra dem anmärkningsvärt effektiva för sina särskilda uppgifter. Dessa

uppgifter innefattar allt ifrån transport till strukturellt stöd, mekanisk rörelse

och att bekämpa infektioner, med andra ord funktioner som är otroligt viktiga.

Proteiners effektivitet beror till stor del på deras struktur, men utöver det spelar

deras interaktioner och dynamik även stor roll. Vi återgår till bulten och skift-

nyckeln; fastän skiftnyckeln är perfekt utformad för att ta loss bulten, räcker

det inte att bara sammankoppla dem. Vi måste också ta till dynamik, rörelse,

för att lossa den, annars skulle de inte ha interagerat. Återigen kan vi göra en

koppling till proteiner. Genom att förstå proteiners struktur, dynamik och in-

teraktioner kan vi uppskatta deras funktioner och förstå vilken roll de spelar i

vår kropp. Det blir ännu tydligare när vi ser på proteiner som på något sätt har

en nedsatt förmåga att göra sitt jobb, vilket ofta är orsaken till sjukdomar och

skadliga tillstånd. Att förstå hur proteiner fungerar och vad de påverkas av kan

därför gynna vårt välmående såväl som bredda horisonten för vår förståelse av

livet omkring oss.

För att undersöka proteinstrukturer har vi en mängd metoder till vårt förfo-

gande. Vissa används för att avslöja proteinernas sammansättning av aminosy-

ror, andra deras struktur med hög upplösning, eller så kan de mäta molekylvik-

ten, som med masspektrometri (MS). MS är i sig en mycket kraftfull metod

som används i många laboratorier världen över. Bland annat kan man med MS
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undersöka proteiner och deras egenskaper, dock endast medan proteinerna är

i gasfas. Det innebär att proteinerna studeras utan någon lösning eller andra

molekyler. Som du vet så består människokroppen till 70 % av vatten, vilket

följaktligen utgör proteiners nativa omgivning. Så varför i gasfas, utan nå-

gon lösning? Helt enkelt för att kunna mäta isolerade proteiner och därmed

få fram så mycket information som möjligt utan några potentiella störningar.

Uppveckningen av milda förhållanden för att överföra proteiner från lösning

till gasfas tillåter nu proteiner att behålla sin nativa struktur och de tillämpas

därför ofta i s.k. nativa MS-experiment. Detaljrik information om proteiners

struktur och deras specifika dynamik under särskilda förhållanden kan tas fram

med nativ MS. Men där det finns fördelar finns också begränsningar. Medan

information om proteiners generella struktur kan tas fram med (nativ) MS, så

är det inte möjligt att beskriva deras beteende på atomnivå med den här meto-

den. Tänk dig att du behöver laga din bils motor, men att du är begränsad

till att enbart öppna motorhuven och kan bara se motorn i sin helhet. Kanske

klarar du att hitta var felet sitter, men du kan omöjligen beskriva det i närmre

detalj. Samma sak gäller för flertalet experimentella metoder; atomiska detal-

jer är helt enkelt inte inom räckhåll.

För att få en mer detaljerad inblick i proteiner använder sig forskare av beräkn-

ingsmetoder såsom molekylärdynamiska (MD)-simuleringar. Simuleringar är

nyckelbegreppet här; vi använder MD för att simulera proteiner och samla

teoretiska data om proteiners dynamik genom att tillämpa Newtons andra lag.

Som vi minns: om en massa påverkas av en kraft så accelererar massan. Om

vi har ett äpple (= massa) på ett bord och puttar det i någon riktning (= kraft) så

förändras äpplets hastighet (= acceleration) och äpplet hamnar på en ny plats

på bordet. Med MD gör vi i princip samma sak, men för varje atom inom

proteinet, vilka är sammanbundna och därmed förflyttas tillsammans. Vi ap-

plicerar en särskild kraft på proteinet i dess ursprungsposition och uppdaterar

varje atoms nya position. Genom att upprepa detta över flera steg kan vi bok-

stavligen se hur proteinet rör sig och kan därigenom simulera dess dynamik.

Denna avhandling ämnar att förse ytterligare atomisk information om pro-

teiner genom användning av MD-simuleringar. Över totalt fyra vetenskapliga

artiklar (Papers) simulerade vi proteiner i gasfas eller använde tillgänglig

gasfas-data för att få fram nya insikter om deras underliggande dynamik under

särskilda förhållanden. Forskningen som presenteras här kan vidare delas

in i två huvudsakliga forskningsfrågor: proteinsimuleringar av rehydrering

och kollision-inducerad uppveckning (Engelska: collision-induced unfolding,

CIU). Rehydrering betyder att proteiner som tidigare utsatts för vakuum åter

placeras i vatten. När proteiner förflyttas från sin nativa omgivning utsätter

vi dem närmast bokstavligen för en omgivning de inte var skapade för. Det

kan potentiellt påverka deras struktur och därmed ha konsekvenser när vi

använder data från vakuumförhållanden och antar att de beskriver det nativa

tillståndet. Rehydrering är den främsta forskningsfrågan som vi undersöker i
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Paper I och Paper II. I Paper I valde vi att simulera de två proteiner som

bildar det skyddande skalet kring bakteriofagviruset MS2. Virus är patogener

som eftersträvar att infektera en värdcell och överta dess mikromaskineri för

replikation och på så vis producera nya kopior av sin genomiska data. Det

senare inryms i och transporteras och skyddas av ett inkapslande skal som

består av många kopior av samma proteiner. Dessa proteiner kan dock skilja

sig lite åt i sina strukturer, vilket är fallet för bakteriofagviruset MS2. Vi hade

som mål att förstå hur vakuumexponering påverkar två strukturvarianter av

det dimeriska kapsidproteinet i MS2 och även hur de beter sig när de efteråt

placeras i lösning igen. Vi såg att när vatten togs bort från proteinerna så blev

deras strukturer överlag mer kompakta, men att de under rehydreringen till

största del återfick sin ursprungliga struktur. Genom att använda MD kunde vi

peka ut exakta atomiska rörelser samt vilka områden som återfick sin struktur

och vilka som inte fick det. Ett liknande tillvägagångssätt användes i Paper
II, där vi breddade vår forskning till att inkludera proteiner som påverkas

av ett yttre elektriskt fält under tiden de befinner sig vakuum. Proteiner är,

likt många andra molekyler, en naturlig dipol. Det betyder att centren för

den nettopositiva och den nettonegativa laddningen är positionerade på olika

ställen inom proteinstrukturen. Ett yttre elektriskt fält kan därför interagera

med dipolen och därigenom förflytta dess orientering i det elektriska fältets

riktning. Detta skulle innebära att även ett protein förändrar sin orientering,

precis som att en båt som har satt segel orienterar sig själv i vindens riktning.

Att manipulera orienteringen har potential att bli exceptionellt kraftfullt för

särskilda metoder som används för att bestämma proteinstrukturer; dock

riskerar proteinstrukturen att bli förvrängd eller till och med permanent

skadad om det elektriska fältet är för starkt. Därför använde vi data från

dipol-orienterade gasfas-proteiner, rehydrerade dem och undersökte rehy-

dreringsdynamiken samt om det elektriska fältet orsakat några irreversibla

förändringar på de respektive strukturerna. Vi observerade liknande beteenden

som i Paper I och kunde dessutom se att proteiner som orienterats med olika

starka elektriska fält inte hade några strukturella skillnader som orsakats av

fältet. Rehydreringssimuleringar har därmed visats vara en potent metod inte

enbart för att undersöka de atomiska detaljerna vid vakuum-kompaktering,

utan de kan generellt användas för att förfina proteinstrukturer och föra dem

närmre det nativa tillståndet. Den andra huvudsakliga forskningsfrågan som

vi studerade var att simulera CIU av proteiner. I särskilda MS-experiment

separeras proteiner ytterligare i en liten gasfylld enhet i instrumentet. Gasen

är inert, vilket innebär att dess molekyler är mycket stabila och att de inte

kommer reagera med proteiner eller andra molekyler. Separationen av

proteiner baseras på deras övergripande form och storlek medan de färdas

genom den sagda enheten, där proteinerna kolliderar med gasmolekylerna.

Ju större proteinet är, desto mer kolliderar det med den interta gasen och

desto längre tid tar det för det att migrera genom den så kallade drifttuben.

Hastighetsskillnaderna mellan proteinerna och gasmolekylerna ökar, och

66



därför sker det fler energiska kollisioner mellan dem. Det resulterar till

slut i att delar av proteinet vecklas ut, vilket innebär att proteinstrukturen

aktivt har rubbats. Kanske undrar du vad det är för mening med att förstöra

proteinstrukturen. Experiment med CIU är väldigt effektiva för att undersöka

och förstå proteiners struktur och stabilitet, vilket vi avsåg simulera med

MD i Paper III och Paper IV. Medan man i CIU-experiment ökar kolli-

sionsenergin för att proteinet ska vecklas upp, så kan man i MD inducera

uppveckning genom att aktivt höja och simulera vid högre temperaturer. I

Paper III genomförde vi detta för två dimerer från stammarna Norwalk

och Kawasaki, genetiska varianter av det patogena noroviruset. Vi såg att

dimererna är stabila upp till 600 K, men att de utveckas successivt vid högre

temperaturer om 700+ K. Dessutom kunde vi peka ut potentiella områden hos

proteinerna som har störst sannolikhet att vecklas ut först, samt fann en högre

stabilitet hos Kawasaki-dimeren än hos Norwalk-dimeren. Våra upptäckter

ger därmed en utgångspunkt för ytterligare experimentella CIU-studier av

dessa proteiner. Till Paper IV använde vi data från CIU-experiment på

det så kallade “beta-barrel-proteinet” FhaC till våra CIU-MD-simuleringar.

FhaC är ett transportprotein som sitter i lipidbilagret hos de bakterier som

orsakar kikhosta. Som transportör måste FhaC kunna genomgå betydande

restrukturering för att utföra sin uppgift, vilket utvärderades med CIU.

Vi kombinerade experimentella data och våra simuleringsdata och kunde

förutse ett detaljerat uppveckningsmönster för FhaC. Atomär information

kunde erhållas och det tillät en detaljerad uppskattuppveckningning av

FhaCs struktur genom uppveckningsprocessen, vilket visade på en mekanism

som motsäger modeller baserade på experimentella data. På så vis visade

vi att CIU-MD-simuleringar är högst användbara för att förstå, följa och

finna viktiga tillstånd under proteiners uppveckningsprocessen, vare sig det

gäller att få fram information till framtida experiment eller att komplettera

existerande data.

I sin helhet avancerar forskningen som presenteras i denna avhandling

förståelsen för proteinstruktur med hjälp av MD-simuleringar. Informationen

som framtagits med MD-simuleringar visar på vikten av att sätta protein-

strukturforskningen i ett atomiskt perspektiv. Vi har på ett omfattande sätt

diskuterat vilka fördelar som kan uppnås av att använda av MD, när MD

ska komplementera eller komplementeras och vad som småningom kan

förbättras i framtida studier. Därutöver visar våra resultat på fördelarna med

att kombinera MD-simuleringar med experimentella metoder – i synnerhet

MS, där exakta detaljer då kan beskrivas med atomisk upplösning och det

visar på potentialen att MD kan bli en än mer framträdande verktygslåda för

proteinstukturforskningen.
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Populaire Samenvatting

Eiwitten. Wanneer we in het dagelijks leven lezen of horen over eiwitten, is

dat vaak in de context van hun voedingswaarden en hoe belangrijk ze zijn voor

een gezonde levensstijl. Waarom is dat? En wat zijn eiwitten precies? Een

eiwit is opgebouwd uit kleinere bouwstenen, zogenaamde aminozuren, die als

een keten met elkaar verbonden zijn. Je zou een eiwit eigenlijk kunnen zien

als een parelketting, waarin de aminozuren de parels zijn. Om aminozuren op

te nemen die ons lichaam niet zelf kan maken, ook wel essentiële aminozuren

genoemd, moeten eiwitten worden verteerd. Eiwitten fungeren echter niet

alleen als een bron van essentiële aminozuren, maar zijn ook betrokken bij de

regulatie van een hoop belangrijke processen in het lichaam. En daar zijn ze

in principe erg goed in.

Stel je voor dat je wordt gevraagd om een strakke bout los te draaien. Zou je

dan een hamer gebruiken? Waarschijnlijk niet. Hoewel een tang al een betere

optie is, en het waarschijnlijk ook best lukt om de bout iets losser te draaien,

kost dit waarschijnlijk erg veel moeite. De meest efficiënte manier is om het

gereedschap te pakken dat past bij deze taak, namelijk een sleutel of moer-

sleutel met instelbare wijdte. Als we dit concept toepassen op eiwitten, zien

we veel gelijkenis. De natuur heeft eiwitten namelijk op een zodanige manier

gemaakt, dat zij erg efficiënt zijn in hun aangewezen taak. Dit is belangrijk,

aangezien eiwitten, zoals eerder verteld, betrokken zijn bij een hoop belang-

rijke processen in het lichaam, waaronder transport, structurele ondersteuning,

mechanische beweging en het bestrijden van infecties. Hoewel de algemene

structuur van eiwitten een belangrijke rol speelt, zijn interactie en dynamiek

ook van groot belang voor het functioneren van eiwitten. Terugkomend op het

voorbeeld met de bout en de sleutel; net zoals dat we hebben gezien dat de

(moer)sleutel ideaal is om de bout los te draaien, zal het simpelweg in con-

tact brengen van de sleutel en de bout niet voldoende zijn om de bout los te

krijgen. We moeten dynamiek, beweging, toepassen om de bout ook daadw-

erkelijk los te krijgen. Ook hier kan weer een vergelijking worden gemaakt

met eiwitten. Alleen als we de eiwitstructuur én hun dynamiek én interacties

begrijpen, kunnen we de specifieke rol van eiwitten in ons lichaam goed in-

schatten. Dit is niet alleen van belang voor de algemene kennis, maar ook om

ziekten, welke het gevolg kunnen zijn van eiwitten die op de één of andere

manier zijn aangetast, beter te begrijpen en/of behandelen.

Eiwitten kunnen worden bestudeerd met allerlei verschillende methodes. Zo

zijn er methodes waarmee de aminozuursamenstelling van eiwitten kan wor-
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den onderzocht, methodes waarmee hun structuur in hoge resolutie kan wor-

den bestudeerd en zelfs methodes waarmee het molecuulgewicht kan wor-

den bepaald, zoals massaspectrometrie (MS). MS is en veelgebruikte techniek

waarmee eiwitten (en hun eigenschappen) worden bestudeerd, terwijl deze

zich in de gasfase bevinden. Dat betekent dat eiwitten worden onderzocht in

afwezigheid van oplosmiddelen of andere moleculen. Dit is best verrassend,

aangezien ongeveer 70 % van het menselijk lichaam uit water bestaat, wat dus

ook de natuurlijke omgeving van eiwitten is. De reden dat eiwitten toch in de

gasfase worden gebracht, is omdat dit de mogelijkheid biedt om geïsoleerde

eiwitten te kunnen bestuderen, met zo min mogelijk invloed van andere vari-

abelen. Tegenwoordig is het mogelijk om eiwitten heel voorzichtig in de gas-

fase te brengen, wat er voor zorgt dat de eiwitten een conformatie behouden

die erg lijkt op hun oorspronkelijk structuur. Hoewel MS een populaire meth-

ode is, is het niet mogelijk om eiwitten te bestuderen op atoom-niveau, wat

wel erg interessant kan zijn. Stel je voor dat je auto niet wilt starten en dat

je erachter probeert te komen wat het probleem is. Als je beperkt bent tot het

openen van de motorkap, zul je wellicht zien dat er iets niet klopt en dat er

een probleem is met bijvoorbeeld de motor. Dit is echter niet altijd genoeg

om er ook daadwerkelijk achter te komen wat de oorzaak van het probleem

is, aangezien je geen verdere details kan zien/onderzoeken als je alleen kan

kijken naar de motor in zijn geheel. Experimentele methoden voor eiwiton-

derzoek, zoals dus MS, stuiten op hetzelfde probleem, namelijk dat details op

atoom-niveau niet kunnen worden bestudeerd, terwijl deze wel erg relevant

kunnen zijn. Om eiwitten in meer detail te kunnen bestuderen, gebruiken on-

derzoekers computationele methoden zoals moleculaire dynamica (MD) sim-

ulaties. ‘Simulaties’ is hier het sleutelwoord; met MD simuleren we eiwit-

ten en verzamelen we theoretische gegevens over de dynamiek van eiwitten.

Dit wordt gedaan door de tweede bewegingswet van Newton toe te passen:

wanneer een kracht op een massa werkt, wordt die massa versneld. Als we

een appel (= massa) op een tafel zouden leggen en deze in een willekeurige

richting zouden duwen (= kracht), dan verandert de snelheid van de appel (=

versnelling) en komt de appel op een nieuwe positie op de tafel terecht. In

MD doen we in principe hetzelfde, maar dan voor elk atoom in het eiwit. Va-

nuit een beginpositie van het eiwit oefenen we eerst een bepaalde kracht uit.

Als de nieuwe positie van elk atoom wordt bijgewerkt, wordt er opnieuw een

bepaalde kracht uitgeoefend. Door dit meerdere malen te herhalen, zien we

het eiwit letterlijk bewegen, waarmee we de dynamiek van het eiwit kunnen

simuleren.

Het doel van dit proefschrift is om met behulp van MD simulaties meer inzicht

in (de atomen van) eiwitten te krijgen. Het hier gepresenteerde onderzoek kan

worden onderverdeeld in twee onderzoeksthema’s: rehydratie (Artikel I en

Artikel II) en ‘botsingsgeïnduceerde ontvouwing’ (Engels: collision-induced

unfolding, CIU) simulaties van eiwitten (Artikel III en Artikel IV). Rehy-
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dratie verwijst naar het terugplaatsen van aan vacuüm blootgestelde eiwitten

in water. Wanneer we eiwitten uit hun natuurlijke omgeving halen, stellen we

ze letterlijk bloot aan een omgeving waarvoor ze niet gemaakt zijn. Dit kan

hun structuur beïnvloeden en daardoor dus de manier waarop zij zich gedra-

gen, wat weer kan leiden tot misleidende resultaten. In Artikel I bestudeerden

we twee eiwitten die de beschermende schil van het bacteriofaag MS2-virus

vormen. Virussen zijn ziekteverwekkers die cellen kunnen infiltreren en de op-

dracht kunnen geven om nieuw viraal genetisch materiaal te maken. Dit virale

genetische materiaal bevind zich in een omhulsel, wat bestaat uit meerdere

kopieën van zo goed als dezelfde eiwitten. Deze eiwitten kunnen wel iets ver-

schillen in structuur, zoals ook het geval is bij het bacteriofaag MS2-virus.

Het doel van Artikel I was om te begrijpen hoe blootstelling aan vacuüm de

twee dimeren zou kunnen beïnvloeden en hoe deze zich gedragen wanneer

ze daarna weer in oplossing worden gebracht. We zagen dat het verwijderen

van water uit de eiwitten resulteert in een algehele verdichting van hun struc-

tuur en dat dit voor het grootste deel wordt teruggedraaid tijdens rehydratie.

Met behulp van MD konden we atomistische bewegingen nauwkeurig lokalis-

eren. Ook konden we zien welke gebieden uiteindelijk terugkeren naar hun

oorspronkelijk structuur en welke gebieden dat niet doen. Dit onderzoek werd

verder uitgebreid in Artikel II, waar eiwitten werden bestudeerd die aan een

extern elektrisch veld waren blootgesteld terwijl ze zich in vacuüm bevon-

den. Net als veel andere moleculen hebben eiwitten een natuurlijke dipool.

Dat betekent dat het centrum van de netto positieve en netto negatieve lading

zich in verschillende gebieden binnen de eiwitstructuur bevinden. Een extern

elektrisch veld kan een interactie aangaan met de dipool, wat de oriëntatie

van de dipool kan manipuleren in de richting van het elektrische veld. Dit

betekent dat het eiwit ook van oriëntatie zal veranderen, net zoals een boot

die uitvaart zich zal oriënteren in de richting van de wind. Hoewel het manip-

uleren van de oriëntatie bijzonder nuttig kan zijn om de eiwitstructuur beter

te begrijpen moet er ook rekening worden gehouden met de sterkteé van het

elektrische veld; als het aangelegde elektrische veld te sterk is, is er een kans

dat de eiwitstructuur vervormd of zelfs permanent beschadigd. In het vervolg

van dit artikel hebben wij dit verder uitgezocht. We gebruikten gegevens van

dipool-georiënteerde eiwitten in de gasfase, bekeken de rehydratiedynamiek,

waarna we bestudeerden of de toegepaste elektrische velden onomkeerbare

veranderingen in de eiwitstructuren achterlieten. We observeerden vergelijk-

baar gedrag als in Artikel I, en bovendien dat eiwitten die georiënteerd waren

met verschillende elektrische veldsterktes geen structurele verschillen hadden

die waren veroorzaakt door de toegepaste elektrische velden. Rehydratiesimu-

laties blijken dus een krachtige methode te zijn om niet alleen de atomistische

details van vacuümverdichting te onderzoeken, maar ook om eiwitstructuren

te verfijnen en deze dichter bij hun oorspronkelijke conformaties te brengen.
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Het tweede onderzoeksthema dat we bestudeerden was het simuleren van

CIU van eiwitten. In bepaalde MS-experimenten worden eiwitten verder

gescheiden in een klein met gas gevuld compartiment van het instrument.

Het gas is inert, wat betekent dat de moleculen zeer stabiel zijn en niet

zullen reageren met de eiwitten of andere moleculen. De scheiding van de

eiwitten is gebaseerd op hun algehele vorm en grootte. Terwijl de eiwitten

door het bovengenoemde compartiment reizen, komen deze in botsing met

de gasmoleculen. Hoe groter het eiwit, hoe meer het in aanraking komt

met het inerte gas en dus hoe langer het eiwit nodig heeft om te migreren.

De snelheidsverschillen tussen eiwit- en gasmoleculen worden vergroot,

waardoor er meer energetische botsingen ontstaan. Dit zal er uiteindelijk

toe leiden dat delen van het eiwit zich ontvouwen, wat impliceert dat de

eiwitstructuur actief wordt verstoord. Dit soort experimenten, waarbij de

eiwitstructuur actief wordt verstoord zijn erg effectief om de structuur en

stabiliteit van eiwitten te onderzoeken en te begrijpen. In Artikel III en

IV wilden we dit dan ook simuleren met MD. Waar in CIU-experimenten

de botsingsenergie wordt verhoogd, wat leidt tot ontvouwen van eiwitten,

wordt ontvouwing bij MD geïnduceerd door de temperatuur te verhogen

en te simuleren bij deze hoge temperaturen. In Artikel III hebben we dit

gedaan voor twee dimeereiwitten van de Norwalk- en Kawasaki-stammen,

wat genetische varianten van het Norovirus-pathogeen zijn. We zagen dat de

dimeren stabiel zijn tot 600 K, maar zich geleidelijk ontvouwen bij hogere

temperaturen van 700+ K. Ook lokaliseerden we potentiële gebieden van de

eiwitten die naar waarschijn-lijkheid het eerst zullen ontvouwen en zagen

we (in het algemeen) een hogere stabiliteit van het Kawasaki-dimeer in

vergelijking met het Norwalk-dimeer. Deze bevindingen vormen de basis

voor toekomstig CIU-onderzoek van de genoemde eiwitten. In Artikel IV
hebben we gegevens van CIU-experimenten van het β-barrel-eiwit FhaC

gebruikt voor de CIU-MD-simulaties. FhaC is een transporteiwit dat in de

lipidedubbellaag van bacteriën zit en verantwoordelijk is voor het veroorzaken

van kinkhoest. Als transporteiwit moet FhaC aanzienlijke dynamische veran-

deringen kunnen ondergaan om zijn taak te vervullen, die uiteindelijk werden

geëvalueerd met behulp van CIU. We combineerden experimentele gegevens

met onze simulatiegegevens en konden een gedetailleerd ontvouwingspatroon

voor FhaC voorspellen. Ook hebben we laten zien dat de MD simulatie de

voorspellingen op basis van experimentele data tegenspreekt. In dit artikel

hebben we dus laten zien dat CIU-MD-simulaties zeer nuttig zijn om het

ontvouwingsproces van eiwitten te begrijpen, te volgen en te lokaliseren, of

het nu gaat om informatie voor toekomstige experimenten of om bestaande

onderzoeksgegevens aan te vullen.

De verschillende onderzoeken in dit proefschrift hebben laten zien hoe be-

langrijk onderzoek naar eiwitten op atoom-niveau is. We hebben uitgebreid

laten zien wat voor voordelen het gebruik van MD kan hebben, waar MD een
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aanvulling zou moeten zijn of zou moeten worden aangevuld en wat uitein-

delijk zou kunnen worden verbeterd in toekomstige studies. Bovendien tonen

onze resultaten de meerwaarde van het combineren van MD-simulaties met

experimentele methoden, met name MS, waardoor exacte details in atomaire

resoluties kunnen worden vastgesteld. Al met al heeft het onderzoek dat in dit

proefschrift is gepresenteerd laten zien dat MD een veelbelovende methode is

om eiwitten beter te begrijpen en potentie heeft om een prominente research

tool te worden binnen dit vakgebied.
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Populärwissenschaftliche Zusammenfassung

Proteine. Wenn wir heutzutage in unserem täglichen Leben von Proteinen

hören oder lesen, werden wir an ihren Nährwert erinnert und daran, wie

wichtig sie für einen gesunden Lebensstil sind. Aber warum ist das so und

was sind Proteine genau? Proteine bestehen aus kleinen Bausteinen, den

sogenannten Aminosäuren. Ein Protein kann hierbei aus einer einzelnen

oder aus mehreren Ketten verbundener Aminosäuren bestehen. Wir müssen

Proteine verdauen, um die Aminosäuren zu erhalten, die unser Körper

selbst nicht synthetisieren kann. Proteine sind jedoch weit mehr als nur

eine Nahrungsergänzung, die uns mit essentiellen Aminosäuren versorgt.

Sie stellen auch sehr wichtige biologische Makromoleküle dar, welche uns

die Steuerung und Regulierung der meisten Prozesse in unserem Körper

ermöglichen.

Stellen Sie sich vor, Sie stehen vor der Herausforderung einen festsitzen-

den Bolzen lösen zu müssen. Würden Sie hierfür einen Hammer benutzen?

Wahrscheinlich nicht, denn die Funktionsweise des Hammers ist nicht wirk-

lich passend für die anstehende Aufgabe. Eine herkömmliche Zange wäre

möglicherweise schon eine bessere Option. Mit dieser könnten Sie den Bolzen

vielleicht sogar lösen, jedoch wäre dies mit einem enormen Kraftaufwand ver-

bunden. Im Idealfall würden Sie wahrscheinlich eine Rohrzange mit verstell-

barer Breite wählen. Diese bietet die ideale Form zur Lösung des Problems

bei minimalem Kraftaufwand. Bei Proteinen ist dieses Konzept sehr ähnlich.

Diese wurden von der Natur so gestaltet, dass sie ihre zugewiesenen Auf-

gaben bemerkenswert effizient erfüllen können. Aufgaben, die vom Transport

über die strukturelle Unterstützung bis hin zur mechanischen Bewegung oder

der Bekämpfung von Infektionen reichen – Proteine erfüllen unterschiedlich-

ste wichtige Funktionen. Die Gesamtstruktur von Proteinen ist ein Schlüssel-

aspekt für ihre Effizienz. Struktur ist jedoch nicht alles – auch ihre Wechsel-

wirkungen und ihre Dynamik sind für die Proteine entscheidend. Zurück

zu dem festen Bolzen und der Rohrzange: wie wir gesehen haben, ist die

Form der Rohrzange grundsätzlich ideal zum Lösen des Bolzens, jedoch wird

dieser durch ledigliches Auflegen der Zange nicht gelöst. Erst die Anwen-

dung von Dynamik und Mobilität, also die Interaktion, führt zur angestrebten

Lösung des Problems. Und auch diese Beobachtung lässt sich auf Proteine

übertragen: Durch das Verständnis der Proteinstruktur, ihrer Dynamik und

Wechselwirkungen können wir ihre Funktionen und damit ihre spezifische

Rolle in unserem Körper abschätzen. Dies wird vor allem bei der Betrach-

tung von Proteinen, die in ihrer Aufgabenerfüllung gehindert sind, verdeut-

licht. Regelmäßig stellen diese die Ursache für bestimmte Krankheiten oder
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schädliche Zustände dar. Die Kenntnis über die Funktionsweise von Proteinen

sowie deren Beeinflussbarkeit hat das Potential unserem Wohlbefinden zugute

zu kommen und unseren Horizont über das Verständnis allen Lebens zu er-

weitern.

Die Untersuchung von Proteinstrukturen kann mit einer Vielzahl von Metho-

den durchgeführt werden. Es gibt solche, die die Aminosäurezusammenset-

zung von Proteinen und ihre Struktur in hoher Auflösung aufzeigen und sogar

ihr Molekulargewicht bestimmen können, wie zum Beispiel die Massenspek-

trometrie (MS). Diese ist eine sehr leistungsfähige Methode, welche in vielen

Laboren weltweit zur Untersuchung von Proteinen verwendet wird. Hierbei

werden diese in die sogenannte Gasphase überführt und unter der Abwesen-

heit von Lösungsmitteln und anderen Molekülen auf ihre Eigenschaften unter-

sucht. Der menschliche Körper besteht zu etwa 70 % aus Wasser, was folglich

die natürliche Umgebung von Proteinen darstellt. Warum erfolgt die Unter-

suchung also im Vakuum unter der Entfernung des Lösungsmittels? Ganz ein-

fach, um isolierte Proteine messen und so möglichst viele Informationen ohne

potentielle Interferenzen extrahieren zu können. Die Entwicklung schonender

Bedingungen für den Transfer von Proteinen in die Gasphase ermöglicht es

diesen weiterhin, eine Konformation (d.h. räumliche Anordnung) nahe ihrer

nativen Struktur, welche häufig in Experimenten mit nativer MS angewen-

det wird, beizubehalten. Detaillierte Informationen über die Proteinstruktur

und deren spezifische Dynamik unter bestimmten Bedingungen können so mit

nativer MS gewonnen werden. Doch wo es Vorteile gibt, gibt es auch Ein-

schränkungen. Während Informationen über die allgemeine Struktur von Pro-

teinen durch (native) MS bereitgestellt werden, ist eine hohe Auflösung ihres

Verhaltens auf atomarer Ebene für diese Methode nicht zugänglich. Stellen

Sie sich vor, Sie müssten den Motor Ihres Autos reparieren, dürften hierfür

aber nur die Motorhaube öffnen und den Motor betrachten. Möglicherweise

könnten Sie erahnen, wo das Problem liegen oder woher es stammen könnte.

Sie wären jedoch nicht in der Lage, die spezifischen Details des Problems

selbst feststellen zu können. Experimentelle Methoden der Proteinforschung

stoßen häufig auf gleichartige Probleme, da die Messung atomistischer Details

nicht immer in deren Möglichkeiten liegen.

Um einen detaillierten Einblick in Proteine zu erhalten, verwenden Forscher

Computermethoden wie Molekulardynamiksimulationen (MD). Simulation ist

hier das Schlüsselwort: Mit MD simulieren wir Proteine und sammeln theo-

retische Daten über deren Dynamik, indem wir Newtons zweites Bewegungs-

gesetz anwenden. Eine Masse wird durch die Einwirkung einer Kraft be-

schleunigt. Wenn wir einen Apfel (= Masse) auf einen Tisch legen und diesen

in eine beliebige Richtung schieben (= Kraft), ändert sich die Geschwindigkeit

des Apfels (= Beschleunigung) und letztendlich zu einer neuen Position des

Apfels auf dem Tisch. Bei MD machen wir im Grunde dasselbe, allerdings

für alle Atome innerhalb des Proteins, welche miteinander verbunden sind
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und sich somit zusammen bewegen. Auf ein Protein in einer bestimmten An-

fangsposition wenden wir eine Kraft an und aktualisieren daraufhin die Infor-

mationen für die neue Position jedes Atoms. Wiederholen wir diesen Schritt

mehrfach, sehen wir das Protein buchstäblich in Bewegung und können so

dessen Dynamik simulieren.

Ziel dieser Arbeit ist es, mithilfe von MD weitere atomistische Informationen

über Proteine zu erhalten. In insgesamt vier wissenschaftlichen Unter-

suchungen (Publikationen) haben wir Proteine in der Gasphase simuliert

oder verfügbare Gasphasendaten verwendet, um zusätzliche Einblicke in ihre

zugrunde liegenden Dynamiken unter bestimmten Bedingungen zu erhalten.

Darüber hinaus kann die hier vorgestellte Arbeit in zwei Hauptforschungs-

bereiche unterteilt werden: Die Simulation von Proteinen durch Rehydrierung

und die durch Kollisionsinduzierte Entfaltung (Englisch: collision-induced

unfolding, CIU). Rehydrierung bedeutet, Proteine die zuvor einem Vakuum

ausgesetzt waren wieder in Wasser zu geben. Wenn wir Proteine aus ihrer

natürlichen Umgebung nehmen, setzen wir sie einer neuen Umgebung aus,

für die sie nicht gemacht sind. Dies könnte möglicherweise ihre Struktur

beeinflussen und folglich Konsequenzen für die Nutzung der Vakuumdaten

haben, insofern wir davon ausgehen, dass diese Daten ihren nativen Zustand

beschreiben. Rehydrierung ist die Hauptforschungsfrage, welche wir in Pub-
likation I und Publikation II untersuchen. Für Publikation I entschieden

wir uns, die beiden Proteine des Bakteriophagen-MS-2-Virus zu simulieren,

welche die schützende Hülle des Virus bilden. Viren sind Krankheitserreger,

die eine Wirtszelle infizieren und deren Mikromaschinerie für die Replikation

übernehmen, um so neue Kopien ihrer genomischen Daten zu produzieren.

Letztere wird von einer einkapselnden Hülle beherbergt, transportiert und

geschützt, die aus mehreren Kopien derselben Proteine besteht. Diese

Proteine können sich jedoch leicht in ihrer Struktur unterscheiden, wie dies

auch beim Bakteriophagen-MS-2-Virus der Fall ist. Wir wollten verstehen,

wie Vakuumexposition diese beiden Dimere beeinflussen könnte und wie

sie sich verhalten, wenn sie danach wieder in Lösung gebracht werden.

Wir haben gesehen, dass die Entfernung von Wasser aus den Proteinen zu

einer allgemeinen Verdichtung ihrer Struktur führt, die sich während der

Rehydrierung zum größten Teil wieder zurückbildet. Mithilfe von MD waren

wir in der Lage, atomistische Bewegungen und Bereiche der Proteine zu

erkennen, welche zu ihrer Normstruktur zurückkehren. Weiterhin konnten

wir diese Bereiche genau lokalisieren und zudem feststellen, welche anderen

dies nicht tun. Ein ähnlicher Ansatz wurde für Publikation II verfolgt,

wo wir unsere Forschung auf Proteine ausweiteten, welche im Vakuum

von einem externen elektrischen Feld beeinflusst wurden. Proteine besitzen

wie viele andere Moleküle einen natürlichen Dipol. Das bedeutet, dass

die Zentren der positiven und negativen Nettoladung in unterschiedlichen

Bereichen innerhalb der Proteinstruktur lokalisiert sind. Ein angelegtes
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elektrisches Feld ist daher in der Lage, mit dem Dipol zu interagieren und

somit seine Ausrichtung entlang der Richtung des elektrischen Feldes zu

manipulieren. Das würde bedeuten, dass auch das Protein seine Orientierung

ändert, so wie sich ein Boot mit gesetztem Segel in Windrichtung aus-

richtet. Die Manipulation der Orientierung hat das Potenzial, für bestimmte

Proteinstrukturbestimmungsmethoden außergewöhnlich wirkungsvoll zu

sein. Wenn das angelegte elektrische Feld jedoch zu stark ist, könnte die

Proteinstruktur selbst verzerrt oder sogar dauerhaft beschädigt werden. Daher

haben wir Daten von dipolorientierten Gasphasenproteinen verwendet, diese

rehydriert, ihre Dynamiken untersucht und überprüft, ob die angelegten

elektrischen Felder irreversible Veränderungen an den jeweiligen Strukturen

hinterlassen haben. Wir beobachteten ein ähnliches Verhalten wie in Pub-
likation I. Darüberhinausgehend stellten wir fest, dass Proteine, welche

mit unterschiedlichen elektrischen Feldstärken orientiert wurden, keine

strukturellen Unterschiede aufwiesen, die durch die angelegten elektrischen

Felder hätten induziert werden können. Rehydrierungssimulationen erwiesen

sich somit als eine wirksame Methode, um nicht nur die atomistischen

Details der Vakuumverdichtung untersuchen zu können. Vielmehr können

diese allgemein verwendet werden, um Proteinstrukturen zu verbessern und

diese näher an ihre nativen Konformationen zu bringen. Die zweite große

Forschungsfrage, welche wir untersuchten, war die Simulation von Proteinen

durch CIU. In spezifischen MS-Experimenten wurden Proteine in einem

kleinen, gasgefüllten Kompartiment des Messinstruments weiter getrennt.

Das Gas ist inert, was bedeutet, dass dessen Moleküle sehr stabil sind und

nicht mit den Proteinen oder anderen Molekülen im Allgemeinen reagieren.

Die Trennung der Proteine basiert auf ihrer Gesamtform und -größe, während

sie durch das zuvor erwähnte Kompartiment wandern, wo die Proteine mit

den Gasmolekülen kollidieren. Je größer das Protein ist, desto mehr kollidiert

es mit dem Gas und desto länger braucht es, um durch die sogenannte

Driftröhre zu wandern. Die Geschwindigkeitsunterschiede zwischen Protein-

und Gasmolekülen werden erhöht, was energetisch steigende Kollisionen

zwischen ihnen erzeugt. Dies führt schließlich dazu, dass sich Teile des

Proteins entfalten, wodurch die Proteinstruktur aktiv gestört wird. Vielleicht

stellen Sie sich die Frage, warum man die Proteinstruktur zerstört. CIU-

Experimente sind sehr effektiv, um die Struktur und Stabilität von Proteinen

zu untersuchen und zu verstehen, was wir mittels MD in Publikation III
und Publikation IV simulieren wollten. Während in CIU-Experimenten die

Entfaltung durch Erhöhung der Kollisionsenergie herbeigeführt wird, wird

diese bei Verwendung von MD durch aktives Erhöhen und Simulieren bei

hohen Temperaturen induziert. In Publikation III taten wir dies für zwei

dimere Proteine der Norwalk- und Kawasaki-Stämme, genetische Varianten,

des Norovirus-Pathogens. Wir sahen, dass die Dimere bis zu 600 K stabil

sind, sich aber bei höheren Temperaturen von 700+ K zunehmend entfalten.

Darüber hinaus konnten wir potenzielle Bereiche der Proteine lokalisieren,
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die sich am wahrscheinlichsten zuerst entfalten. Insgesamt zeigte sich eine

höhere Stabilität des Kawasaki-Dimers im Vergleich zum Norwalk-Dimer.

Unsere Ergebnisse liefern somit die Grundlage für nachfolgende experi-

mentelle CIU-Studien dieser Proteine. Für Publikation IV haben wir Daten

aus CIU-Experimenten des β-Fass-Proteins FhaC verwendet, um unsere

CIU-MD-Simulationen zu informieren. FhaC ist ein Transportprotein, das

in der Lipiddoppelschicht von Bakterien sitzt, welche für die Verursachung

der Keuchhustenkrankheit verantwortlich sind. Als Transporter muss FhaC

erhebliche dynamische Umlagerungen durchlaufen können um seine Aufgabe

zu erfüllen, was schließlich mit CIU evaluiert wurde. Wir kombinierten

experimentelle Daten mit unseren Simulationsdaten und konnten ein detail-

liertes Entfaltungsmuster für FhaC vorhersagen. Atomistische Informationen

wurden enthüllt und ermöglichten eine detaillierte Abschätzung der Struktur

von FhaC während des Entfaltungsprozesses. Dies stellt einen Mechanismus

dar, der Vorhersagen auf der Grundlage experimenteller Daten widerspricht.

So zeigen wir, dass CIU-MD-Simulationen sehr nützlich sind, um wichtige

Zustände des Entfaltungsprozesses von Proteinen zu verstehen, zu verfolgen

und zu lokalisieren. Sei es, um Informationen für zukünftige Experimente

bereitzustellen oder um bestehende Forschungsdaten zu ergänzen.

Insgesamt erweitert die in dieser Dissertation vorgestellte Forschung das

Verständnis von Proteinstrukturen mithilfe von MD-Simulationen. Die

gewonnenen Informationen aus MD-Simulationen zeigen, wie wichtig es

ist, die Proteinstrukturforschung in eine atomistische Perspektive zu stellen.

Wir haben ausführlich diskutiert, welche Vorteile durch die Verwendung von

MD erzielt und wo selbiges ergänzt werden könnte oder sollte. Zudem was

schließlich in zukünftigen Studien verbessert werden könnte. Darüber hinaus

zeigen unsere Ergebnisse die Vorteile der Kombination von MD-Simulationen

mit experimentellen Methoden, insbesondere MS. Die hierdurch mögliche

Lokalisierung genauer Details atomarer Auflösungen verdeutlicht das

Potenzial von MD als Methode für die zukünftige Proteinstrukturforschung.
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