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Abstract

Seton, R. 2023. Fundamentals and applications of microplasma sources. Actuating, Sensing,
and Nonlinearly Approximating.. Digital Comprehensive Summaries of Uppsala Dissertations
from the Faculty of Science and Technology 2272. 54 pp. Uppsala: Acta Universitatis
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The research presented in this thesis covers a wide range of applications for, and integrations of,
a stripline split-ring resonator (SSRR) microplasma source. Common throughout the presented
works is the always present, but sometimes secondary, focus on analyzing the light and matter
that is emitted as gas is flowed through theplasma of the SSRR.

When evaluated as a heater in a cold-gas microthruster intended for attitude adjustment and
orbit maintenance of miniaturized satellites, the plasma was shown to be a more efficient than
two modes of resistive heating in improving the specific impulse of the thruster. Furthermore,
the ionized exhaust plume of the thruster was used to derive a novel method of estimating
its efficiency. In further analysis of the plasma parameters, correlations between supplied
power, ion density, and thrust efficiency were uncovered and verified by Langmuir probe
measurements.

In subsequent experiments, the use of the SSRR as a residual gas analyzer was explored, first
by comparing different classes of regression methods for determining gas species concentrations
from emitted UV-NIR spectra from the plasma. In a second study, the wide range spectrometer
was replaced with an optical filter and a photodetector, in a differential gas sensor setup where
the regression methods were replaced with peak intensity differentiation.

With the SSRR’s prospects as a gas sensor confirmed, further work focused on integrating
it in a transcutaneous blood gas monitoring (TBM) system. To address the shortcomings of
existing systems, a series of three studies covered the fabrication and evaluation of (i) A soft gas-
collecting patch that, with its accompanying microfluidics, transported the gas that permeates
the skin to the sensor, (i) A novel fabrication technique to integrate an electrical interface in
the bulk of the patch, and a prototype out-of-plane skin heater, and (iii) A theoretical model that
related the transcutaneous gas composition to blood gas concentration based on a computational
fluid dynamics model. Finally, the sensor and gas collector were integrated in a fully functional
TBM system.

In conclusion, the thesis explores the use of an SSRR throughout the three cornerstone
configurations of microsystem technology: as an actuator for microsatellite propulsion, as a
sensor for gas measurements, and integrated in a system for blood gas monitoring.
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1. Introduction

Let there be light, and there was plasma. While this is not the famous quote
popularized by various religious scripts, it could have been — had they only
been more concerned with reality. Because it is massive bodies of plasma that
provide us, and the rest of the universe, with the light that is the prerequisite
for life as we know it. This light not only grants us life, but knowledge as well.
It tells us the story of the universe, of its history and creation, and which atoms
and molecules exist in places so far away that by the time we see their traces,
they are long gone.

It should be noted that [ am taking some artistic liberties with the phrase te//
us above — a regular conversation would be quite cumbersome if it required
spectral analysis to understand what the other person is saying. The point is that
it is possible to determine the composition of mindbogglingly distant matter
from only the light it emits. The same goes for matter here on Earth. Here,
however, plasma is a little less common than in space. We see it in auroras,
lightning, and funky looking lamps, but outside of a brief period in the mid
-00s, when plasma displays were all the rage, it is rarely thought of as useful
in daily life. This is where the research performed for this thesis comes in.
Here, I will present the findings attained from using a microplasma source as
an actuator, sensor, and figurative star of a complete microsystem.

1.1 Outline and Objectives

The thesis is divided into three sections, each centered around one specific
configuration of microsystems technology (MST); sensors, actuators, and fully
integrated systems. Each section provides an introduction to the subject matter
within which the corresponding publications, listed in the List of papers above,
have been authored, and tries to provide a balanced summary of their contribu-
tion to the respective field or application. The papers and their results are thus
discussed as an extension to the introduction and review of each subject. These
aim to provide the context needed to understand the challenges addressed in
the publications, and the novelty they provide, rather than being an exhaustive
review of their individual fields.

The primary target audience of the thesis is undergraduate students and en-
thusiasts of science, technology, and engineering, but my hope is that both
more and less veteran readers will also enjoy the read. With that in mind, we
will start with an introduction to MST in general and the stripline split ring
resonator (SSRR) microplasma sources I have been using in my research, in
particular.
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1.2 Microsystems Technology

As indicated by the name, MST refers to systems whose defining features are
in the micrometer (um), or micron, or millionths of a meter, range. To put this
into perspective, if we were to scale up a um to be the length of a regular 33 cl
(~11 oz) soda can, the correspondingly scaled up can would reach outer space.

While there are plenty of things in our daily lives that have one or two di-
mensions in this size range, the tape of a compact cassette (a timely reference)
and fine spider webs for example, things that are no bigger than a few um
in any direction can not be seen with the naked eye. This, to a certain degree,
translates to fabrication as well — if you have ever sharpened a knife to the point
where you can let if fall through a tomato, you have created a microstructure!
Thus, it is as doable in one dimension as it is complex in two or three.

The fact that MST covers a range of components that can be anything from
barely submillimeter down to easily submicron makes the term microfabrica-
tion encompass an equally wide range of techniques. The processes that histor-
ically are most likely to come to mind when talking about microfabrication are
cleanroom-based ones, such as photolithography and wet and dry etching [1].
As any MST thesis would be incomplete without a short introduction to these
techniques, here follows my due diligence. Photolithography is a process that
involves coating a substrate with a thin film of a light-sensitive polymer called
photoresist, transferring a geometric design onto it with what is usually very
short wavelength light shone through a pre-made mask (think extremely high
resolution shadow puppets), washing off the sections that did not get cross-
linked, and then pouring over more chemicals to etch away the bits of the un-
derlying substrate that were uncovered. By repeating this process, it is possible
to produce small, complex structures. The reason for this technique being such
a staple of MST is its compatibility with the staple material — silicon — and its
scalability, both up and down. Down with respect to resolution, with the latest
commercial applications of it reaching single digit nanometer resolutions, and
up with respect to numbers, as it is the technique that has produced the most
units of any single component in the history of humanity'. And while this will
be the last you read about this particular technique in this thesis, we will get
back to the concept of how fabrication processes scale in Paper IV. That is
because scalability, together with the ability to rapidly prototype new designs
and provide high resolution results are the three primary features a researcher
is generally interested in, but can unfortunately usually only pick two of. The
choice of fabrication method has thus, at least historically, been governed by
two things, the lowest resolution required by the application, and how much
money the researcher in question has access to. With recent advancements in
low cost, high resolution fabrication methods [2], the latter bar is, fortunately,
being pushed downward. The former is what makes comparatively low-tech

'Reportedly, over 102! transistors have been produced, which similar in magnitude to a back-
of-the-envelope approximation of the number of stars in the universe.
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fabrication methods, such as screen printing [3], milling [4], and laser cutting
ubiquitous in MST research (and part of this thesis). Additionally, additive
manufacturing in general, and microscale 3D-printing in particular, have seen
rapid growth over the last decade and are already the microfabrication methods
of choice in many biomedical applications [5].

Concludingly, there have been works written solely about the fabrication
techniques in MST that make the earlier mentioned religious texts seem like
pamphlets by comparison. Even the one I used to reference photolithography
above, [1], is a three volume, 2000 page behemoth. So, instead of naming
more techniques and just adding references, let us move on to the microsystem
this thesis is centered around.

1.3 SSRR Microplasma Sources

When not abbreviated, stripline split-ring resonators are quite the mouthful.
Before getting into the microplasma part of it, we will use figure 1.1 to break
down its terms. Stripline simply refers to where in the dielectric a conduc-
tive strip is located. Figure 1.1a compares a stripline (right), where the gold-
colored conductor (or waveguide in our context) is located inside the dielectric
with ground planes enclosing it, with a microstrip (left), where it lies on top.
In the next subfigure, 1.1b, we see the Split-Ring Resonator, a conductive strip
that is essentially a curved antenna forming a ring with a small gap between
its ends. While the design considerations and governing physics of the res-
onator itself are quite interesting in their own right, I will defer to the original
publications [6, 7] for the details. The long and short of it is that the circum-
ference of the split-ring is exactly half a wavelength of the radio frequency
power coming out of the power supply driving it. This ensures that the voltage
across the cavity in the ring is maximized. Additionally, the length, width, and
angular offset of the strip connecting the ring to the power supply is adjusted
to minimize the amount of power reflected by the ring, a design process called
impedance matching. As a final note on the design of the SSRR, we return to
the first S. The stripline design addresses an issue plaguing microstrip SRRs
where changes in the surrounding relative permittivity affect the resonance
frequency of it. This means that touching the split-ring, or even significant
changes in the ambient humidity, would affect its plasma properties — or even
kill it entirely. Another aspect of it is tied to the resonance frequency of the
SSRR we used, 2.4 GHz. This frequency undoubtedly rings a bell to users of
Wi-Fi routers, wireless keyboards and mice, or microwave ovens, as it is the
same one as many of those appliances operate in, and the SRR is thus suscep-
tible to interference from them. Adding the encapsulating groundplanes, how-
ever, removes the interference [6]. This self-imposed need for added shielding
might seem cost-ineffective, but with the prevalence of all of these other an-
tennas operating at the same frequency comes the benefit of cheap, readily
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(a) Microstrip vs.  (b) Split-ring resonator (c) Fluidics to guide (d) Microplasma
Stripline. sandwich. gas samples through source with with
the plasma. fluidics-attachment.
Figure 1.1. Starting with a comparison of microstrip and stripline waveguides in (a),
the following figures shows the different components of the microplasma source.

available driving components. Granted, the requirements of the power supply
for the resonator in the microplasma source differs a bit from that of a Wi-Fi
antenna in a laptop, but being able to utilize a mature supply chain for parts
of it ensures the availability of spare parts and that the serviceability, and thus
longevity, of a power supply is not tied to one single manufacturer.

In papers I and 11, the microplasma source only included the elements seen
in figure 1.1b. In the subsequent five papers, however, the fluidics shown in
figure 1.1c were integrated to facilitate flowing gas through the plasma. It is
the same design as described in reference [8], sans the laser.

Finally it should be noted that while this design offers a stable, dense, cold
plasma that can be operated at relatively high pressures, none of the results in
the papers are intrinsically tied to it. It should be entirely possible to repro-
duce the results presented here with any microplasma source offering similar
characteristics.
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2. Sensors

As covered in the introduction, stars tell us not only the story of the universe
but also about themselves. More precisely, the light they emit carries informa-
tion about the substances they contain. Even more precisely, by analyzing the
electromagnetic (EM) radiation emitted from a plasma source, the individual
species and their concentrations in the plasma can be inferred. The reason for
this is, conceptually, straightforward: when an atom or molecule transitions
from a higher energy (excited) state to a lower one, the energy difference will,
in many cases, be emitted as a photon. As particles can only be excited to
certain specific energy states, they are confined to emitting an equally specific
set of photons, and while the number of possible transitions may be large, the
number of probable ones rarely is. This gives each type of atom and molecule
something of a spectroscopic fingerprint, a set of emission lines whose prop-
erties identify the particle. With this fingerprint, we can not only identify, but
also quantify their presence in plasma far beyond our reach. Amazingly, more
or less the same processes that reveal the composition of these massive, far
away stars are active in the few cubic millimeters of plasma generated by the
SSRR described in the previous section. A notable difference between those
stars and the SSRR, however, is that our plasma has an easy to access gas inlet.
In theory, then, if we have a gas of unknown composition, we can simply flow it
through our plasma and it will emit the spectral fingerprint of its constituents.
To turn this into a full-fledged gas analyzer, all we have to do is record and
identify the fingerprints. Recording photons, light that is, has been possible
for hundreds of years [9] — sorting individual wavelengths and recording their
intensity, however, is a bit of a different matter, especially when spatial and
power constraints are involved. After all, the miniaturization of the plasma
source would be for naught if we were going to strap it into a large array of
prisms and lenses. To determine what our options are then, we will have to get
into some details of how a spectrometer works.

Most compact optical (visible light) spectrometers are based on two main
components: a diffraction grating and a light sensor. The former disperses the
wavelengths of the incident light, and the latter records their intensity. The
spectral resolution, i.e., the minimum resolvable wavelength separation,

Admin = /R @.1)

of a grating at a wavelength \ is determined by its resolving power, in this
context
R =mN (2.2)
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Figure 2.1. Structural overview of a minimal microplasma and spectrometer-based
gas analyzer, starting from the left with the plasma emission which passes through a
slit, then a collimating lens, hits the diffraction grating, and is recorded by a CCD.

where m is the diffraction order and N the number of illuminated grooves on
the grating. In addition to resolution, its descriptive opposite, i.e., the maxi-
mum resolvable wavelength separation, is defined by the free spectral range
and given by

)\min
)\fsr = m (2.3)

where \,,;,, is the shortest wavelength in the range. While there are several
other properties of a diffraction grating, and the required optical system, that
affects the performance of an optical spectrometer, the ones laid out above
highlight one key issue; increasing the wavelength range decreases the spec-
tral resolution. Also, as the diffraction order increases, the intensity of the
dispersed peaks decreases. Going back to our spectral fingerprints, this means
that as the range of recordable fingerprints increases, not only does their sharp-
ness decrease, but the contrast as well. The latter, however, can to a certain
degree be addressed by using a more sensitive sensor.

At the time of writing, the most common sensor used in compact optical
spectrometers are linear image CCDs, with the main alternative being linear
image CMOS sensors'. While the latter completely dominates the sensor mar-
ket for small portable cameras, the properties required for a spectrometer dif-
fer significantly from those of, for example, a phone camera. Regardless of
what type of sensor is used, the key features of it are its spectral response,
full well capacity (FWC), pixel width and pitch, and — as with any sensor —
the signal-to-noise ratio (SNR). The spectral response, often described as the
sensitivity of the sensor, is in its most basic form simply quantum efficiency
(QE), i.e., the ratio of number of signal electrons to incident photons. In a data
sheet, however, it is often given in units of A/W (nonlinear conversion from
QE) or V/(Ix-s) (clamped nonlinear conversion). As the name suggests, this
is a wavelength-dependent feature of the sensor, with commercially available
back-illuminated CCDs focused on high sensitivity in the visual range reaching
above 95% peak QE around its 500 nm center wavelength and about half that at

!Indium gallium arsenide (InGaAs) sensors are also available and in general offer faster response
times than CCDs. They are, however, currently almost exclusively used in the NIR range.
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the edges of the range. While similar peak QE level CMOS sensors have been
demonstrated in literature, commercially available ones are still lacking. Simi-
larly, the FWC, i.e., the number of electrons a single pixel in a sensor can hold,
of both research and commercial® linear image CCDs tend to be significantly
higher than corresponding CMOS sensors [10, 11]. It should be noted that in
the context of a spectrometer, increased sensitivity, in most instances, requires
an increased FWC as saturating individual pixels on a sensor not only causes
information loss but also blooming, a process where signal electrons spill into
adjacent pixels, inflating the intensity recorded by them. FWC, however, is in
general, a simple higher-number-is-better property.

Finally, the pixel width and pitch is a feature that has to be matched with the
angular dispersion of the grating, i.e., the angular separation per unit range of
wavelength,

Aoy m (2.4)

0 d\  acos (6,,)

where a is the center to center distance between two adjacent slits in the grat-
ing, and 6,,, the angle of diffraction order m. Hence putting further restrictions
on the physical design of the system, and requirements on the supporting op-
tics. Ways to circumvent many of these requirements to achieve miniaturized
spectrometers is the subject of active research [12, 13], unfortunately, none are
yet available for general use.

Knowing then, that when constrained by size and portability requirements
there is a trade-off to be made between spectral resolution on the one hand and
wavelength range and sensitivity on the other, we are forced to make a choice
in how many fingerprints we want to be able to record and at what resolution
and contrast. So from now on, we will simply focus on one, meaning we will,
instead of trying to determine the species and concentration of all parts of a
gas mixture, we will zone in on one of them. To do this, there are two general
approaches we could take. We could just select one single emission line (so a
single part of a fingerprint), and get a narrow range, high resolution spectrome-
ter centered around that specific wavelength. The process of determining how
the intensity of this line relates to the concentration of the species it belongs to
would then simply be to record the intensity for a set of varying concentrations.
Nice and easy, just like figure 2.2a shows. However, with this approach, it is
hard to account for emission line superposition, i.e., where other species has
one or more emission lines at wavelengths closer to the selected one than the
A nin of the spectrometer, or spectral overlap stemming from line broadening
[14]. If we then were to describe the microplasma and spectrometer together
as a sensor, this would mean that the specificity (ability to respond to only a
single species) of it would not be very good. Low specificity does not imply

In commercial data sheets the FWC, or even the saturation voltage (V), is rarely specified.
Instead, the dynamic range is given as the ratio between the FWC or V, and the readout noise.
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that it is a bad sensor, only that the range of applications it can be deployed in
is limited.

Using a bigger A\,,;,, but wider range spectrometer would, of course, in-
crease the number of superpositioned and overlapping lines, but it would also
be able to record multiple emission lines, i.e., a larger portion of the spectral
fingerprint, of the sought after species. Additionally, it would make it possi-
ble to investigate the indirect effects of exciting the gas we are looking for,
such as emission lines from species resulting from molecular disassociation
(the splitting of molecules, COs — CO + O for example) in the plasma. At
first glance, with these added wavelengths and thus more information, it might
seem intuitive that we should be able find out more about the plasma and its
constituents. However, that is not considering the part we swooped by with
just a quick reference to figure 2.2a before — the part where we employ a curve
fitting method to find a relation between our two measured values. The method
we invoked will during execution treat one of the measured values as an inde-
pendent variable and the other as a dependent one. By convention, the depen-
dent one, the one we want to predict with the function provided by the curve
fit, is placed on the vertical axis, so also in the figure. The issue that arises
when we start adding more independent variables, in this case wavelengths,
is one of sampling density. Let’s illustrate it with an idealized example of the
small A\,,;, approach, but we will express it a bit more formally; We know
that the intensity of exactly one wavelength in the plasma emission spectrum
relates to the concentration of a species we want to measure. Given that the
spectrometer records the intensity at this single wavelength in a [0, 1] range of
arbitrary units, AU, and we record 11 equidistant intensities, we have sampled
the one dimensional feature space — here wavelength space — such that no two
adjacent measurement points are further away from each other than 10~! AU,
When we now employ the curve fitting method, likely a linear least squares
one, we provide it with a feature space with a sampling density of 11. Looking
at the resulting curve this is likely enough for us to confidently assume that we
can later measure an intensity of this wavelength and predict the concentration
of our species (with all the caveats listed above, of course).

Before we continue, it might be worth mentioning that this example is a
bit contrived, as what we are likely to do is to measure the intensity for 11
equidistant concentrations rather than intensities, but let us assume that we
designed the experiment this way.

Now, should we realize that the species we are interested in has another
emission line that provides further information about the concentration, we
might be tempted to simply divide our still one dimensional output space —
here concentration space — into to 11 equidistant steps and perform new mea-
surements. Looking at it from our curve fitter’s perspective, it has then been
tasked with fitting a continuous surface to 11 points of semi-unknown distribu-
tion, that is shaped like the one outlined in figure 2.2b — a challenge, to say the
least. So what we need to do to retain the sampling density, is to measure the
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Figure 2.2. Exponential increase in samples required to retain sampling density as the

number of features increase.

concentrations for 112 equidistantly distributed intensity combinations. Even
ignoring the complexity of setting up this kind of experiment, we have just
significantly increased our required lab time, going from 11 measurements to
121. Well, maybe not significantly, if we can automate the mixing of our gas
and use a high frequency CCD, we could record thousands of samples every
second. However, this process of adding more wavelengths to a measurement
generalizes to the number of samples we need to record being 10™"", where n
is the absolute value of the exponent of our adjacent sample distance, and m
the number of wavelengths per sample.

To concretize this using real-world hardware, we can look at the high speed
CCD S15729-01, capable of reading up to 70 000 spectra of 2048 pixels per
second. To map the wavelength space for the spectrum it can output at an
adjacent sample distance of 10~* AU, we would have to record 102%*® spec-
tra (with corresponding concentrations). This is roughly 10?50 more samples
than there are atoms in the universe, thus posing an issue for storing the data.
Furthermore, it would take around 102%36 years, which is at least 102020 years
longer than the universe is projected to support any form of information pro-
cessing [15].

This general issue — the exponential increase in samples needed to retain
the sampling density of a feature space — is what Bellman called the curse of
dimensionality [16]. He did, however, also chipperly note that there is no need
to feel discouraged by it, as it has been affecting physicists and astronomers
for many years. What this means in practice is that the wavelength space we
operate in when recording the spectra will be very sparsely sampled. This, in
turn, forces us to employ statistical methods to find a reliable approximation of
the relationship between a recorded spectrum and the concentration of a sought
after species.
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2.1 Regression Analysis of Spectral Data

Before getting into the details of any analysis, it is worth spending a little time
introducing the nomenclature used here and how it relates to that of the cited
work. To do this, we start with the most general description of the regression
task at I mentioned earlier, which is to employ a statistical method to approxi-
mate a function f such that Y = f(X), where Y is an IV x 1 matrix where each
row, y;, contains an observation of the dependent variable, and X an N x M
matrix where each row, z;, contains the corresponding observation of the in-
dependent variables, 2/, for i € [0, N] and j € [0, M]. What differs here from
much of the cited work is the superscript index j for independent variables
(IVs), as well as using the term IV instead of predictor variable, regressor,
explanatory variable, input variable, parameter of X, or any of the numerous
other terms found in literature. The former choice was simply to maintain
consistency throughout the thesis, such that v; is always the ith observation
of variable v. The latter was chosen partly because of how some of the other
terms are used to mean different things in different publications, e.g., predictor
in [17] and [18], and partly by personal preference. Additionally, I use the term
dependent variable (DV) rather than response variable, regressand, outcome,
output variable, or numerical response for the same reasons.

With this clarified, revisiting the leftmost panel in figure 2.2 makes it appar-
ent that for the case of M = 1, making a least squares fit of a function to the
observations is a distinctly surmountable task. However, even in this case, the
issue of finding the correct underlying physical relationship becomes apparent.
Any number of functions can have its parameters adjusted such that the sum
of squares of the residuals between the function and the 11 values in the fig-
ure is adequately small, but finding the one that truly models the relationship
between the intensity of the emission line and concentration of the species is
a task that requires extensive knowledge about the underlying physics. What
is further shown by the figure is that adding more wavelengths will not only
cause the feature space to be sparsely sampled, but it makes deducing anything
about the underlying physics, using only the least squares method, anything
but feasible — hence the popular aphorism A/l models are wrong [19]. Addi-
tionally, collinearities, or multicollinearities, among the IVs can often cause
severe instabilities when trying to fit a function to observations using the lin-
ear least squares method. Collinearity, in the perfect case, is when some IV
can be expressed as z] = v+ mf (for multicollinearity, the linear relation is
to more than one other variable), where 7y, 1 are constants and j # k, for all
i € [0, N] and is of course quite uncommon in experimentally obtained data.
However, even less than perfect correlation between Vs have a negative effect
on fitting, which poses an issue for spectral data where this is known to be the
case. Especially affected are molecular emission spectra since most molecules
have a large number of allowed energy states, making their emission lines form
entire emission bands [20, ch 1.3, 1.4].
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At this point, it may be worth connecting the generic expressions above
more closely to the application introduced in the previous section. Given that
we seek to approximate a function that predicts the concentration of some
species in our plasma given its emission spectrum, y; will be a measured (ob-
served) concentration of that species. The corresponding observation z; will
thus be the spectrum emitted from the plasma at that concentration, and fol-
lowingly z the intensity of jth wavelength in that spectrum. This, in turn,
means that N would be the number of spectra and corresponding concentra-
tions recorded in the experiment, and M the number of wavelengths in each
spectrum — i.e., pixels in the CCD of the spectrometer.

The by now high dimensional curve-fitting is, for us, further complicated by
the fact that it is known that not all intensities correlate with the concentration
of the sought after species. This could be handled by adding weights to the
curve fit, making parts of the spectra known to not contain primary emission
lines less influential in the fit, or even completely removing them. This would,
however, negate most of the reasons for opting to use a wider range spectrom-
eter in the first place. A better way would thus be to analyze which parts of the
spectra vary with the concentration.

To avoid simply switching between terms here, it is worth noting that, to
the best of my knowledge, there is no clearly defined difference between
curve-fitting and regression. As a personal preference, however, I tend
to use the expression fitting a function to a set of observations when
the independent and dependent variables look, but are not known, to be
correlated, and regression analysis when they are. As we know that the
emission spectrum from the plasma is correlated to its composition, I
will now switch to using the term regression.

. J

In an effort to address both sparsely sampled feature spaces and collineari-
ties, and with the assumption that processes that generate recordable data are
in general driven by a small number of hard to measure variables [21], Wold et
al. developed partial least squares, a.k.a. projection to latent structures, (PLS)
regression in the early 1970s [22]. Originally intended for the social sciences,
it has since become widely used in several fields, not least chemometrics. PLS
works by generating a set of uncorrelated linear combinations of the [Vs, the
so-called latent variables (or score vectors), that are then used to perform a
least squares regression. This projection of the observed data to a latent space
can, to a certain extent, be controlled by limiting the number of variables the
method should generate. The, arguably, most important aspect of the process
for the spectral application discussed here, is that it leads to a biased but lower
variance estimate of the regression coefficients by, as a virtue of the algorithm
rather than manually, assigning larger weights to [Vs with high variance when
creating the latent variables. Thus, it makes it possible to design experiments
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to, theoretically, increase the chance of the method to model the physical rela-
tion between the spectra and the concentration. However, as is shown in Paper
V, the limitation of restricting the dependent variables to a linear combination,
even of latent variables, can adversely affect the predictive performance of its
models — clearly so when the true relation between the independent and de-
pendent variables is, in fact, nonlinear. There have been multiple nonlinear
extensions to PLS [23] developed since its inception. Most of them can be
categorized by when the nonlinearity is introduced: after the latent variables
have been created [24], during the calculations of them [25], or by a nonlinear
transformation applied directly on the independent variables [26]. While all
three categories are able to improve regression on select data sets, it is hard to
interpret the transformation in the first two from a physical point of view when
dealing with emission spectra. For the last, the transformation ® (a:j ) is essen-
tially an idealized version of one or more optical components. In slightly more
formal terms, ® nonlinearly maps the original IVs to a feature space where a
linear PLS model is created. While the details of this method lie outside of the
scope of this thesis, this structural overview will hopefully suffice as a basis
for comparing the models of these methods, i.e. their approximations of the
function f mentioned in the beginning of this section.

Another family of regression analysis methods that, to quote the book The
Elements of Statistical Learning [27, ch 10.3], "there has been a great deal of
hype surrounding [...], making them seem magical and mysterious” are neu-
ral networks (NN). Structurally, the basic version of a neural network is quite
similar to PLS — a set of intermediate features are derived from the IVs that
are then used to model the DVs through linear combination. Despite this sim-
ilarity, the underlying assumptions of the methods differ in a substantial way.
Where PLS tries to find the hidden driving features of the data generating pro-
cess, NNs build on the idea that a sufficiently advanced network of hidden fea-
tures, misleadingly named neurons, is able to approximate complex relations
between independent and dependent variables. For a more detailed compar-
ison of how the latent variables of PLS and the neurons of the NN used in
Paper V are iteratively calculated, see reference [28] and [29], respectively.
There are at least two things to note about this comparison. Firstly, the PLS
reference provides the full details on how to go from having a matrix of in-
dependent variables, X, and a dependent one, Y, to making predictions on
new observations — the NN one only describes the algorithm used for the opti-
mization of an obgfective function. For our application, the objective function,
f(0) = N1 (pi(0) — ¢i)?, is simply the mean square error (MSE) be-
tween the predictions of the NN model, p;, and measured concentrations, ¢;,
and the parameters (which are in the same paper also called weights), 6;, the
coefficients of the linear combinations of IVs that make up the intermediate
features. Secondly, PLS is an end-to-end defined regression method, while
neural networks, even when only considering regression versions of them, are
more of a type of architecture of methods where it is possible to select and
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replace individual parts. So essentially, this comparison is the same as com-
paring a classic novel, written by a great author, with what I came up with
in a pick your own adventure book. It does, however, highlight some of the
clear structural differences between the methods. Because while it is techni-
cally possible to select the nonlinear transformation, ®, in the kernel-based
PLS method, neural networks make the selection a core part of employing the
method, and the literal multilayered approach of NNs creates an additional
nonlinear transformation that is learned from the input data, rather than se-
lected. The modular nature and numerous parameters (or hyperparameters as
they are regularly called) of NNs have some distinct downsides as well, one
being the barrier of entry they create. Another is the almost complete lack
of interpretability of any intermediate representation of the input data. All of
this, together with the tuning of parameter values that is often required, makes
it hard to compare the predictive performance of models stemming from the
different methods — for one thing, how much tuning of a model is fair? at what
point in the tuning should the method simply be considered a bad fit for the
application? Nonetheless, it is very much possible to make a minimum viable
version of a neural network, one that only has a small number of parameters to
tune, all of which can be safely left with some sensible default values. With a
small number of neurons, it would even be fast to train. Having few neurons,
however, will cause the performance of such a model to depend heavily on the
training data provided, an artificial shortcoming not present to the same extent
in PLS-based methods. To work around this, and thus try to compare the ap-
proach of PLS with that of neural networks, it is possible to use an ensemble
[18] of small NNs, and in that way remove the aforementioned barrier, on our
regression task.

2.1.1 An experimental design for method comparison

In addition to the considerations concluding the previous section, an aspect of
primarily the nonlinear methods that needs to be taken into account in a com-
parison is the computational resources required. While a method, tuned or not,
might be able to model complex physical relationships, its usefulness still de-
creases rapidly as computational time and resources increase. With all of this
in mind, the approach taken in Paper V, where the three methods discussed
above were compared and evaluated, was to compare them from what could
be described as an experimentalist’s perspective. That is, the experiments to
collect spectra and CO5 concentrations were the ones tailored to the specific
regression task, rather than the parameters of the methods. The evaluation then
sought to determine the methods’ dependence on preprocessing of the spectra,
feature (i.e., wavelength) selection, and training set size (/N). While prepro-
cessing, in general, can encompass quite extensive analysis on its own [30],
it was limited to two basic noise reduction methods, standard normal variate
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Figure 2.3. Structural steps of training and testing models in Paper V. The leftmost
stack represents all of the acquired spectra together with their metadata, and the fol-
lowing steps are (1) feature (wavelength) selection, (2) concentration based binning,
(3) randomized bin- and acquisition group based train-test split, (4) preprocessing, (5)
training, (6) testing, and (7) generating evaluation metrics. Each model was generated
with this pipeline 4 times.

(SNV) correction and sample averaging. This was intended to investigate the
sensitivity to IV noise of the produced models. In a similar vein, the feature
selection was used to evaluate the methods’ ability to model latent spectral
information outside of the primary emission lines, as well as to discard sec-
tions of the spectra that carried no such information. This was differentiated
from the preprocessing as it had a direct effect on the SNV correction and be-
cause the subsets could be reproduced by simply using a spectrometer with a
narrower spectral range.

I consider the methods’ dependence on these three aspects generic enough to
provide a strong indication of how they would perform on the same regression
task for a different species with similar relative emission line strength. A caveat
to this is the most prominent application-specific concession made in the study,
which was the concentration range, 0.1% to 4%, meaning that the conclusions
drawn are limited to a relatively weak signal. This limitation did, however, not
affect other parts of the experiments. The train-test-evaluate pipeline shown
in fig. 2.3, does contain a non-generic design choice as well though. In step
(2), where the observations are grouped into 5 concentration bins (the three
bins in the figure are just for visualization purposes), from which the random
train-test splits were drawn meant that a model’s test set could contain spectra
that required it to extrapolate from its training data. This could, of course, have
been circumvented by always placing observations of the lowest and highest
concentrations in the training set. In the study, however, a model’s ability to
extrapolate up to 20% outside of its training range was considered of interest.
Furthermore, the train-test split in step (3) was, in addition to concentration,
based on the so-called acquisition groups. These groups corresponded to a
constant CO9 concentration and spectra recorded under as close to constant
ambient conditions as the setup offered. To avoid a situation where a model
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would essentially be tested on spectra that were also present in its training set,
all spectra within a group were ensured to only be placed in either a train or
test set. While this could be considered an experiment-specific consideration,
I am hard pressed to imagine an experimental design for a similar comparison
that would not contain an analogous step.

Besides the aforementioned two steps, the pipeline is completely data and
regression method agnostic. The three chip-like symbols in the figure repre-
sent the methods evaluated in the paper, BANN for the neural network en-
semble, PLS for the method with the same name, and KPLS for the nonlinear,
kernel-based version of PLS mentioned in the previous section. The following
horizontal network symbols represents the models that the methods produced.
The subsequent evaluation step, while data and method agnostic, evaluated the
models’ predictions as if they were the output of a sensor.

2.1.2 Evaluating regression models as sensors

When evaluating the goodness of fit of a regression model, one of the most
commonly used statistics is the coefficient of determination, R2. While there
are several definitions of it [31], the one employed in Paper V was
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where p; is the ith prediction given by a linear regression of all the predictions,
pi, by the model, ¢; the ith concentration®, and ¢ the mean concentration of
the IV observations in the test set, i.e., the number of observations selected
to evaluate the model on. Expressed in general terms, this is a measure of
how well the predictions correlate with the corresponding concentrations. The
reason for clamping the value at O rather than letting a higher prediction MSE
or lower concentrations variance give a poorly predicting model a negative
value is that, when interpreting the predictions as the output of a sensor, there
is little meaning in a value less than 0. A sensor that outputs a constant signal
is neither worse nor better than one that outputs noise.

A consideration that is required when using R? in general is that it is based
on the assumption that the variance of the target values, for us that would be
the concentration, is known. When the values are actually measured or ap-
proximated, as in Paper V, this is not fully the case. An alternate approach to

‘Ina general setting p; is often also called modeled, fitted, or calculated value, and ¢; the true,
target, measured, or observed value. To make things more fun they are also often denoted with
and y, but sometimes f and y, and other times, other things. My notation might look funny and
this is by no means an authoritative text on statistics, but with regards to nomenclature, there
clearly does not exist such a thing.
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evaluate our models’ predictions is to treat the measured and predicted values
as two separate datasets and measure the correlation between them. The mea-
sure used for this in the paper is Pearson’s correlation coefticient (PCC) which
is given by

N
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P = = E 2.6
cC OpOe N —1 < op ) ( Oc > (2:6)
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where cov(p, ¢) is the covariance of p and ¢, o), and o, the standard devia-
tion of the predictions and concentration, respectively. With this approach, a
negative value does make sense; we have one sensor that outputs a model’s
predictions, and we have another that we measured the concentration with be-
forehand. With the PCC, we then explicitly handle them both as sensor output,
rather than treating the latter as a ground truth.

As both R? and PCC are only measures of the correlation between a model’s
predictions and the measured concentrations, if we are interested in the true-
ness — which is what the International Organization for Standardization (ISO)
calls what is more commonly referred to as accuracy [32] — of them, we need
an additional measure. The most straight-forward measure of this is of course
the (root) mean square relative error, the relative part then takes care of com-
parisons between top- and bottom heavy test sets. This is, however, where the
concentration range and measurement method used in the study imposes some
extra requirements on the evaluation. At the lower end of the former, there
will be CO9 emission lines that are simply swallowed by the broadening of ad-
jacent lines — thus making predictions in this lower concentration end harder
than just predicting at a lower SNR. With regards to the latter, the gas concen-
tration was measured by dilution of a standard. Therefore, lower concentration
samples that had been diluted more times had a greater concentration uncer-
tainty and could thus introduce artificial errors in the predictions. To account
for the above, we added relative concentration-based weights to the RMSRE,
arriving at a prediction error term defined as

wRMSRE = \/ > wi (2 — ) (2.7a)
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where wj is the ith weight, IV; is the number of values in the training set, and
Ymaz the maximum concentration in it.

When employing these three measures as a compound score,
1 (R* 4+ PCC+1— wRMSRE), we found that it was dominated by the
third term, and biased towards models that would perform well on low con-
centrations but not provide anything useful at higher ones. To rectify this, we
introduced a scaling term, in the paper dubbed the positive trueness parameter.
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Figure 2.4. All values of all measures used to evaluate the models in Paper V. In the
boxplot to the right, the black lines indicate median values.

As it only scaled the wRMSRE value, it had an intuitive interpretation as
the inverse of the largest relative error that would positively contribute to
the compound score — i.e., it functioned as a numerical threshold for what
was good enough. With this, the final compound score was defined by as
3 (R*+PCC+1— py - WRMSRE) € (—o00,1] and the different models
could be compared.

As shown in figure 2.4, the value of p,; was set to 1/2 — meaning that an
average relative error of less than 2 gave a positive contribution to a model’s
score. Additionally, the figure highlights how the measures complement each
other. The left pane, in particular, shows that while a low R? value may be
sufficient to discard a model, it is decidedly insufficient to compare multiple
ones.

Finally, in figure 2.5, the mean compound score of each individual model
is color- and size coded with the training set size on the horizontal axis. This
is what I believe to be the most interesting result of the study, as it provides a
clear view of which configurations of the regression methods that were able to
benefit from an increasing number of training samples — a strong indication that
the method is approximating the underlying physical model. While the BANN
models consistently performed significantly better than the other two methods,
as long as SNV corrections where not in the pipeline, the trend of prediction
performance scaling with training set size can also be seen with some KPLS
configurations.
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Figure 2.5. Mean compound score for each model represented by the color and height
of its box. Higher and brighter boxes indicate a score closer to 1, a single pixel line a
score < 0, and an empty slot means no model was trained for the combination param-
eter values.

2.1.3 Out of domain predictions

In an additional study to Paper V that was not included in the final publica-
tion, the best performing model of each regression method, as measured by
the compound score, was put to task on what is usually referred to as out of
domain data. This was simply spectra recorded using a setup that is covered in
the next chapter. For the purpose of evaluating the regression methods as part
of a sensor, the vertical lines in figure 2.6 indicate when the gas flowing to the
plasma was switched between a higher concentration source (on) and a lower
one (off). The difference, compared to the previous experiments, was that the
composition of the gas was not controlled — it was the ambient air in the lab —
only the timing of the changes in CO; concentration was known. From this, we
are still able to discern several interesting properties of the regression models;
The BANN model seems to indeed approximate the relationship between the
plasma emission spectra and its CO2 content. The change in baseline between
the two repetitions was to be expected, and thus reinforces the conclusion. The
PLS model on the other hand, did provide low variance predictions but did not
approximate the COy concentration. It may have modelled something related
to it, but even that, it did inconsistently (see day 2, prior to the first off-line).
The KPLS model suffered the same inconsistency as its PLS cousin, though
otherwise getting the relative changes correct. But comparing the two repe-
titions shows that it was much too sensitive to the overall gas composition to
offer any value as part of a gas sensor.
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Figure 2.6. CO5 concentration predictions of the best performing regression models on
transcutaneous blood gases (see chapter 3). The rolling average has a centered window
of 20 seconds and the vertical lines indicate when the plasma inlet was connected to a
gas collector placed on the skin of one of the authors (on), and when it was removed
from it (off).

2.2 Single peak differential gas sensor

As made clear above, microplasma emission spectroscopy can be used to de-
tect minute relative changes in the composition of an analyte. This makes the
technique a perfect candidate for differential gas sensing. Such a sensor, as the
name implies, is one that measures the difference in concentration of the same
species between two analytes. Differential sensors in general are somewhat
common, a natural example of it is the pressure gauge you use when inflating
the tires on your car or bicycle. When it is showing zero it does not indicate
that there is a perfect vacuum in your tire, but that the difference in pressure
between the ambient that inside the tire is zero.

A spectroscopy-based differential gas sensor, then, is one that inherently
only needs to analyze the emission line(s) of a single species. This implies
that the analysis could look more like the less involved one in the leftmost pane
in figure 2.2. However, fully isolating a single emission line, as discussed in
section 2, simply moves parts of the complexity of the system to the hardware
side of things. To avoid this, the differential gas sensor presented in Paper VII
completely forgoes the spectrometer, and thus the grating. The setup, seen in
figure 2.7, replaces the spectrometer with an optical filter (green rectangle in
the figure) and a photodetector. The operating principle of the sensor was to
turn the two plasma sources on and off perfectly out of sync, such that the
photodetector would only be illuminated by one of them at a time. Thus mak-
ing the signal from it take the shape of a square wave, the amplitude of which
corresponding to the difference in concentration between the samples in the
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Figure 2.7. Differential gas sensor setup from Paper VII. The left panel shows the
two microplasma sources, with individual gas inlets and a shared outlet. On the right
is an overview of the transmitted light recorded, and in essence summed up, by the
photodetector.

plasmas. As seen in the right part of figure 2.7, the optical filter chosen for the
study had its central wavelength close to one of the most prominent CO emis-
sion bands in the optical spectrum, indicating the focus on CO, measurements
in this study as well.

Given its prominent use cases, such as calibration and diffusion measure-
ments, two of the most important properties — aside from accuracy — of dif-
ferential gas sensors are stability and response time. While the latter is an
unambiguous measure, the former is often described as the absence of drift.
To quantify this, the bottom half of figure 2.8b shows the Allen deviation, ai
over time. The basic interpretation of it is that as long as 02 is decreasing,
averaging samples will improve SNR. This, in turn, means that at the point
where the slope of the curve changes sign, the drift of the sensor overtakes the
noise. The time it takes to reach this point is known as the maximum averag-
ing time of a sensor and is used to denote its stability. As seen in the figure,
the sensor presented in the paper has an averaging time of about 620 seconds,
which, compared to other types of sensors places it in sparsely populated mid-
dle ground. It is lower than the (up to) 1000 s offered by high end, 10 000+ €
systems, but significantly better than the sub-100 € sensors that tend to drift off
around the 3 minute mark. With an expected bill of materials cost below 500 €
for a final sensor, which will have explored the ample room for optimizations
of the current preliminary design, and similar improvements over the cheaper
options in response time and accuracy, see figure 2.8a, the sensor presented in
the paper is likely to provide medium range option where there was previously
none.
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Figure 2.8. The left panel shows the correlation between the two modes of peak in-
tensity analysis and CO2 concentration. The right one the stability of the system as

expressed by the Allan deviation.
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3. Systems

It is often said that a good system is more than the sum of its parts — a corollary
to this would be that designing a good system is harder than simply putting
good parts together. So while the sensors described in the previous chapter are
able to detect and compare minute gas concentrations, that is a far cry from a
complete system for residual gas analysis. The design of such a system is, of
course, entirely application dependent. Therefore, in the following chapter, |
will focus on a system intended for a very particular application, namely blood
gas monitoring on premature neonates.

Blood gas monitoring is the process of measuring the amount of CO5 and O,
in the blood of a patient, and provides vital information about the respiratory
and circulatory functions. This is particularly important in the neonatal care
of prematurely born infants, as their hearts and lungs are not ready to support
them outside of the womb. However, far from all neonates that needs this care
gets it. The World Health Organization (WHO) reports that an estimated 15
million babies are born preterm [33], defined as less than 37 completed weeks
of gestation, which is more than 1 in 10. The complications that follow are so
severe that globally, prematurity is the leading cause of death among children
under the age of 5 years [34]. As with most health care-related issues, the vast
economic inequalities around the world play a dominant role in deciding which
prematurely born children get to live and which will die. In the affluent part
of the world, the death rate of extremely preterm babies (less than 28 weeks
of gestation) lies around 10%. The corresponding number in countries still
suffering the economic and social consequences of colonialism, enslavement,
and wars driven by the aforementioned affluent ones, is 90%.

One of the many reasons for this acute disparity is the lack of available,
affordable, and portable medical equipment. This, in turn, is one of the primary
reasons why the research described below has been performed using, to a large
extent, off-the-shelf components and focuses on fabrication methods that do
not require access to cleanroom facilities.

3.1 Transcutaneous Blood Gas Monitoring

Pulmonary complications (issues with the lungs) are one of the most common
issues for premature neonates. The acute risks of hypoxemia (low blood oxy-
genation) and hypercapnia (high CO, concentration in the blood) that is asso-
ciated with these complications are in adult patients monitored by their general
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condition and clinical signs such as flushed skin, rapid breathing, and involun-
tary muscle contractions. Diagnosing the conditions is done by simple blood
sampling. For premature neonates, almost none of this is possible; drawing
blood is associated with a large number of risks [35], and the possibility to do
so at all is limited by their small blood volume.

The primary alternative to blood sampling for blood gas monitoring is a
technique called transcutaneous (through skin) blood gas monitoring (TBM).
As the name suggests, it measures the concentration of CO5 and Ox that per-
meates the skin, with many of the commercially available solutions marketing
themselves as trending tools, i.e., measuring relative changes in the concen-
tration rather than absolute values. The sensors used by these systems were
developed in the 1960s [36], with first clinical systems taking another two
decades to be developed [37]. The TBM systems in use today have been opti-
mized but still rely on skin-mounted sensors that will filter out the gas species
of interest using a thin membrane, after which the equilibration of the partial
pressure of the remaining gas and an analyte enclosed in the sensor changes
the latter’s pH which, in turn, is registered by an electrode [38]. This rather
complex working principle makes the devices costly, creates a need for fre-
quent calibrations of the sensor using standard gases, and, combined with the
slow diffusion rate of both CO2 and O2, makes the initial response time of the
system, i.e., the time from sensor mounting until a stable signal is acquired, be
measured in tens of minutes. To increase diffusion, most sensors incorporate
a heating element. The downside of continuous skin heating is that the excep-
tionally sensitive skin of premature neonates is significantly more susceptible
to burns compared to that of adults, which has led the WHO to recommend
frequent sensor relocation [39]. This, in turn, poses a significant risk of skin
damage as the sensors are generally held in place with adhesive pads, which
can easily cause skin tearing when removed. This type of damage has been
reported to cause lesions and skin necrosis in babies [40]. Finally, the size of
the sensor, the most common type being somewhat cylindrical in shape with a
diameter in excess of 20 mm and height of 10 mm, makes it, at the very least,
impractical to place anywhere but on the torso of a preterm neonate. This is
an area where it will invariably compete for space with other medical devices,
some of which with better claims to the surface, such as ECG electrodes.
Combined, these issues make truly continuous TBM on preterm neonates un-
feasible and have even called into question the very use of the technique in
NICUs [41]. However, the lack of viable alternatives for the vital information
they provide has left them in place in the vast majority of modern neonate care
facilities of sufficient financial means.
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(a) Patch CAD. (b) Set of patch molds.

Figure 3.1. 3D model of a patch design and one of many mold sets for the skin-facing
part of the patch created to evaluate different designs.

3.2 Micropatterning PDMS

The primary pain points that an alternative approach to TBM would need to
address are thus the mounting, size, and stiffness of the sensor. The approach
to this taken in Paper III was to move the sensor off the patient and replace
it with a soft, gas-collecting patch connected to a fused silica capillary that
transports the gas to the sensor. It collected the transcutaneous gas through a
series of microchannels on the skin-facing side of the patch that convened at a
cavity leading up to the capillary, see figure 3.1a.

Developing devices for medical applications comes with a host of well-
founded restrictions with regard to the types of materials that can be used, par-
ticularly for those intended for prolonged skin contact. Luckily, polydimethyl-
siloxane (PDMS) is a biocompatible, soft, silicone material that has seen an al-
most 10-fold increase in its use in medical research over the last two decades!
— including applications with prolonged skin contact [42]. It additionally ac-
commodated the goal of avoiding high cost/complexity fabrication processes
by consistently, and without the need for specialized equipment, being able to
replicate extremely fine features [43]. Therefore we could make the patches
by first milling out a long-term reusable positive master mold, i.e., a mold
shaped like the final patch, using a regular CNC router intended for PCBs, and
then double cast the PDMS in it. While this is clearly not a method suited for
large-scale fabrication, double casting PDMS and bonding the pieces together
requires little more than a steady hand and some patience.

With a clear path for patch fabrication laid out, the next consideration was
the system’s target patient group. All babies, premature or not, are notoriously
non-compliant with instructions on how to move and not, and with the sig-
nal of the sensor relying on a steady flow rate of gas, the malleability of the
patch could pose a problem. The primary focus of the study was thus on the
flow resistance in the microchannels during deformation. In other words, how

"Measured by the number of published papers on PubMed on the subject.
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(a) Rise and fall times of the TBM signal. (b) Signal strength vs exposed skin surface.
Figure 3.2. Primary results of Paper III, showing a significantly shorter signal rise,
tr, and fall time, ¢z, compared to state of the art systems and how the signal strength,
St, increased with exposed skin surface, i.e., the product of the length, L, and width,
w, of the microchannels.

to design a patch that ensured that the TBM signal was unaffected by a ram-
bunctious baby lying, chewing, and/or punching on it. To figure this out, we
designed a series of different patches of varying channel widths and configu-
rations, a subset of which can be seen in figure 3.1b. We then subjected them
to a series of experiments where we put them under uniform and point forces,
both from the top and at different angles. The results, as seen in figure 3.2,
showed that wider, deeper channels were able to provide a more stable signal
as well as sustain bigger loads. Additionally, the proof of concept system re-
duced the response time to about a tenth of the commercially available system
it was compared with.

The wider channels also reduced the concerns about other blockages that
may occur. Because while preterm infants, in particular, do not have fully
functional eccrine glands (the odorless sweat glands covering most of the hu-
man body), and are thus not able to sweat, the glands’ postnatal development
time on select areas of the body is reported to not be longer than two weeks
[44]. So while the 400 pm wide channels in the patch shown in figure 3.3
are unlikely to be immediately blocked by baby sweat, follow-up studies are
needed to investigate the risk of it further.

3.3 Electrical Interfaces & Blood Gas Concentration

For all the issues the gas collecting patch solved, its lack of an electrical in-
terface meant that the heating elements and extra sensors incorporated in most
conventional TBM sensors were lost. With the limited amount of usable skin
surface available on small patients some commercial TBM system vendors
have, rather than further miniaturizing their sensors put focus on incorporat-
ing other ones, primarily pulse oximetry sensors and thermometers, and with
that rebranded their systems as transcutaneous monitoring (TCM) devices. It
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Figure 3.3. A fully assembled prototype of the PDMS gas collector patch over a lawn
with dandelions.

is worth noting that while these sensors collect important information, they are
rarely of the kind that has previously competed for space on baby’s torso.

So, with the risk of skin tears removed following the design of the patch, and
studies showing that the sustained vasodilation (widening of the bloodvessels)
can be achieved by pulsed rather continuous heating [45], Paper IV focuses
on developing a simple and scalable fabrication technique for a resistive heater
that could be integrated into the patches. Since polyimide (the carrier material
chose for the heaters), PDMS, and air are all considered thermal insulators,
i.e., have thermal conductivity of less than 0.3 W/mK, the heaters needed to
be highly efficient to be able to deliver short pulses of heat rather than a slow
warm-up. Thus, their design called for the heating elements to be folded into
the bulk of the PDMS, reducing the skin-to-heater distance. A popular way
of folding Polyimide-Copper laminates, or flexible PCBs or flex as it is most
commonly known, into 3D microstructures is laser heating. Laser origami
[46] as it is called, or kirigami [47] when the laser is also used to ablate it, has
steadily gained steam over the last decade. While useful when creating proof-
of-concept designs, the sequential nature of the technique makes it a poor fit for
the heaters, as the patches have to be produced inexpensively in large batches
(>10 000 per day) and each patch would have a large number of individually
folded elements, see figure 3.4a. Additionally, using a 12 pm Cu-layer flex,
the mechanical rigidity of the folds is unlikely to have withheld being cast into
PDMS. Instead we devised a novel folding technique based entirely on the
surface and viscous forces at play as the PDMS was dispensed over the cut out
heating elements, the working principle of it is shown in figure 3.4b.

With the heating elements folded into the bulk of the PDMS, the initial ther-
mal response at the skin surface of a patch was increased by more than a factor
of 10 compared to a flat heater. In figure 3.5b, we see the raw thermal data
from the comparison at different power levels, which clearly highlights the
benefit of the folded design for pulsed heating.
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(b) Folding principle.
Figure 3.4. In the patch heater design in (a) the copper traces are marked in red and

laser cutting outlines in blue. In (b) the arrows show the net forces experienced by the
individual heating elements during folding.

(a) Patch heater design.
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Figure 3.5. Heating element, (a), folded as described by figure 3.4b and measured
using an optical surface profiler. In () the raw temperature data from a heater with its

elements folded into the bulk of the PDMS of a patch (red) is compared with that of a
flat one (blue) at different power levels.
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The heaters have yet to be incorporated into the complete TBM system as
there are additional considerations needed with regards to the electrical inter-
face and its integration into the system. Instead, in Paper VI, we describe the
full TBM system using the passive patch from Paper III and a basic spec-
troscopic sensor together with a theoretical model that relates the measured
COg concentration in the transcutaneous gas with that in the blood. The model
is based on gas diffusion simulations of the skin and provides an extensive
overview of how the different physiological processes in the subcutaneous tis-
sue and blood vessels affect the COy concentration in the diffused gas. In the
experiments conducted in the study the measured CO2 concentration, when
based solely on the transfer function derived in the paper, were within 30% of
those measured with a commercial device included for reference. When em-
pirical data was used to calibrate the system, the results were within 0.5% of
the reference. Although the proposed system showed slightly lower accuracy
than the commercial device, it achieved its results without heating the skin,
while the reference required an skin temperature of 42 °C. Hence it showed
great promise as first step toward a new generation of both simpler and safer
TBM for neonates.
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4. Actuators

Having explored the implementation and integration of the microplasma as a
sensor in a useful system, it is time to look back at the stars where we began.
Maybe not all the way out to the stars, but at least some 80 km above sea level.
Objects orbiting the Earth at this altitude and up to 2000 km are referred to
as being in low earth orbit (LEO), a term that can be confusing given that the
Kdrman line, commonly known as the boundary to outer space, is at 100 km.
As seen in figure 4.1 this is the range where a large portion of the currently
operational satellites orbit'.

The three major budget posts of a space mission, e.g. launching satellites
into orbit, are generally (i) research and development, (i) launch, and (iii)
mission maintenance including communication with the spacecraft. Neither
the first nor last depend much on the the size of the spacecraft, but rather on
the specifics of the mission. However, when it comes to the launch, the expo-
nential relation between the spacecraft’s mass and required amount of fuel —
and thus cost — makes miniaturization an important part of all missions.

By the time they are funded and have made it into LEO, the types of chal-
lenges facing satellites vary depending on altitude, but they all have to with-
stand temperature variations in excess of 100 K and constant particle- and EM
radiation. This environment puts harsh requirements on the embedded elec-
tronics and even harsher on components on the surface of a spacecraft. Shield-
ing and redundancy are therefore key to ensuring a long lifespan of a satellite,

'Data provided by The UCS Satellite Database, v.5-1-2022, http://www.ucsusa.org/
satellite database
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Figure 4.1. Ranges of interest (horizontal lines), notable objects (black dots), and the
distribution of the perigee (lowest) altitude of 5467 active satellites currently orbiting
earth (bargraph). Note that in an effort to avoid collaboration at all costs, the USA,
China, Russia, and the EU have all designed and deployed independent global naviga-
tion satellite systems called GPS, BeiDou, GLONASS, and Galileo, respectively.

39



but even if the unforgiving environment of space can be effectively fended off,
there is an unavoidable expiration date — the day they run out of fuel. While
losing its attitude control (angular rotation to maintain and adjust orientation)
and orbit maintenance ability is not an instantaneous failure mode for all satel-
lites it is, in space, an irreversible state of failing. This is one of the major
hurdles limiting mission complexity for miniaturized satellites as the demands
on their thrusters are not only ones of extreme efficiency to handle the minimal
dry mass, < 1 kg for the nano satellite class — but also to be able to produce low
thrust, ~1 mN, at high precision. Several different approaches to accommodate
these requirements have been explored [48], including pyrotechnic actuators
[49, 50], vaporizing liquid microthrusters [51, 52], and field emission elec-
trical propulsion [53]. Additionally, at ASTC, cold gas microthrusters have
been investigated and developed over the last quarter of a century [54, 55, 56].
While able to deliver extremely precise, sub-mN thrust, cold gas thrusters —
which in its most basic form simply operate by expelling gas to produce thrust
— are comparatively inefficient [57]. It should be noted here that comparing the
efficiency of microthrusters is a less straight forward process than their macro
equivalents. In the macro case, efficiency is almost exclusively measured by
the specific impulse of the thruster,
Isp = i
mgo

(4.1)

where F; is the thrust, 7i the mass flow, and gg the standard gravity. While the
unit of seconds is not the most intuitive, it is easily comparable — more is bet-
ter. What is notably left out of equation 4.1 is any power consumption. While
of little concern for large spacecrafts where the power needed to initiate the
combustion of their reactive propellants is negligible compare to their overall
power budget, that budget calculation is different for nano satellites. This is
why another figure of merit, with the less specific name of overall thrust effi-
ciency, 1), is important to include when comparing microthrusters. It is defined

as )
F n F tIspQO
= = 4.2
T=9mp = 2P “2)
where P is the supplied power. With these two measurements of efficiency,
thrusters can be evaluated for the specific use case of miniaturized satellite

propulsion.

4.1 Plasma heated cold gas microthrusters

One way to improve the efficiency of cold gas microthrusters is to heat the gas
before it gets expelled. In Paper I we therefore compare three different ways
of heating the gas in a conventional cold gas microthruster design and evaluate
both their I, and overall thrust efficiency. The three heaters were all included
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Figure 4.2. Exploded view of the device, with gas flow highlighted in blue and color
coded heater sheets: orange for the SSRR, yellow for the screen printed in-plane resis-
tive heater, and dark grey for the platinum wire. On the right is a reconstruction of the
stagnation chamber and nozzle based on microCT scans, also color coded to indicate
the positions of the heaters.

on the same device, as seen to the left in figure 4.2, one SSRR, one resistive
heater screen-printed on the inner wall of the thruster, and one freely suspended
platinum wire resistive heater. The latter two could also, independently be
used as thermometers when they were not in use as heaters, thus providing
information about the amount of power lost to heating the substrate rather than
the gas. With ambient temperatures that can dip to below -70 °C heat losses
to the substrate is not only a concern from an efficiency stand point, but can
also have serious effects on the substrate itself. For this reason, the SSRR
with it’s ability to selectively heat the gas it ionizes rather than its surrounding
was expected to, and did indeed, perform better than the resistive heaters. At
a power input to the heaters of 1.1 W, the increase in Iy, by the heated gas
was two and fifteen times higher for the SSRR than for the wire and in-plane
resistive ones, respectively. This corresponded to an overall thrust efficiency
of 55% for the SSRR, and 18% and 14% for the wire and in-plane ones.

This type of comparison is of course subject to a number of design choices.
The inclusion of all heaters on the same device ensured that they shared a base-
line /g, and that the geometry of the stagnation chamber and nozzle was the
same. However, it also meant that the design was not optimized for any of
the heaters, making it hard to determine how the performance measured in this
study would translate to a new design focused on one single heater principle.
Additionally, while the comparisons were performed at the same power deliv-
ery, this does not, necessarily, translate to the same power draw for each heater
— but without a surrounding system to integrate them into, it is hard to argue
for another value to be used.

These are some of the considerations that make the design-build-test-loops
for space missions long and costly. To the point made in the beginning of the
previous chapter, every single component must be evaluated not just on its
own, but as a part of a system that will operate in an environment which is
extremely hard to replicate here on Earth.
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Figure 4.3. Shock cell distances determined by clustered color channel intensity along
the exhaust plume centerline for low (left) and high (right) power plasmas.

4.1.1 Plasma properties and thruster efficiency

Looking at equation 4.1 again, measuring the I, may seem like a straight for-
ward process. The 7in can easily be monitored using a calibrated mass flow
sensor, and for F; all that should be needed is a sufficiently sensitive load cell
(weight sensor). The latter, however, often require non-trivial setups with a
sensor that offers high resolution, < 0.1 mN, at high loads, > 10 N, and at least
a moderate sampling frequency, > 10 Hz. Moreover, as the force generated
by almost any type of thruster is dependent on the ambient pressure, measure-
ments are in general performed with the thruster mounted inside a vacuum
chamber, putting further demands on the measurement setup. In an effort to
circumvent some of these challenges, we estimated the thrust in Paper I based
on shock cell geometry, see figure 4.3. This was possible as the exhaust of the
thruster became visible due to the emissions from the plasma and we could thus
exploit the fact that the distance between the nozzle exit and the first shock cell
T X pa/p1 X v & Fyrin=! [58], where p4 and p; are the ambient and stag-
nation chamber pressures, respectively, and vy the gas exhaust speed. These
estimates were found to be highly correlated with the scale based measure-
ments and thus offers a path to faster iterations in future design optimization.

In the following publication, Paper 11, the relation between specific plasma
properties, such as emission spectroscopy determined ion density and electron
temperature (as measured by langmuir probes), and both plasma power and
thrust were investigated. The result showed that while certain ionization pro-
cesses have a higher level of correlation with thrust performance than others,
the shock cell geometry approach offers a better thrust estimate in general in-
vestigations.
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5. Concluding Remarks and Future Work

Now that we have gone from the smallest of incubators to the vastness of space,
hammered the fundamentals and analyzed the applied, what is left? A lot, of
course! The regression analysis in chapter 2 showed that the modern statistical
approaches have the potential to significantly improve applied spectral analy-
sis. It feels a bit ironic, that what I think might be the most important future
work in this area — arguably the most fundamental research presented here —
is very much applied; making these new methods available in more applied
fields, i.e., making them usable. Because in the competition of adaptation in
the engineering sciences, a shiny new machine learning method is not facing
off with next week’s state-of-art, it is competing with an old, Fortran-based,
rock-solid, long-forgotten, 16-bit windows executable. But as long as the for-
mer does not run on a 2000-era, windows 7 workstation it is dead on arrival.
So the ironic part then, is that what I hope to see in the future is work on im-
plementing existing methods in software packages that can be run on a wide
variety of platforms. And by that I do not mean in web browsers.

The differential gas sensor in Paper VII shows great promise, even in what
must be described as its most basic form. A significant portion of the work
in the study was focused on demonstrating the basic function of the dual, out-
of-phase SSRRR system. Therefore there was little time allotted to iterate
the design of the setup, something I am sure could bring improvements to the
results presented here and in the paper.

On the system side of things, I think the path forward is also quite clear.
The future of the TBM-system we presented in papers III, IV, and VI most
certainly entails further studies, and hopefully trials involving other people
than the authors. The patch design, in its current incarnation shows good per-
formance, but more extensive investigations on the effects and mitigations of
both sweat and particle blockages of the fluidics separating the sensor and the
patient is needed. The electrical interface and fabrication method introduced
in Paper IV merely opened the door to further development. As PDMS is ex-
tensively used in the rapidly expanding field of wearable medical sensors [59],
it seems unlikely that there will be a need to focus much on the development
of compatible sensors, but rather on the integration of them.

Finally then, while the ASTC has slimmed down in terms of number of ac-
tive researchers as of late, improvements on the microthruster design presented
in Paper I has already been published [60] — and further cutting edge research
on the materials and fabrication techniques used in space exploration is on the
way. Ceramic 3D-printing is soon likely to offer previously unattainably fast
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Figure 5.1. A microplasma source very similar to the one that my supervisor gave me
on one of my first days, which was only meant to walk me through the different parts
of it. It has since then lived on my desk, been lovingly named the space snail by my
wife, and has been shown off in several seminars and talks. Neither it nor the depicted
one is the prettiest of plasmasources, and has not actually produced any plasma in my
care, but I liked it. Not enough to not lose it, but enough to have a very similar one be
the last picture I add to this thesis.

prototyping-cycles of thruster designs, paving the road for further optimization
of cold gas thruster performance. So with a little luck and a lot of prototypes,
maybe our little plasma source will soon be able to send its ions right back out
into the space that inspired its design in the first place.
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7. Svensk sammanfattning

“Varde ljus!” och det blev plasma &r inte riktigt det grundlost populéra citatet
som manga av oss laste i religionskunskapen. Det har nog frimst med den
dogmatiska oviljan att uppdatera dessa texter allt eftersom vi ldr oss mer om
jorden, naturen, och rymden. For det dr just massiva kroppar av plasma som
bestralar oss med det ljus som vi behover for att leva. Ett ljus som, forutom att
skinka liv, dven bar med sig kunskap — det berittar historien om universum,
dess bildande, och innehall.

Som kanske framgar av sammanhanget anvander jag berdttar ganska fritt

hiar. Vanliga konversationer skulle vara foérhallandevis péafrestande om det
kravdes en hel uppsittning spektrometrar och statistik analys for att kunna tyda
vad den andra parten sdger. Podngen &r att det &r mojligt att ta reda pa sam-
manséttningen av ohyggligt avldgsen materia utifrdn det ljus den ger ifran sig.
Samma princip fungerar dessutom lika bra hér pa jorden. Hér dr dock plasma
inte lika vanligt — vi traffar pa det i norrsken, blixtar, eld, och lustiga lampor
— men det dr sédllan nagot som vi tinker pa som anvindbart i vardagen, och
dn mindre som ett verktyg for att skapa mer tillgdnglig och béttre medicinsk
utrustning. Innan vi gér in pa hur och varfor ett litet plasma kan fylla just en
sadan funktion kan det vara vért att fortydliga vad det ar.
Plasma uppstar nér tillrickligt mycket energi tillfors till en gas for att jonis-
era gaspartiklarna, d.v.s. fa dem att ge ifran sig en eller fler elektroner som
dérefter svévar fritt. Nar tillrickligt manga partiklar har joniserats fordndras
gasens egenskaper till en grad som gor att det inte 1dngre kan kallas gas, utan
plasma. Det finns sa klart mycket mer att siga om plasma men givet syftet
med den hidr sammanfattningen kan vi néja oss sd och forhalla oss till den
mikroplasmakéllan som anvénts i vara studier som en elektronisk komponent
som genom att variera spanningen pa vardera sida om ett litet halrum tillfor sa
mycket energi till gasen som befinner sig dér att den dvergar till plasma.

Studierna som jag tillsammans med mina medforfattare har utfort har gjorts
vid Avdelningen for Mikrosystemteknik och Angstrém Rymdtekniskt Centre
(ASTC). Mikrosystem &r system vars delar ir i storleksordningen av mikrom-
eter, um, alltsd en miljondels meter. For er som kommer ihag kassettband sa
ar tjockleken pa sjélva banden nagra um, en annan referenspunkt &r tradarna i
fin spindelvév som dr av samma tjocklek. En partikel vars storlek inte &r mer
an nagra pum at nagot hall kan inte ses med blotta dgat — for att det ska vara
mojligt kravs ndrmare 100 pm.

Det &r vanligt att dela upp mikrosystemteknik i tre kategorier, (i) aktuatorer
— komponenter som utfor arbete, (ii) sensorer — komponenter som reagerar pa
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stimuli genom att producera ndgon form av signal, och (7ii) system — en sam-
mansittning av komponenter som utfér en mer komplex uppgift definierad av
en tillimpning. Studierna som ligger till grund f6r denna avhandlingen be-
handlar alla tre kategorier, dér den roda trdden 4r en specifik komponent —
mikroplasmakallan.

I de tvé forsta studierna utvirderades mikroplasmakéllan som en aktuator, nér-
mare bestimt som en gasvdrmare i en mikroraket avsedd for mandvrering av
sma satelliter. En mikroraket fungerar i sin mest grundldggande form som en
oknuten ballong som slédpps: trycksatt gas far at ett hall och dragkraften som
uppstar skickar satelliten at det andra. Eftersom det &n sé linge helt saknas
tankstationer i rymden behdver dessa raketer vara brinslesnédla. I den forsta
studien kunde vi konstatera att plasmakaillan effektiviserar brinsleanviandnin-
gen betydligt mer &n konventionella resistiva varmare. Darutover kunde vi pre-
sentera ett nytt sitt att uppskatta effektiviteten hos den plasmavédrmda raketen
genom att bara titta pa dess plym (utblas). I den andra studien, som fokuserade
helt pa analys av plasmaegenskaperna, upptéicktes korrelationer mellan tillford
effekt, jondensitet, och effektivitet.

Direfter f6ljde en studie av hur plasmakéllan kunde anvindas tillsammans
med en spektrometer for att skapa en gassensor. Genom att med spektrometern
fanga in det ljusspektrum som plasman emitterade (gav ifran sig) ndr en gas-
blandning med kidnd sammanséttning flodades igenom det kunde vi utvirdera
tre olika typer av statistiska regressionsmetoder. Regressionsmetoder anvénds
for att ta fram en funktion for, eller approximativ modell av, hur observationer
av en sak kan prediktera (forutsdga) en annan. I vart fall var observationerna
ljusspektrum och det vi ville forutsédga var koncentrationen av en viss gas i
blandningen. Resultaten av studien visade att det spelar stor roll vilken typ av
regressionsmetod man anvander ndr man utfor den hér typen av analys och att
uppstillningen med mikroplasmakéllan och spektrometern fyllde den avsedda
sensorfunktionen vél. En stor fordel med uppstéllningen var att det breda
ljusspektrat kunde avsloja koncentrationen av manga olika typer av gaser, men
métningens precision hade viss forbéttringspotential. Darfor forandrade vi ex-
perimentuppstillning till nésta studie for att kunna méta koncentrationen av en
specifik gas med hog precision. I den nya uppstillningen anvindes tva plas-
makéllor tillsammans med ett optiskt filter och en fotodiod. Till skillnad frén
en spektrometer som méter intensiteten hos varje vaglangd (farg) i ljuset, méter
en fotodiod intensiteten hos allt ljus som faller pa den samtidigt. Genom att
ticka dioden med ett optiskt filter som bara slépper igenom en viss vaglangd
kunde intensiteten hos just den végldngden mitas med hog precision och stu-
dien visade ocksé att med den nya uppstéllningen kunde anvidndas som en dif-
ferentiell gasanalysator.

I de tre avslutande studierna integrerades gassensorn i ett system for
transkutan (hudgenomtréingande) blodgasovervakning, eller transuctaneous
blood gas monitoring (TBM) pa engelska. TBM-utrustning anvénds for
att icke-invasivt (utan fysisk averkan, i det hir fallet utan att sticka hal pa
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huden) miéta halten koldioxid och syre i blodet pa en patient. Metoden
anvinds framforallt pd intensivvardsavdelningar for barn, i huvudsak pa
prematurt (for tidigt) fodda. Liksom de flesta medicinska dkommor drabbar
effekterna av prematur fodsel méanniskor som bor i delar av virlden som
lider av de ekonomiska sviterna av kolonisering, forslavning, och krig, vérst.
Ett, enligt WHO, extremt prematurt barn (fott tidigare dn vecka 28) som
fods 1 ett hoginkomstland I6per runt 10% risk att d6. Motsvarande siffra i
utvecklingslander dr over 90%. En stark motivation for dessa studier var
déarfor att skapa ett moduldrt system dér forbrukningsdelarna skulle kunna
tillverkas billigt och vid behov utan tillgang till hgteknologisk utrustning.
Befintliga TBM-system bygger pa en teknik didr gasen som trédnger ut genom
huden diffunderar in i en uppviarmd sensor tillverkad av hardplast. Tekniken
ar ldngsam, det tar ofta manga minuter fran att sensorn har satts fast pa en
patient tills dess en anvindbar signal visas, och den maste flyttas ofta. I den
forsta studien utvecklade vi dédrfor en passiv, mjuk gasinsamlare som via ett
tunt, flexibelt ror transporterade gasen fran huden till mikroplasmasensorn.
Gasinsamlaren kan tillverkas helt utan avancerad utrustning utifrdn en mall
av kiselgummi. Den péféljande studien syftade till att utveckla en enkel
och skalbar tillverkningsmetod for att integrera virmare och andra elektriska
komponenter i gasinsamlaren. Med tillverkningsmetoden kunde vi bygga en
virmarprototyp som kunde leverera en initial virmepuls genom gasinsamlaren
mer dn 10 ganger mer effektivt &n en vanlig resistiv vdrmare. [ den sista
studien presenterades TBM-systemet i sin helhet tillsammans med en teoretisk
modell for hur koldioxiden som fors in i sensorn relaterar till koldioxidhalten
i blodet.

Avslutningsvis sé tror jag kanske inte att den hir avhandlingen kommer
ligga till grund for ndgra nya revisioner av religiosa texter, men férhoppn-
ingsvis s har den bidragit till att de approximativa modeller vi har av univer-
sum blivit lite bittre. For oss som nu foredrar det Gver dogmer.
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