Role of Oxygen in Vacancy-Induced Phase Formation and Crystallization of Al$_2$TiO$_5$-Based Chemical Vapor-Deposited Coatings
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ABSTRACT: Oxygen is a commonly overlooked element influencing the properties of many metal oxides. By combining several analytical in situ techniques and theoretical calculations, we demonstrate that oxygen plays a vital part in the phase formation and crystallization of Al$_2$TiO$_5$-based chemical vapor-deposited coatings. Rutherford backscattering spectrometry (RBS) corroborates a polymorphic transformation during crystallization. Subsequent hard X-ray photoelectron spectroscopy (HAXPES) shows that crystallization occurs through a displacive (diffusionless) mechanism. Coupled with theoretical calculations, the crystallization and co-formation of Al$_2$TiO$_5$, Al$_2$Ti$_2$O$_9$, and Al$_6$Ti$_4$O$_{14}$ are suggested to be driven by the migration of oxygen ions and their corresponding vacancies.

INTRODUCTION

Conventional synthesis routes strongly rely on diffusion as a rate-limiting step, which impedes the ability to target many promising multicomponent and metastable phases. These phases may carry superior properties compared to their stable counterparts, making them attractive for use in many contemporary and emerging technologies. In particular, this concerns the development of various metal oxides, showing a wide range of different properties depending not solely on their chemical compositions and stoichiometries but also on their local short-range features. The ability to adapt, control, and modify these features hinges on the close interplay between the synthesis conditions and the various reaction pathways that are conceivable from the synthesis. But when diffusion governs the process, few options are available to effectively reduce the energy barriers, steer the reaction coordinates, and achieve predictable reaction kinetics toward the most desirable products. In addition, computational methods frequently assume diffusion as the governing process when predicting the possible phase outcomes from a given material system. While these approaches provide a thermodynamic map of the accessible phase landscape, scarce information is given on the best way to reach them kinetically. The lack of a synthesis framework that may encompass both of these parts represents an essential and missing cornerstone to achieve functional inorganic materials from rational planning and design.

In this respect, the crystallization of amorphous intermediates offers an attractive way to circumvent typical diffusional constraints and allows enhanced kinetic control of the synthesis. Such routes include, for instance, the fabrication of amorphous layers using soft-chemistry-based and thin-film deposition techniques. Novet and Johnson pioneered this strategy in the early nineties, showing how conventional limitations of solid-state reactions could be overcome by allowing nucleation—a kinetic phenomenon—to control the synthesis. A good elemental homogeneity and a short-range ordering within the amorphous layers are essential to achieve this. In those scenarios, nucleation favors the formation of phases with the lowest nucleation barriers and not necessarily the most thermodynamically stable ones. Thus, assuming that the composition of the amorphous layers can be controlled, this route opens opportunities to trap both known and unknown phases through means of kinetic selectivity.

Such kinetic selectivity can be obtained through simultaneous depositions of metal–organic precursors. Specifically, this is realized from chemical vapor deposition (CVD), which entails a good mixing of the precursors in the gaseous state, allowing for an equally good mixing of elements in the growing coating. Combined with targetable kinetics, this also favors the formation of heterometallic M–O–M* bond assemblages, a
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reaction step that otherwise is typically associated with steep energy barriers when diffusion controls this process.\textsuperscript{22} Accordingly, synthesizing amorphous coatings with good elemental homogeneity by CVD, followed by a subsequent nucleation-controlled crystallization step, allow for new possibilities to make multicomponent oxides at reduced temperatures, shorter timescales, and with better yields than comparable (conventional) techniques.

Recently, we have demonstrated this route in fabricating aluminum titanate-based (Al\textsubscript{16}TiO\textsubscript{34}) coatings.\textsuperscript{21,23} Al\textsubscript{16}TiO\textsubscript{34} is a refractory ceramic that is challenging to make from conventional diffusion-based techniques. The properties of this material include, among many, a low-to-negative thermal expansion,\textsuperscript{24,25} high thermal shock resistance,\textsuperscript{26} good corrosion resistance,\textsuperscript{27} and a self-healing of cracks at elevated temperatures.\textsuperscript{28,29} These properties make the phase a potential candidate for many high-temperature and metallurgical applications.\textsuperscript{30} Besides Al\textsubscript{16}TiO\textsubscript{34}, we have also encountered some unconventional phases in the Al–Ti–O system by this synthesis route, such as Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{13} and Al\textsubscript{16}Ti\textsubscript{13}O\textsubscript{34}. These phases are structurally similar to Al\textsubscript{12}TiO\textsubscript{3} with the main differences being their different stacking sequences along their c-axes which, in turn, are caused by the presence of lower-coordinating sites.\textsuperscript{32–35} However, the mechanism and synthesis conditions controlling these phases’ formation and material characteristics remain mostly unknown.

Likewise, few syntheses can be proclaimed to be nucleation-controlled,\textsuperscript{11} especially since most crystallization processes are so closely linked with diffusion.\textsuperscript{40} Although the physical factors promoting nucleation are relatively understood, not least by the framework comprising classical nucleation theory (CNT), the fundamental mechanisms influencing its origin, development, and duration are less so. Understanding these mechanisms would contribute to achieving complete kinetic control of the phase evolutions by nucleation. Also, this may enable new intriguing ways to adapt the crystallizing media’s microstructural development and subsequent properties.

Nevertheless, reaching such a profound understanding of nucleation is challenging by most experimental (empirical) means, particularly when considering that nucleation is a dynamic process occurring in very short time and length scales. Hence, \textit{in situ} techniques are typically required to evaluate these events thoroughly. While our previous examinations of the crystallization kinetics have focused on the elemental influence of the cations,\textsuperscript{36} the role of oxygen remains to be clarified during the crystallization of Al\textsubscript{12}TiO\textsubscript{3}, Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{13}, and Al\textsubscript{16}Ti\textsubscript{13}O\textsubscript{34}.

Therefore, in this study, we bring new understandings to the role of oxygen during the crystallization and phase evolution of the Al–Ti–O system by combining several \textit{in situ} analytical techniques and theoretical calculations based on density functional theory (DFT). Specifically, Rutherford backscattering spectrometry (RBS), providing essential information about the development of the chemical composition during crystallization, is used together with hard X-ray photoelectron spectroscopy (HAXPES), providing in-depth information about the bonding characteristics. Combined, these techniques enable us to unravel the mechanisms leading to the formation and crystallization of Al\textsubscript{12}TiO\textsubscript{3}, Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{13}, and Al\textsubscript{16}Ti\textsubscript{13}O\textsubscript{34}.

The role of oxygen has previously been shown to have a peculiar influence on crystalline Al\textsubscript{12}TiO\textsubscript{3}’s thermal stability at elevated temperatures. For instance, it has been demonstrated that the partial pressure of oxygen affects the phase’s stability and subsequent decomposition into its two binary constituents,\textsuperscript{37,38} being frequently reported as TiO\textsubscript{2} (rutile) and α-Al\textsubscript{2}O\textsubscript{3} especially in oxygen-rich environments.\textsuperscript{40} However, in oxygen-deficient ones, Al\textsubscript{2}TiO\textsubscript{3} has been suggested to decompose into Ti\textsuperscript{3+}-containing compounds, including suboxide compounds like Ti\textsubscript{3}O\textsubscript{2}Ti\textsubscript{5}O\textsubscript{11} (tistarte), and so-called Magnéli phases (Ti\textsubscript{1+n}O\textsubscript{2n+1}).\textsuperscript{37,41} These studies collectively illustrate that oxygen’s role can significantly affect the structural integrity and stability of the Al\textsubscript{12}TiO\textsubscript{3} phase. Notably, the limited thermal stability of Al\textsubscript{2}TiO\textsubscript{3} at intermediate temperatures (e.g., 800–1300 °C)\textsuperscript{6,13} currently hampers the phase’s practical applicability, thus creating incentives to improve its thermal stability further.

\section*{METHODS}

\textbf{Deposition Process.} As-deposited (amorphous) Al\textsubscript{16}TiO\textsubscript{34}-based coatings were prepared on p-type Si 100 substrates through simultaneous depositions of titanium isopropoxide and aluminum isopropoxide in an in-house-built CVD instrument. Depositions were made at 450 °C for 1 h. Detailed experimental and technical descriptions of the CVD process can be found elsewhere.\textsuperscript{21}

\textbf{RBS/EBS \textit{In Situ} Measurements.} Rutherford/Elastic backscattering spectrometry measurements were carried out in the SIGMA chamber, employing the 5 MV pelletron tandem accelerator at Uppsala University. SIGMA is equipped with an electron-beam heater, allowing for \textit{in situ} annealing of the samples. The annealing temperature is accurately monitored from outside of the chamber using an infrared thermometer (Optiris CT laser). For the RBS/EBS measurements, a beam of He\textsuperscript{+} ions with 3.037, 3.137, and 3.237 MeV primary energy was used. This way, the narrow 16O(α,α)16O resonance at 3.037 MeV could be exploited to sensitively probe the O content on and approximately 0.5–1 μm below the surface. All energies were measured before and after annealing at 800 °C for 1 h. The tilt angle of the sample normal was 5° with respect to the incident beam direction, while the scattering angle was 170°. RBS/EBS spectra were fitted by the SIMNRA code, version 7.02.\textsuperscript{42} A detailed description of the tandem laboratory at Uppsala University can be found elsewhere.\textsuperscript{44}

\textbf{Theoretical Calculations.} The DFT calculations of the antisite defect exchange energies and oxygen ion migrations were calculated within the projector augmented wave (PAW) method as implemented in the VASP software.\textsuperscript{43–49} The Perdew–Burke–Ernzerhof (PBE) functional\textsuperscript{50} was used for the exchange–correlation energy. For the integration over the Brillouin zone, a mesh\textsuperscript{51} corresponding to at least 2000 kp/atom\textsuperscript{−1} was used with the Methfessel–Paxton method.\textsuperscript{52} A 500 eV energy cutoff was used. To simulate the migration paths of oxygen and its corresponding vacancies, the nudged elastic band (NEB) method was used.\textsuperscript{53} During the NEB calculations, five images were used at constant volume. The minimum energy path was considered to be converged when the maximal force on the unconstrained atoms was less than 0.05 eV/Å. All oxygen vacancies and NEB calculations were performed using the Atomic Simulation Environment (ASE).\textsuperscript{46}

\textbf{HAXPES Measurements.} Hard X-ray photoelectron spectroscopic measurements were carried out at the Soleil synchrotron radiation facility, Paris, using the HAXPES end station of the Galaxies beamline at the in-vacuum U20 undulator source. The instrument was equipped with a Scienta EW4000 spectrometer. Photon energy of 8000 eV was selected.
using a double-crystal monochromator. This energy was used for all measurements. Samples were mounted on top of tantalum sample plates (Omicon flag style) and spot welded onto the plates using tantalum foil strips. Sample charging was mitigated using a Coscon FG flood gun (SPECS GmbH) operating at 150 V energy and 500 μA emission. Survey scans were recorded with- and without charge compensation in the binding energy (BE) range 900−0 eV, using 250 meV step- and 500 eV pass energies. Detailed core-level spectra were collected for Ti 2p (BE 510−445 eV); Al 2s (BE 130−105 eV); O 1s (BE 560−520 eV); C 1s (295−278 eV); Ti 1s (BE 503−4950 eV); Al 1s (1571−1554 eV); and also the valence band (40−0 eV). A step of 100 meV and a pass energy of 100 eV was used when collecting these spectra. The binding energy scale was calibrated by placing the valence band edge of the survey spectrum at 0 eV and then using the core-level position as the reference for the detailed core-level spectra. Measurements were made before and after annealing in situ for 3 h at 800 °C. The annealing was performed within the preparation chamber, using a tungsten filament wire located on the manipulator behind the sample plate. During annealing, the sample surface temperature was monitored using a pyrometer with an emissivity (ε) setting to 0.8. The heating rate was approximately 30 °C/min.

RESULTS AND DISCUSSION

Classical nucleation theory (CNT) assumes that the emerging nuclei and the final crystallized phase share similar macroscopic properties (i.e., density, structure, composition). Therefore, given a uniform (homogeneous) chemical composition of our amorphous coatings, a single crystalline phase should be expected to arise during the phase transition; namely, the phase whose stoichiometry is closest to the overall composition of the amorphous layer. Nonetheless, previous examinations have revealed that a significant co-formation of Al_6Ti_5O_13 and Al_7Ti_5O_17 also happens even when the Al−Ti ratio in the coating is close-to-ideal (1.93) with respect to the Al_2TiO_3’s stoichiometry (i.e., 2−1). This insures a possibility for compositional fluctuations to be the main reason for the co-formation of Al_6Ti_5O_13 and Al_7Ti_5O_17. Indeed, such compositional variations and elemental enrichments are a typical deviation from CNT and have frequently been reported in the crystallization of many glass-forming materials.

In order to investigate the possibility of compositional fluctuations during crystallization, Rutherford/elastic back-scattering spectrometry (RBS/EBS, see Methods) was carried out on ~ideal stoichiometric samples annealed in situ. Experiments were performed in the SIGMA chamber of the S MV tandem pelletron accelerator, at Uppsala University. We used a primary beam of He+ ions with 3037, 3137, and 3237 keV incident energies. By this approach, we were able to exploit the 3037 keV O resonance for depth profiling of the oxygen content in the film with high accuracy. Measurements were made before and after annealing at 800 °C, a temperature where the coatings readily crystallize for 1 h. A typical result is shown in Figure 1, and additional spectra can be viewed in the Supporting Information (Figures S1 and S2), essentially showing similar results. Moreover, diffractograms showing the phase formations and crystallinity after annealing are provided in Figures S3 and S4.

As shown in Figure 1, there is no detectable alteration of the spectrum due to the crystallization. This means that substantial compositional fluctuation, such as long-range diffusion, elemental segregation, or loss or gain of oxygen, does not occur as part of the amorphous-to-crystalline phase transition. In essence, the results show that the crystallization process is polymorphic and that compositional effects cannot be responsible for causing the co-formation of the Al_6Ti_5O_13 and Al_7Ti_5O_17 phases, they noted during the simultaneous formation of the Al_6Ti_5O_13 and Al_7Ti_5O_17 phases beyond Al_2TiO_3. Such local variations can be induced by the existence of mixed oxidation states, especially regarding titanium’s chemical state. When Hoffmann et al. originally described and synthesized the Al_6Ti_5O_13 and Al_7Ti_5O_17 phases, they noted that their samples, synthesized by the solid-state route, had a “transparent deep blue to light blue” color. Typically, a blueish tint is a signifying feature of oxygen vacancy-induced Ti^{3+} ions in stoichoimetric titanias phases. The potential presence of Ti^{3+} during the simultaneous formation...
of these phases would suggest that Al\textsubscript{6}Ti\textsubscript{5}O\textsubscript{13} and Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{34} are decomposition products to Al\textsubscript{5}TiO\textsubscript{3}, and possibly also intermediate reaction states to any stable binary constituents, like Al\textsubscript{2}O\textsubscript{3} or TiO\textsubscript{2}. Also, it implies that the crystallization and possible thermal decomposition of Al\textsubscript{5}TiO\textsubscript{3} at lower temperatures are interchangeable—rather than separate—processes. Therefore, it is vital to elucidate the potential presence of different oxidation states as part of the crystallization event.

Previous X-ray photoelectron spectroscopy (XPS) examinations by Innocenzi et al. on sol–gel synthesized Al\textsubscript{5}Ti\textsubscript{3}O\textsubscript{5} coatings have shown that Al\textsuperscript{3+} and Ti\textsuperscript{4+} were the sole entities in the samples after annealing.\textsuperscript{67} However, XPS is a highly surface-sensitive technique, and it is still possible that the oxidation states of titanium differ between the bulk and the topmost layer of the coating. In this sense, HAXPES can probe deeper into the coating, hence providing essential information about the chemical states in the bulk of the sample.\textsuperscript{68}

For these reasons, we carried out a set of HAXPES measurements on ~ideal stoichiometric samples before and after annealing, which was made in situ using the HAXPES end station of the GALAXIES beamline at synchrotron Soleil, Saint-Aubin, Paris.\textsuperscript{69,70} Evaluations of the main core-level spectral features corresponding to O 1s, Al 2s, Ti 2p, and the valence band (VB), using 8000 eV photon energy, are presented in Figure 2. Additional core-level spectra (C 1s, Al 1s, and Ti 1s) are further provided in the Supporting Information, Figures S5 and S6, along with survey scans in Figure S7. As a general comment on the purity of the coatings, a small residual C 1s signal remains after annealing, which we ascribe to potentially trapped residues from the deposition process. That said, additional measurement by time-of-flight elastic-recoil detection analyses (ToF-ERDA), being highly sensitive to lighter elements, confirms that the coating’s overall carbon and hydrogen content after annealing are exceptionally low (i.e., below 1 atom %). The ToF-ERDA results are also provided in the Supporting Information, Figure S8.

Figure 2 indicates no spectral change in the cationic environments due to annealing and crystallization. Essentially, this implies that no significant stoichiometric changes by the cations occur on the local short range due to the crystallization, which agrees with the results from the RBS/EBS measurements. The binding energy values of the measured spectral lines agree with those typically found in the literature, corresponding coherently to the presence of Al–Ti–O-containing oxides.\textsuperscript{67,71} However, no straightforward method exists allowing separation of the chemical environments belonging to Al\textsubscript{5}TiO\textsubscript{3}, Al\textsubscript{5}Ti\textsubscript{3}O\textsubscript{5}, and Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{34} by merely considering the binding energies and peak shapes of these core levels.

The peak positions and shape of the Ti 2p\textsubscript{3/2} level demonstrate the predominant presence of Ti\textsuperscript{4+} specimens in the coating before and after annealing.\textsuperscript{72,73} This is also corroborated by the performed peak fitting, shown in Figure S9 in the Supporting Information, where any potential contribution of Ti\textsuperscript{3+} is practically negligible. Since we have previously established the co-formation and crystallization of Al\textsubscript{5}Ti\textsubscript{3}O\textsubscript{13} and Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{34} in the annealed samples by X-ray diffraction,\textsuperscript{21,23} we can conclude that Ti\textsuperscript{3+} is not likely a structural entity belonging to any of these phases. Thus, Al\textsubscript{5}Ti\textsubscript{3}O\textsubscript{13} and Al\textsubscript{16}Ti\textsubscript{5}O\textsubscript{34} are independent phases with unique Al–Ti stoichiometries. Nevertheless, it is essential to clarify that this does not exclude the possibilities of Ti\textsuperscript{3+} formation as part of the thermal decomposition of these phases, which may occur at even higher temperatures and after prolonged annealing durations, especially in oxygen-free environments.

While no changes in chemical environments appear for the cations, a different picture emerges for the anions. Mainly, a subtle shift and sharpening of the O 1s core level, particularly on the low-energy side, is observable upon annealing and
crystallization. This is also coupled with a similar behavior displayed by the valence band. Knowing that the valence band contains information about the electrons that partake in the chemical bonding, any changes to this band would indicate structural rearrangements of the local short range. Since the difference is coupled with analogous changes in the oxygen core level, which becomes narrower and thereby represents more ordered bond configurations, we can deduce that short-range displacive changes to oxygen bond configurations are predominantly required for the crystallization of Al$_5$Ti$_5$O$_{13}$, Al$_{16}$Ti$_3$O$_{34}$, and Al$_{16}$Ti$_3$O$_{13}$. In other words, a transition requiring limited diffusion to occur. Notably, this also agrees with our RBS/EBS findings and previous Raman spectroscopic examinations, indicating structural rearrangements and changes to the local coordination during crystallization. Innocenzi et al. also suggested a diffusionless crystallization process of their sol–gel synthesized Al$_2$Ti$_3$O$_5$ coatings, however, their reasoning was based solely on the high degree of structural homogeneity in the short-range order, not by any structural migrations of oxygen.

By ruling out the possibility of compositional fluctuations and mixed oxidation states during crystallization, a final cause exists that could explain the co-formation of Al and mixed oxidation states during crystallization, a final cause structural migrations of oxygen. Since the chemical bonding, any changes to this band would indicate changes to the local coordination during crystallization. Al$_5$Ti$_5$O$_{13}$ contains information about the electrons that partake in the chemical expansivities and local lattice variations. Although Hoffmann et al. never explored the possibilities of such variations, the presence of stacking faults was suggested to be a key feature found in Al$_{16}$Ti$_3$O$_{34}$. Interestingly, such planar defects can be induced through aggregation and clustering of zeroth-order (point) defects, including Schottky, Frenkel, vacancies, and antisite exchange defects. Especially for oxides, a strong relationship may exist between vacancy concentrations and the molar volume of a given compound, resulting in increased chemical expansivities and local lattice variations.

To explore the presence and role of defect formations in Al$_2$TiO$_3$ and Al$_{16}$Ti$_3$O$_{34}$, we begin by carrying out first-principle ab initio calculations by density functional theory (DFT) to extract antisite defect exchange energies $\Delta E_{\text{antisite}}$ between Al and Ti lattice sites. We regard three arbitrary Al site positions in Al$_2$TiO$_3$ and Al$_{16}$Ti$_3$O$_{34}$, here denoted as Al1, Al2, and Al3, to obtain different antisite exchange defect values. The sites can be viewed in Figure 3. In Al$_2$TiO$_3$, the sites are octahedrally coordinated to oxygen, whereas in Al$_{16}$Ti$_3$O$_{34}$, the Al3 site has a lower coordination in the form of a trigonal bipyramid, cf. Figure 3b.

Formally, $\Delta E_{\text{antisite}}$ denotes the energy difference between the lowest energetic configuration where an antisite defect exists compared to the ordered configuration. Hence, we have

$$\Delta E_{\text{antisite}} = E_{\text{antisite}} - E_{\text{ordered}}$$

where $\Delta E_{\text{antisite}}$ and $E_{\text{ordered}}$ represent the formation energy of the single-disordered and ordered configurations, respectively. The calculated values are given in Table 1 for Al$_2$TiO$_3$ and Al$_{16}$Ti$_3$O$_{34}$. Because of the large unit cell of Al$_{16}$Ti$_3$O$_{34}$ and the number of atoms it contains, it is difficult to correctly determine this phase’s ordered (ground-state) configuration. Notwithstanding this limitation, Al$_{16}$Ti$_3$O$_{34}$ is structurally similar to Al$_2$TiO$_3$ and Al$_{16}$Ti$_3$O$_{13}$, both on the short- and long-range levels. Therefore, it is reasonable to assume that the values calculated for Al$_2$TiO$_3$ and Al$_{16}$Ti$_3$O$_{34}$ also scale towards Al$_{16}$Ti$_3$O$_{13}$ in a similar—albeit not necessarily equal—manner.

By reviewing the values found in Table 1, it is found that the calculated values are positive, meaning that the ordered structure is energetically more stable compared to the disordered ones. The calculated values are small nonetheless, suggesting that they can easily be overcome in a Gibbs free-energy model where contributions from vibrational and configurational entropies are included. For instance, if we assume a simplified mean-field approach, where (1) the defect formation energies are assumed to be independent of the composition, (2) neglect any defect–defect interactions (i.e., clustering), and (3) assume that the $E_{\text{antisite}}$ is proportional to the number of defects $N_n$, we find that a transition temperature ($T_{\text{trans}}$) to obtain cationic disordering is typically below 800 Kelvin. This indicates that antisite defect formations are extensive in Al$_2$TiO$_3$ and Al$_{16}$Ti$_3$O$_{13}$, especially at elevated temperatures.

Overall, these results conform with experimental findings employing transmission electron microscopy (TEM) and various diffraction techniques, showing that Al$_2$TiO$_3$ in particular, readily displays cationic mixing. Furthermore, the calculated $E_{\text{antisite}}$ values presented herein are in the same range as those originally given by Grimes and Pilling (0.20–0.64 eV), who used a simplified force field model to derive values of antisite energies in Al$_2$TiO$_3$.

![Figure 3. Illustration of the (a) Al$_2$TiO$_3$ and (b) Al$_{16}$Ti$_3$O$_{13}$ unit cells with the different sites marked for the antisite defect exchange energies.](image-url)

<table>
<thead>
<tr>
<th>Table 1. Calculated Antisite Exchange Defect Energies for the Al$_2$TiO$<em>3$ and Al$</em>{16}$Ti$<em>3$O$</em>{13}$ Phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>antisite exchange defect energies</td>
</tr>
<tr>
<td>Al$_2$TiO$_3$ (128 atoms)</td>
</tr>
<tr>
<td>Al1 (eV)</td>
</tr>
<tr>
<td>Al2 (eV)</td>
</tr>
<tr>
<td>Al3 (eV)</td>
</tr>
</tbody>
</table>
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Two main implications can be drawn from our findings. First, since the calculated $E_{\text{antisite}}$ values for $\text{Al}_6\text{Ti}_2\text{O}_{13}$ are in the same range as those calculated for $\text{Al}_7\text{TiO}_4$, a significant cationic mixing in $\text{Al}_7\text{TiO}_4$ can also be expected. In addition, the lower-coordinating sites in these phases do not seem to influence the possibilities of antisite defect formation either. Regardless, Hoffmann et al. assumed that the lower-coordinating sites were solely occupied by aluminum in $\text{Al}_7\text{Ti}_2\text{O}_{13}$ and $\text{Al}_{13}\text{Ti}_3\text{O}_{34}$, implying that a potential cationic ordering in these phases could still form and exist.

Second, the low and similar antisite defect exchange energies between $\text{Al}_7\text{TiO}_4$ and $\text{Al}_7\text{Ti}_2\text{O}_{13}$ (and possibly also $\text{Al}_{13}\text{Ti}_3\text{O}_{34}$), along with their structural resemblances, implicate that no or minimal diffusion should be required to form any of these phases. Notably, this agrees with our RBS and HAXPES results. If significant diffusion is not needed, then structural relaxations should predominantly account for these phases’ origin and subsequent crystallization. Given that a short-range ordering of $\text{Al}−\text{O}−\text{Ti}$ bonds already exists in the amorphous coatings, it is reasonable to assume that such relaxations should primarily involve structural displacements and short-range migrations of the oxygen framework. This is also supported by our HAXPES results and strengthened by knowing that Grimes & Pilling have shown high energy barriers to the migration of the cations (6.10–11.30 eV) in $\text{Al}_7\text{TiO}_4$ by Schottky and Frenkel formations.

Based on the inferences pointing to the influence of oxygen, we carried out additional theoretical calculations with DFT that solely focused on oxygen’s migration and possible vacancy formations in the $\text{Al}_7\text{TiO}_4$ structure. The oxygen vacancy models were made charge neutral by replacing two Ti atoms (formally in the +4 oxidation state) with Al atoms (formally in the +3 oxidation state) for every removed O atom. This approach follows our HAXPES results—showing only Ti$^{4+}$ in the annealed samples—and the low energies calculated for antisite Al(Ti) defect formations (cf. Table 1).

By using DFT, several different $\text{Al}_7\text{TiO}_4$ configurations were evaluated. Among these, one of the low-energy configurations was selected for the oxygen ion migration studies, where the oxygen vacancy is located in a three-coordinated site with only Al$^{3+}$ ions as the nearest neighbors, cf. Figure 4. This configuration is possible because the compensating Al$^{3+}$ ions are placed in the same Ti-row (cf. Figures 3 and 4). Separating Al$^{3+}$ ions into different Ti rows was found to be of equal stability.

From the selected configuration, we find three possible oxygen ion migration pathways to fill the vacancy, namely:

1. Oxygen moves from a nearby aluminum-bonded (geometry equivalent) position in the same row (pathway 1–0), thus with no change in coordination number.
2. Oxygen moves from a nearby position bonded to two aluminum and one titanium ion to the only aluminum-bonded position in the same row (pathway 2–0), again with no change in coordination number.
3. Oxygen moves from an enclosed position bonded to two aluminum and two titanium ions between rows (pathway 3–0). This movement implies that the oxygen ion reduces its coordination number from 4 to 3.

These migration pathways are visualized in Figure 4a–c, with final energy barriers and energy differences presented in Figure 4d. The energy barrier values are also listed in Table 2 for easier comparison.

As discussed above and seen in Figure 4d, there are large energy penalties associated with oxygen vacancies in the vicinity of Ti$^{3+}$ ions. For example, in the structure shown in Figure 4, the oxygen ion is most stable in position 3, which is a
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Accordingly, our results suggest that the crystallization and co-formation of Al\(_{2}\)TiO\(_{5}\) ions with two Ti\(^{4+}\) nearest neighbors. These energy penalties affect the migration of oxygen, making the energy barriers heavily dependent on its migration pathway. While the migration of vacancies into the vicinity of Ti\(^{4+}\) ions yields steep barriers around 4 eV (case 1–0, 2–0, and 3–0) in Figure 4d, the barrier for moving the oxygen ion in the opposite direction is consequently significantly smaller. Specifically, moving the vacancy away from the Ti\(^{4+}\) ion, expressed by the migration pathways 0–2 and 0–3, yields energy values around 2.8 and 1.7 eV in our calculations, respectively. Interestingly, the latter value is within reach for the typical annealing temperatures where Al\(_{2}\)TiO\(_{5}\) has been found to crystallize, i.e., 1073 Kelvin. The computed values presented herein can also be regarded to represent upper-bound values for the migration of oxygen and its vacancies as they have been made for the crystalline state of Al\(_{2}\)TiO\(_{5}\). The migration barriers for oxygen are expected to be lower in the amorphous (disordered) state.

Given that no significant compositional variations occur during crystallization, and that displacive changes to oxygen mainly occur after annealing, these calculations further support that oxygen migration is likely responsible for the transition between the disordered and ordered states in Al\(_{2}\)TiO\(_{5}\). Since oxygen’s migration is coupled with vacancy formations, the calculations further indicate that titanium ions prefer higher oxygen coordination environments in Al\(_{2}\)TiO\(_{5}\). Likewise, vacancies seem to conglomerate—or possibly even order—around aluminum ions during crystallization, which is in agreement with the structural descriptions of Al\(_{2}\)Ti\(_{3}\)O\(_{12}\) and Al\(_{16}\)Ti\(_{6}\)O\(_{34}\) as previously given by Hoffmann et al.\(^{32,33}\) Accordingly, our results suggest that the crystallization and co-formation of Al\(_{2}\)TiO\(_{5}\), Al\(_{2}\)Ti\(_{3}\)O\(_{13}\), and Al\(_{16}\)Ti\(_{6}\)O\(_{34}\) are driven by the migrations of oxygen and its corresponding vacancies.

To summarize, the findings presented in this study coherently emphasize the involvement and role of oxygen in the phase formations and crystallization of Al\(_{2}\)TiO\(_{5}\), Al\(_{2}\)Ti\(_{3}\)O\(_{13}\), and Al\(_{16}\)Ti\(_{6}\)O\(_{34}\) titanate phases. Potentially, a similar role of oxygen may be found among other family group pseudobrookite and oxide compounds that share similar structural features to these phases.

### CONCLUSIONS

The role of oxygen during phase formation and crystallization of coatings containing Al\(_{2}\)TiO\(_{5}\), Al\(_{2}\)Ti\(_{3}\)O\(_{13}\), and Al\(_{16}\)Ti\(_{6}\)O\(_{34}\) has been realized through various in situ techniques and \textit{ab initio} DFT calculations. The results show that the crystallization and co-formation of Al\(_{2}\)TiO\(_{5}\), Al\(_{2}\)Ti\(_{3}\)O\(_{13}\), and Al\(_{16}\)Ti\(_{6}\)O\(_{34}\) are induced by the migrations of oxygen and its corresponding vacancies. Calculated antisite exchange defect energies by DFT are low, implicating a high degree of cationic mixing for these phases. Similarly, relatively low energy barriers for oxygen migration are found for Al\(_{2}\)TiO\(_{5}\), whose results also indicate that oxygen vacancies are more prone to exist in the vicinity of Al\(^{3+}\) ions than Ti\(^{4+}\). The possible migration of oxygen, combined with HAXPES measurements showing only changes to the O 1s and valence band after annealing, suggests that crystallization of the coatings occurs through a displacive (diffusionless) mechanism. Coherently, these findings emphasize oxygen’s significant role and involvement in the phase formation and crystallization of these titanate phases.
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Table 2. Calculated Minimum Energy Barriers Corresponding to the Migration of Oxygen Ions (and Its Coupled Vacancy Formation) in Al\(_{2}\)TiO\(_{5}\)

<table>
<thead>
<tr>
<th>migration path (see Figure 4)</th>
<th>(E_0) (eV)</th>
<th>(E_1) (eV)</th>
<th>(\Delta E) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1/1–0</td>
<td>3.7</td>
<td>3.7</td>
<td>0</td>
</tr>
<tr>
<td>0–2/2–0</td>
<td>2.8</td>
<td>3.8</td>
<td>1.0</td>
</tr>
<tr>
<td>0–3/3–0</td>
<td>1.7</td>
<td>4.0</td>
<td>2.4</td>
</tr>
</tbody>
</table>
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