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A B S T R A C T

Borehole layout strongly affects the behavior of borehole heat exchangers (BHEs) and changes the performance
of a borehole thermal energy storage (BTES). This study investigates the existence and importance of the
optimum collective behavior of BHEs to maximize the performance of BTES. Charge benefit ratio, storage
efficiency and configurational benefit factor are proposed as performance indicators for better and finer
performance evaluations of BTES systems. A small-scale BTES consisting of ten boreholes arranged on a
concentric double-ring layout is considered as an application. Performance variations with the inner and the
outer radii of the borehole field are analyzed for the first five years of operation. The temperature fields of
different configurations show the transition from collective to individual behavior of boreholes, which leads to
an optimal radial configuration maximizing the performance indicators. It is seen that the indicators strongly
depend on both inner and outer radii and they reach their maximums for the same distinct radial configuration.
The optimum arrangement can almost double the thermal performance indicators. It is thus of great importance
to optimize collective behavior to maximize the usage of stored thermal energy. The results are qualitatively
general and represent the common behavioral patterns of BTES systems.
1. Introduction

Globally, the residential sector is the third largest energy consumer
after the industry and transportation [1] and more than 30% percent of
the residential consumption is used for space heating [2]. In addition
to such intense thermal energy consumption, the residential sector also
contributes to global warming with a substantial amount of greenhouse
gas emissions. Therefore, the selection of energy efficient technologies
for heating and, if possible, applying renewable energy technologies
into the buildings can reduce energy consumption [3] and the environ-
mental impact [4,5]. The energy demand of buildings can be generally
grouped as space heating/cooling, domestic hot water and electricity
consumption. However, it is obvious that the energy demand of the
buildings is also directly dependent on the climatic conditions, thermal
properties of the building materials, user behaviors and the energy
consumption of electrical devices [6]. Therefore, the modeling of this
demand is quite complex due to the changes of these variables for each
case and the most importantly changes in user behaviors in time. In the
literature, there are engineering, statistical, neural network, machine
learning and grey model studies to predict the energy consumption
of the buildings [7,8]. These studies not only help to understand the
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energy performance of buildings but also contribute to efforts for
reducing the economic and social impacts of climate change.

The thermal energy demand of buildings mainly arises from domes-
tic hot water and space heating/cooling consumption. This demand
can easily be reduced by coupling renewable energy applications to
the thermal energy systems and using energy efficient technologies and
suitable thermal energy storage systems to store summer heat for winter
use. This type of storage system is referred to as long-term thermal
energy storage or seasonal thermal energy storage (STES) systems. STES
systems use different storage technologies such as sensible, latent and
thermochemical heat and each one represents different economic and
technical performances [9–12]. One of the most used STES system is
the Borehole Thermal Energy Storage (BTES) system which store the
thermal energy under the ground using sensible heat storage technolo-
gies [13,14]. This technology is generally used by connecting solar
thermal panels to the ground source heat exchanger because solar
energy is both abundant and available almost in all regions. If the BTES
is charged by solar energy, this type of system is called solar-assisted
BTES [15]. Furthermore, waste heat from the space cooling in summer
seasons or industrial facilities can also be used for charging BTES [16].
Because both solar thermal panels and borehole heat exchangers (BHEs)
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are modular, BTES are easily applied for both residential and large
scale industrial applications [17,18]. Additionally, in this technology,
BHEs are also coupled with the heat pump on any scale to improve
the temperature difference between underground and the working fluid
inside the pump. Finally, all energy storage technologies, both long-
term and short-term, create a phase shift between energy demand and
consumption. This phase shift is very valuable both for the efficient
use of infrastructure by shifting peak hours to off-peak hours and for
reducing the energy costs of the end-user.

One of the most important steps in designing the best BTES is the
correct determination of the thermophysical properties of the ground
for calculating the heat transfer rate between the ground and heat
exchangers. The most used method in determining the thermophysical
properties of the ground is the thermal response test (TRT) [19–21]. In
this method, usually the average thermal properties of the ground are
obtained for a homogenized ground by using the differences between
the inlet and outlet fluid temperatures of the ground heat exchanger
and the mass flow rate. On the other hand, underground is an in-
homogeneous structure with mostly layered formations, clearly, the
thermophysical properties of each layer may differ significantly from
each other. Therefore, in order to get more detailed information about
the thermophysical properties of the ground at different depths, the
distributed thermal response test method is developed with the help of
optical fiber thermometers [22,23]. Because the homogeneous model
simply treats all layers as a single layer with averaged properties, there
may be considerable differences in modeling and computation time
between the homogeneous and the layered models. Even the shallow
vertical heat exchangers may pass through different layers under the
ground, there are many studies evaluating the performance of heat
exchangers in layered structures [24–26]. However, when the ther-
mal performances of BHEs are computed using the thermo-statistical
properties of the underground layers, the differences between the per-
formance predictions of the BHEs based on homogeneous and layered
models are less than 3% since the interlayer heat transfer is negligible
for almost all cases [27] and such small differences make the homoge-
nized model easily applicable and usually favorable. Furthermore, Lou
et al. [28] examined performance of the BHE for five layers ground
using homogeneous and non-homogeneous approach and found almost
the similar thermal outputs. The Optimal BHE configuration for a BTES
application can completely be different than that of a conventional BHE
field without thermal energy storage, because, the thermal shortcuts
reduce the performance of conventional BHEs [29] while the collective
behavior can even improve the performance of a system with BTES.

BTES performance can be optimized by taking many different pa-
rameters into account, such as design, material and operating param-
eters. BTES systems having different design characteristics, climatic
conditions and heat sources, are actively used all over the world [30].
By considering the combinations of the various numbers of BHEs having
different depths, spacing, inlet and outlet temperatures as well as un-
derground properties, Welsch et al. [31] investigated the performance
of 250 different medium deep BTES configurations in which BHEs are
placed on a concentric circular layout with a constant spacing for each
different depths of BHEs and they showed that there is an optimum
BHE spacing for each case. Lundh and Dalenback [32] studied well-
known BTES project of 100 BHEs for 50 residential unit in Sweden and
decided that it was appropriate to place the BHEs with 3 meters spacing
in a quadratic cross section. Woloszyn [33] investigated the global
sensitivity of BHEs arrangement to maximize the system performance
by changing the lateral distances and the inclination angle of BHEs,
and the maximum efficiency has been reached for the lateral distances
in the range of 1.5–3 m with the inclination angle of 0◦. Different
rom the ground source heat pump applications, in BTES systems, a
hermal insulation layer is usually applied near the ground surface to
revent heat leakage into the atmosphere. Also, waterproof materials
re generally chosen for the insulation layer to avoid surface water
2

enetration causing both evaporative and convective energy losses from
the BTES region. This practically stops the heat exchange from the top
of the BTES application field. Thus, the stored heat is prevented from
leaving the storage area to improve the system’s performance [34].
Furthermore, in the case of ground source heat pump applications,
Bidarmaghz et al. [35] studied the effects of changes in air temperature
on their performance and showed that even for 50 m deep BHEs,
the atmospheric effects reduce the performance only about 6%. Ma
et al. [36] experimentally investigated laboratory scale storage system
by changing soil properties, flow rates and temperature of working
fluid and intensity of radiation, and found that the soil water saturation
degree increases the energy storage per unit length of borehole and the
saturated soil shows more uniform temperature profiles.

In this study, a small-scale BTES for 5–20 houses is considered since
it is one of the most common application scales. Due to the small
number of BHE, a circular geometry is chosen for the layout of BHEs
to minimize the outer surface-to-volume ratio of BTES field and keep
the heat leakages from the field at the lowest. When the application
scale becomes much larger, naturally, the shape of the layout geometry
of BHE becomes practically unimportant as the surface-to-volume ratio
already becomes too small. Therefore, for large-scale applications con-
sisting of a few hundred to thousands BHE, rectangular or hexagonal
layout geometries are also quite reasonable options. For the small-scale
applications studied here, a BTES consisting of ten BHEs (1 + 3 +
6) arranged on a concentric double-ring geometry is considered. BHE
depth is chosen as 50 m and it can be chosen deeper depending on the
total heat demand, i.e. the number and the size of the houses connected
to this system. On the other hand, the results are practically not affected
by the depth of BHEs since the dominant heat transfer direction is
the radial one. The number of BHE on the outer ring is chosen as
the double of the ones on the inner ring to absorb most of the heat
leaked away from the encircled region. Installation of unnecessarily
many BHEs on the outer ring not only increases the BTES cost but also
even might increase the heat leakages because of the increased heat
diffusion toward the outside of the outer ring. Therefore, 1 + 3 + 6
BHE combination is chosen as a small-scale BTES and the various inner
and outer radii combinations are studied to uncover the existence and
the importance of the optimal collective BHE behavior maximizing the
thermal performance of BTES. The sensitivity of BTES performance to
the optimal configuration is also shown. The optimal collective behav-
ior determining the best layout configuration is naturally expected also
for other layout geometries and large-scale applications. In this context,
qualitative results are general and represent the common behavioral
patterns of BTES systems.

Welsch et al. comprehensively analyzed the effects of various pa-
rameters on the performance of a BTES, while the performance changes
due to different combinations of inner and outer radius for a constant
number of BHEs remained untouched. Different from the study by
Welsch et al. [31], here we investigate how thermal performance and
the collective behavior of a small-scale BTES field change with the sizes
of circular layout when the number of BHEs and all other parameters
remain constant. The charge and discharge durations of BTES are
determined by considering the local climate condition. The average
underground thermophysical properties are used for the calculation
of heat transfer rates since the difference between the predictions of
layered and homogenized models is negligible as mentioned before.

Furthermore, in the literature, the thermal recovery factor is com-
monly used as a measure of energy storage efficiency. It is defined as
the ratio of the extracted energy to the stored (charged) one. On the
other hand, since the temperature of circulating fluid in a heat pump
connected BHE is usually able to go below the undisturbed ground
temperature, the extracted energy is generally a combination of both
charged and the already available thermal energy in the ground. Thus,
it is always possible to extract thermal energy from the ground even if
it is not charged before. Because of that, the recovery factor does not
reflect the true performance of energy storage and recovery processes.

The less the charge the higher the recovery factor and in the case
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Fig. 1. The layout of borehole heat exchangers: the top view is on the left and the perspective view is on the right.
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f zero charge, the recovery factor even goes to infinity and causes
isconception and confusion. Therefore, although the recovery factor

n the literature is a helpful quantity it does not represent the true
torage efficiency. To determine how much percentage of the charged
nergy is truly recovered from the ground, it is important to know
ow much energy could be discharged (extracted) from BTES if the
ystem had not been charged. In this study, also an alternative storage
fficiency expression based on the storage energy usage is proposed for
better representation of the storage performance of a BTES. Charge

enefit ratio and configurational benefit factor are also proposed for
etter and finer performance evaluations of BTES. The variations of
hese performance indicators with the radial sizes of circular arrange-
ent are analyzed to find the optimum configuration to maximize BTES
erformance.

The main job of the study is to optimize the collective behavior
f BHEs and hence the borehole density distribution (arrangement)
o maximize the proposed performance parameters. However, because
he optimum distribution depends on many parameters such as ground
roperties, charge–discharge periods, number of boreholes, etc., a com-
utational simulation is the best way to prevent a possible inaccurate
esign and arrangement of BHEs. When we consider today’s computer
erformances, the computer simulations based on numerical methods,
ike FEM, are quite reasonable for BTES analyses under BHEs mutual
hermal interactions. There are some semi-analytical methods to deter-
ine the mutual interactions of BHEs, like the cross g-functions [37].
n the other hand, they also need the numerical calculations of too
any integrals when the number of BHEs becomes higher and hence

esults in also some calculation loads. Independent of which method
s used, the results are the same since the solution necessarily be
nique. Here, the numerical simulations based on FEM in the Comsol
nvironment are preferred.

. Model

.1. Model description

A small-scale BTES field consisting of ten BHEs, each 50 m depth, is
considered. One of the BHEs is positioned in the center of a concentric
double-ring configuration, while three and six BHEs are located on the
inner ring of radius 𝑟1, and the outer ring of radius 𝑟2 respectively as
seen in Fig. 1. Variations of thermal performance indicators with radial
sizes of the BHEs layout are numerically investigated for the first five
years of operation. During the examinations, the radius ratio is first
kept constant as, 𝑟2∕𝑟1 = 2 while the radius of the inner ring is changed
in between 1–12 m. Later, the ratio is changed in the range of 1.33 to
5 while 𝑟1 = 3 m.

In the numerical model, the depth and diameter of the ground
environment are chosen so large that the boundaries do not affect the
3

1

simulation results in both radial and vertical directions. Due to the
thermal insulation layer application near the ground surface in BTES
fields, the isolation boundary condition is applied to the top surface
of the storage system. The city of Erzurum/Turkey is chosen as an
application field for BTES and the undisturbed ground temperature 𝑇∞
s approximated by the mean annual air temperature of the city as
.7 ◦C. This is the value used as the initial condition at the beginning
f the numerical calculations. This common approach [38] is also
onfirmed for another city in Turkey by measuring 𝑇∞ at different

depths in the heat pump field laboratory of the Energy Institute of
Istanbul Technical University, and it is observed that the relative error
of the approach is approximately 4% [39]. The BTES is operated in both
charge and discharge modes. There are also standby modes in between
charge and discharge processes.

The main motivation of the study is to show the existence of optimal
collective behavior to maximize the thermal performance parameters of
BTES. The real data-based scenario can be applied to the model to see
the results for a specific year. On the other hand, the results become
case-dependent since the atmospheric data is different for each year.
To consider the worst-case scenario, we choose the lowest practical
temperature for the borehole surfaces during the discharge period and
the daily average charge temperature for the summer period. A con-
stant boundary surface temperature condition is used if the seasonally
averaged BHE surface temperature can be estimated. The average BHE
temperature is determined not only by the seasonal amounts of heat
demand and heat supply, which depend on air temperature and solar
radiation data respectively, but also by the number of BHEs and their
depths as well as the number of houses and installed thermal power
of solar collectors. Therefore, it is possible to adjust the control and
design parameters of the problem to use specific values for constant
boundary temperatures. The constant temperature boundary condition
considerably decreases the computing time for optimization scenarios.
In our case, the numerical calculations become two times faster in
comparison with the case of variable boundary conditions based on
hourly atmospheric data. The small difference between inlet and outlet
fluid temperatures makes the constant temperature boundary condition
for borehole surfaces technically applicable for axial direction as well.
Note that this temperature difference can also be adjusted by changing
the flow rate.

In the charge mode, hot water from a thermal mixing and accumu-
lation tank, charged by a solar thermal system, is pumped directly to
the BHEs at 40 ◦C while the heat pump is off. In this way, heat energy
s transferred to the ground from the borehole surfaces kept at 40 ◦C.
n the discharge mode, the heat pump is operated and thermal energy
ncluding some part of the stored one is pumped from the ground to
he heated space. As a worst case scenario, the temperature difference
etween the undisturbed ground and the borehole surface is chosen as

◦
5 C, therefore, the borehole surface temperature is kept constant at
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Table 1
Design and operational parameters of BTES and thermal properties of the ground.

Number of boreholes N (1 + 3 + 6), 10
Depth of boreholes, 𝐻 50 m
Radius of boreholes, 𝑟𝐵 0.1 m
Ground depth in the model, 𝐻𝐺 100 m
Ground radius, 𝑟𝐺 50 m
Undisturbed ground temperature, 𝑇∞ 5.7 ◦C
Borehole surface temperature in discharge mode, 𝑇𝐷𝐶

𝐵 −9.3 ◦C
Borehole surface temperature in charge mode, 𝑇 𝐶

𝐵 40 ◦C
Ground thermal conductivity, 𝑘 2.14 W m/K
Ground density, 𝜌 2500 kg/m3

Ground specific heat capacity, 𝑐𝑝 858 J/kg K
Ground thermal diffusivity, 𝛼 9.98 × 10−7 m2/s
Charging duration 3 months
Discharging duration 8 months
Standby duration after discharge and charge modes 15 days

−9.3 ◦C during the discharge mode. All the system parameters including
the thermophysical properties of the ground, lengths and radius of
the boreholes, design temperatures, charge and discharge durations
are given in Table 1. Due to the climatic conditions of the city, the
discharge duration is much longer than the charge duration.

Furthermore, in large-scale BTES systems, inner boreholes can be
used for charging and outer boreholes for discharging. However, in
small-scale systems consisting of a small number of BHEs, it is not
economically feasible to add some extra boreholes used only for the
discharge process, when we consider the drilling costs and practically
cost-free solar energy for the charging process. Therefore, all BHEs in
this study are used both in charge and discharge periods.

Thermophysical properties of the ground are assumed to be ho-
mogeneous and isotropic. Because the dependency of thermophysical
properties on temperature is smooth and the variations of ground
temperature during the charge and discharge processes remain in a
limited range, there is no noticeable change in these quantities for the
studied temperature range. Therefore, the thermophysical properties
are considered as constant quantities.

3D finite element method is implemented to solve the transient heat
diffusion equation for BTES field to determine the temperature profiles
around BHEs and heat transfers. A commercial software environment,
COMSOL, is used and approximately 175 k − 240 k tetrahedral meshes
are generated depending on the outer radius of BHE field. The following
transient heat diffusion equation is considered for BHEs to calculate the
thermal energy transfers during each process,

1
𝛼
𝜕𝑇
𝜕𝑡

= 𝜕2𝑇
𝜕𝑟2

+ 1
𝑟
𝜕𝑇
𝜕𝑟

+ 𝜕2𝑇
𝜕𝑧2

, (1)

here; 𝛼 is thermal diffusivity, 𝑇 is temperature, 𝑡 is time, 𝑟 is the
adial distance from the center of a borehole and 𝑧 is the depth from
he ground surface. The thermal diffusivity coefficient is determined as
= 𝑘∕𝜌𝑐𝑝, where, 𝜌 is the density, 𝑐𝑝 is the specific heat capacity and 𝑘

s the thermal conductivity coefficient of the ground. The undisturbed
round temperature increases with depth in general and this becomes
mportant for deep BHE applications. On the other hand, the considered
HEs have only 50 m depth, and therefore, the depth-dependency of

nitial ground temperature is negligible. However, the finite depth of
HEs causes edge effects which locally destroy the symmetry of the
roblem and needs 3D treatment. The 3D domain is discretized using
he integrated mesh generator of COMSOL software and the meshes
re refined in the vicinity of all BHE surfaces until the numerical
esults exhibit a mesh-independent temperature profile. In between the
ischarge (DC) and charge (C) periods, there are standby (SB) periods
s well. Annual cycles are in the order of DC–SB–C–SB. Durations
f DC, SB and C periods are determined by considering the monthly
veraged temperatures of the city. Eq. (1) is numerically solved for
he considered BHE field under the initial and boundary conditions
4

iven as follows for DC, SB and C periods respectively expressed by
qs. (2a)–(2c):

ischarge mode ∶ 0 ≤ 𝑡 ≤ 𝑡𝐷𝐶 , 𝑇𝐷𝐶 (𝑟, 𝑧, 0) = 𝑇∞
𝑇𝐷𝐶 (𝑟𝐵 , 𝑧 ≤ 𝑧𝐵 , 𝑡) = 𝑇𝐷𝐶 (𝑟 ≤ 𝑟𝐵 , 𝑧𝐵 , 𝑡) = 𝑇𝐷𝐶

𝐵 , 𝑇𝐷𝐶 (𝑟𝐺 , 𝑧, 𝑡) = 𝑇∞
(

𝜕𝑇𝐷𝐶 (𝑟, 𝑧, 𝑡)
𝜕𝑧

)

𝑧=0
= 0, 𝑇𝐷𝐶 (𝑟,𝐻𝐺 , 𝑡) = 𝑇∞

(2a)

tandby mode ∶ 𝑡𝐷𝐶 ≤ 𝑡 ≤ 𝑡𝑆𝐵 , 𝑇𝑆𝐵(𝑟, 𝑧, 𝑡𝐷𝐶 ) = 𝑇𝐷𝐶 (𝑟, 𝑧, 𝑡𝐷𝐶 )
(

𝜕𝑇𝑆𝐵(𝑟, 𝑧, 𝑡)
𝜕𝑟

)

𝑟=𝑟𝐵
𝑧≤𝑧𝐵

=
(

𝜕𝑇𝑆𝐵(𝑟, 𝑧, 𝑡)
𝜕𝑟

)

𝑟≤𝑟𝐵
𝑧=𝑧𝐵

= 0, 𝑇𝑆𝐵(𝑟𝐺 , 𝑧, 𝑡) = 𝑇∞

(

𝜕𝑇𝑆𝐵(𝑟, 𝑧, 𝑡)
𝜕𝑧

)

𝑧=0
= 0, 𝑇𝑆𝐵(𝑟,𝐻𝐺 , 𝑡) = 𝑇∞

(2b)

Charge Mode ∶ 𝑡𝑆𝐵 ≤ 𝑡 ≤ 𝑡𝐶 , 𝑇𝐶 (𝑟, 𝑧, 𝑡𝐶 ) = 𝑇𝑆𝐵(𝑟, 𝑧, 𝑡𝑆𝐵)

𝐶 (𝑟𝐵 , 𝑧 ≤ 𝑧𝐵 , 𝑡) = 𝑇𝐶 (𝑟 ≤ 𝑟𝐵 , 𝑧𝐵 , 𝑡) = 𝑇 𝐶
𝐵 , 𝑇𝐶 (𝑟𝐺 , 𝑧, 𝑡) = 𝑇∞

(

𝜕𝑇𝐶 (𝑟, 𝑧, 𝑡)
𝜕𝑧

)

𝑧=0
= 0, 𝑇𝐶 (𝑟,𝐻𝐺 , 𝑡) = 𝑇∞

(2c)

The difference between the surface temperature of BHEs and the
ean fluid temperature in U-tubes is in the order of a few degrees.
he transient temperature process inside the BHE radius is completed
ithin hours (12–48 h) depending on the structure of BHE while the
peration periods are in months for C and DC modes and in weeks
or SB. Therefore, BHEs are considered as hollow cylinders with a
onstant surface temperature. The heat transfer rate on the surface of
ach borehole is calculated from the temperature field by

̇ = −𝑘∫

𝐻

0
2𝜋𝑟𝐵

( 𝜕𝑇
𝜕𝑟

)

𝑟=𝑟𝐵
𝑑𝑧 (3)

where 𝐻 is the depth of the BHE and the total heat energy transfer of
a single borehole is obtained by

𝑄 = ∫

𝑡

0
�̇�(𝑡′) 𝑑𝑡′ (4)

The total heat rate, ∑𝑁
𝑖=1 �̇�𝑖(𝑡), and the total heat energy transfer,

∑𝑁
𝑖=1 𝑄𝑖(𝑡), are simply obtained by summing over the each BHE val-

ues where 𝑁 is the borehole number in BTES. Using Eqs. (3)–(4)
the charged, 𝑄𝐶 , and discharged, 𝑄𝐷𝐶 , amounts of heat energy are
numerically calculated for the first five years of BTES operations. The
amount of heat energy that can be absorbed from the ground during
the discharge process without any prior charging process, 𝑄𝑊𝐶

𝐷𝐶 , is also
determined.

2.2. Model validation

In order to validate the numerical models, problems are usually
solved by more than one numerical method or the results are directly
compared with the analytical solutions [40]. When all the BHEs of
BTES in this study are far enough from each other, the total amount
of extracted energy from the ground simply converges to the one for a
single BHE multiplied by the total number of BHEs. Therefore, such a
case allows us to verify the numerical model because there is already
an analytical solution in literature for the radial heat flux of a single
BHE considered as a hollow cylinder with constant temperature bound-
ary condition, [41]. On the other hand, other analytical models such
as finite-length linear heat-source [42] or finite cylinder-source [43]
models may also be used for the model validation.

Therefore, the results of the numerical model are compared with
the analytical ones for the period of 5760 h during the discharge
process of the first year when 𝑟1 = 12 m and 𝑟2 = 24 m, which
makes the interactions between BHEs negligible. The mean absolute
percentage errors (MAPE) for the heat rate and the heat energy transfer

are calculated as %3.0 and % 3.2, respectively for the used mesh
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Fig. 2. Comparison of the analytical and numerical results for (a) heat rate and (b) heat energy transfer.
structure in this study. MAPE values can even be further reduced simply
by increasing the mesh number if the computation time is not an issue.
The heat rate and heat energy transfer for each BHE are analytically
given as [27,44],

�̇�(𝑡) = 2𝜋(𝑇𝐷𝐶
𝐵 − 𝑇∞)𝐻𝑘 4

𝜋2 ∫

∞

𝛽=0

exp −𝛽2𝛼𝑡
𝑟2𝐵

𝛽[𝐽 2
0 (𝛽) + 𝑌 2

0 (𝛽)]
𝑑𝛽 (5)

𝑄(𝑡) = 2𝜋𝑟2𝐵𝐻(𝑇𝐷𝐶
𝐵 − 𝑇∞)𝜌𝑐𝑝

4
𝜋2 ∫

∞

𝛽=0

1 − exp −𝛽2𝛼𝑡
𝑟2𝐵

𝛽3[𝐽 2
0 (𝛽) + 𝑌 2

0 (𝛽)]
𝑑𝛽 (6)

where; 𝐽0 and 𝑌0 are the first and the second kind of zeroth order
of Bessel functions respectively, 𝑡 is the time in discharge mode. The
analytical and numerical results, including MAPE values, are compared
in Fig. 2.

3. Results

Due to the unavoidable heat leakage to the regions away from BTES
field, the stored thermal energy cannot fully be recovered from the
ground. Therefore, in order to determine the net benefit of a BTES
and its limits, first the total amount of discharged energy from the
BHE field is calculated without any prior charging (WC) process as
a reference quantity. For this case (WC), charging period is added to
the stand-by period since there is no charging process. Consequently,
in this reference case, heat energy is discharged from the ground
for eight months and then the heat exchange process is paused for
four months in standby mode. This cycle continues for five successive
years of operation and the discharged energy without any charging
process is represented by 𝑄𝑊𝐶

𝐷𝐶 . Five-years operations start with dis-
charge mode. For this reference case, the extracted energy from BHEs
decreases during the years since there is not enough time to recover
the undisturbed ground temperature in the vicinity of BHEs. There-
fore, the mean surface temperature of BHEs just before the discharge
process, 𝑇

𝑏𝐷𝐶
𝐵 , decreases over time and goes below the undisturbed

ground temperature, 𝑇∞ = 5.7 ◦C, as seen in Fig. 3-a. But this
decrement slows down by years because the decreasing 𝑇

𝑏𝐷𝐶
𝐵 increases

the temperature differences between BHE surface and the undisturbed
ground temperature and it improves the heat transfer rate as well as the
recovery time of the temperature profile. The worse case is achieved
for 𝑟1 = 3 m, which maximizes the discharged energy. If the BTES
is charged, however, 𝑇

𝑏𝐷𝐶
𝐵 considerably increases and becomes even

time-independent and also takes the values much higher than 𝑇∞ for
all values of 𝑟1. The mean surface temperature of BHEs just before
charging, 𝑇

𝑏𝐶
𝐵 , also becomes time-independent and increases for higher

values of 𝑟1 as seen in Fig. 3-b.
The temperature fields of the ground around a single borehole

and multi-borehole BTES are given in Fig. 4. These temperature dis-
tributions provide important information about the transition from
collective to individual behavior of BTES field with increasing distances
between BHEs. Fig. 4-a shows the temperature distribution around a
5

single borehole BTES at the end of the first five years of operation. The
thermophysical properties of the ground are homogeneous and the heat
diffusion is isotropic in the domain, therefore, the isotherms normally
show circular characteristics. However, for multi-BTES, interactions
cause collective behavior and isotherms cover the larger areas with
higher temperatures when BHEs are relatively close to each other,
Fig. 4b–d. On the other hand, collective behavior starts to decay and
the individual behavior becomes more and more apparent while the
distance between BHEs increases, Fig. 4e–f. Eventually, the collective
behavior is totally lost and the configurational benefit almost disap-
pears since the interactions become negligible due to over distance
between BHEs, Fig. 4 g–i. The performance values of multi-BTES are
different from each other for each configurational radius. In this study;
the charge benefit ratio, the configurational benefit factor and the
storage efficiency definitions are introduced to compare the BTES
performances for different values of the radius. The ratio of discharged
energy, 𝑄𝐷𝐶 , to the one without prior charging, 𝑄𝑊𝐶

𝐷𝐶 , is described as
the charge benefit ratio and written as,

�̂�𝐶𝐵 =
𝑄𝐷𝐶

𝑄𝑊𝐶
𝐷𝐶

(7)

The variations of charge benefit ratio with time and configurational
radius are given in Fig. 5. Note that both 𝑟1 and 𝑟2 change simulta-
neously while their ratio remains constant as 𝑟1∕𝑟2 = 2. Although the
charge benefit ratios are calculated for nine different radii, due to the
similar characteristics of the curves, the only ones for three different
radii are shown together with that of a single borehole in Fig. 5a. In
conventional ground source heat pump applications, if the BHE field
is sufficiently large, the BHEs are placed far away from each other
to prevent thermal shortcuts between the BHEs and improve thermal
performance. In other words, in a conventional BHE field, it is the
desired condition that each BHE in the field behaves individually. In
the case of BTES, however, the desired condition is different. From
both figures in Fig. 5, the most advantageous configuration is achieved
when 𝑟1 = 3 m. Therefore, the shorter or longer configuration radius
clearly decreases the performance of a multi-BTES. Consequently, there
is an optimum radius for the concentric circular configuration of multi-
BTES. It is also seen from Fig. 5a that variations of charge benefit ratio
with both time and configuration radius show asymptotic behaviors.
In Fig. 5-b, the charge benefit ratio approach to its single BHE value
when 𝑟1 getting larger and larger values which destroy the collective
behavior.

Another performance indicator is the configurational benefit factor
proposed and defined here as,

𝑓𝐶𝐵 =
�̂�𝐶𝐵

�̂�𝑆𝐵
𝐶𝐵

(8)

where; �̂�𝑆𝐵
𝐶𝐵 is the charge benefit ratio of BTES with a single BHE.

Eq. (8) represents the benefit just because of the collective behavior.
Its variations with time and radius are seen in Fig. 6. Almost all the
comments made for Fig. 5 are also valid for Fig. 6. In addition, in
Figs. 5-b and 6-b, it is seen that the performance values rapidly decrease
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Fig. 3. Variation of the mean surface temperature of BHEs with the inner radius just before the charge and discharge modes (a) without prior charging and (b) with charging.
Note that 𝑟2∕𝑟1 = 2.

Fig. 4. Temperature distributions at the end of five years of operation for different inner radius of BHEs layout: (a) a single borehole and (b–i) 10-boreholes. Note that 𝑟2∕𝑟1 = 2
and 𝑇∞ = 5.7 ◦C.

Fig. 5. Variation of charge benefit ratio with (a) operation time and (b) the inner radius. Note that 𝑟2∕𝑟1 = 2.
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Fig. 6. Variation of configurational benefit factor with (a) operation time and (b) the inner radius. Note that 𝑟2∕𝑟1 = 2.
when the distance between the BHEs falls below the optimum radius
of 3 m. If the radius is further reduced so that the BHEs form a
close bundle, BTES behaves as a large quasi-single BHE with lower
configurational benefit factor.

The storage efficiency may be the most informative indicator for
thermal energy storage systems. The recovery factor is commonly used
as a thermal performance indicator of BTES and is defined as the ratio
of extracted energy to charged energy. On the other hand, since the
temperature of circulating fluid in a heat pump connected BHE can
go below the undisturbed ground temperature, the extracted energy
is usually a combination of both charged and the already available
thermal energy in the ground. In other words, since there is always
usable thermal energy already in the ground even if it is not charged
before, the recovery factor does not reflect the true performance of the
storage process and the percentage of charged energy usage during a
discharge process. In the case of zero charge, the recovery factor even
goes to infinity and causes misconception and confusion. To determine
the how much stored energy is used, it is important to know how
much energy could be discharged from BTES if the system had not been
charged. For this purpose, by keeping all the conditions the same, the
discharge energy without a prior charge process is also determined. As
a result of this information, the storage efficiency of BTES is introduced
here as,

𝜂 =
𝑄𝐷𝐶 −𝑄𝑊𝐶

𝐷𝐶
𝑄𝐶

(9)

In short, the storage efficiency is defined as the stored energy usage per
charged energy where 𝑄𝐷𝐶 −𝑄𝑊𝐶

𝐷𝐶 is the stored energy usage computed
as the difference between the discharged energies with and without
prior charging processes. Note that the storage efficiency properly goes
to zero in the case of zero charge and serves as a true indicator for stor-
age efficiency of a BTES. The variation of the storage efficiencies with
time and various radii are given in Fig. 7. The highest efficiency value
is obtained for 𝑟1 = 3 m and at the end of the fifth year the efficiency
reaches almost 2.5 times higher value than that of a single borehole
BTES. The existence of an optimum spacing for thermal performance
indicators generally agrees with the results given by Welsch et al. [31].

The variations of three performance indicators with the radius ratio
are also examined for a constant inner radius, 𝑟1 = 3 m. In Fig. 8, we see
that both the charge benefit ratio and the configurational benefit factor
have similar characteristics and they reach their maximum values when
𝑟2∕𝑟1 = 1.67. This shows that the configuration of 𝑟1 = 3 m, 𝑟2 = 5 m
is the global maximum in (𝑟1, 𝑟2) plane. The dependency of the storage
efficiency on radius ratio in Fig. 9 also confirms the existence of this
global maximum. It is seen that the storage efficiency changes smoothly
in Fig. 9 in comparison with Fig. 7. This is because all BHEs move
away from each other when we increase 𝑟1 while 𝑟2∕𝑟1 = 2 in Fig. 7.
On the other hand, in Fig. 9, we keep the BHEs on the first ring
constant as 𝑟 = 3 m and change only the ones on the second ring.
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It should be noted that, however, the optimum values of 𝑟1 and 𝑟2
always depend on ground properties, chosen layout geometry (here it
is the concentric double-ring), charge/discharge temperatures and the
local climate conditions which determine also the charge and discharge
periods.

4. Conclusion

Examinations of configurational size effects on proposed perfor-
mance indicators showed that there is an optimum radial configuration
that maximizes the benefits of collective behavior of BHEs in a BTES
field. Each performance indicator asymptotically increases throughout
the first five years of operation. However, the optimum configuration
radius is almost the same for all indicators and it provides the max-
imum thermal performance for a small-scale concentric double-ring
BTES field. The optimum arrangement can almost double the thermal
performance indicators as seen from Figs. 5b–7b. The best configuration
is 𝑟1 = 3 m, 𝑟2 = 6 m for thermal and operational conditions considered
here. For the radii below and above these optimal values, the collec-
tively behaved field becomes smaller and the performance indicators
decrease. This leads to the loss of a considerable amount of stored
energy. Therefore, the optimization of the collective behavior of BHEs
in a BTES has an essential effect on thermal performance. It becomes
even more important for small-scale BTES applications consisting of
dozens of BHEs.

The results are qualitatively general and represent the common
behavioral patterns of BTES systems, particularly the small-scale ones.
Quantitatively, the increment of BHEs on the inner and outer rings does
not affect the optimum configuration as long as the distance between
BHEs is not practically less than the thermal interaction coefficient.
The value of the interaction coefficient is around 3 m for isotropic
BHE distribution and the long operation times considered here, [29].
For example, instead of 1 + 3 + 6 BHEs, if 1 + 6 + 12 combination
is considered, the optimum radial configuration remains the same as
𝑟1 = 3 m and 𝑟2 = 6 m. On the other hand, the charge benefit ratio and
the configuration benefit factor improve from 3.2 and 2.4 to 4.4 and
3.2 respectively and the storage efficiency rises from 72% to 78%. On
the contrary, the depth of BHEs practically neither affects the optimum
configuration nor the results since the dominant heat transfer direction
is the radial one.

It seems that the thermal interaction coefficient plays an important
role to determine the best configuration (arrangement) of BHEs for the
optimum collective behavior maximizing the thermal performance of
BTES. Instead of double rings, if triple, quadruple or more rings are
considered, the possible best configuration becomes 𝑟1 = 3 m, 𝑟2 = 6 m,
𝑟3 = 9 m,. . . if the thermal interaction coefficient is around 3 m and
the distance between BHEs is not smaller than this value. By keeping
these conditions, if we increase the number of BHEs on each ring, we
increase the performance indicators.
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Fig. 7. Variation of the storage efficiency with (a) operation time and (b) the inner radius. Note that 𝑟2∕𝑟1 = 2.
Fig. 8. Variations of (a) charge benefit ratio and (b) and the configurational benefit factor with the radius ratio, 𝑟2∕𝑟1. Note that 𝑟1 = 3 m.
Fig. 9. Variations of the storage efficiency with the radius ratio, 𝑟2∕𝑟1. Note that
𝑟1 = 3 m.

On the other hand, the thermal properties of the ground as well as
the durations and the temperatures of charge and discharge modes de-
termine the strength of thermal interactions between BHEs. Therefore,
the interaction coefficient and hence the optimal configuration and
the performance indicators change when these thermal and operational
parameters considerably change.

For ground source heat pump applications, the best performance
is achieved when the distance between BHEs is much larger than the
thermal interaction coefficient. For BTES applications, however, the
best performance is obtained when the distance is around the thermal
interaction coefficient.

The main goal is to recover as much of the charged energy as pos-
sible and increase the thermal performance indicators. Arranging the
8

same number of boreholes at different distances or geometries clearly
affects the performance. Optimal BTES configuration is also affected by
the thermophysical properties of the ground and the charge/discharge
durations of the field. If the ground properties are homogeneous and
isotropic, the angular symmetric BHE arrangements generally pro-
vide the highest configurational benefit factor for some optimal sizes.
But, if there is ground water flow, this flow constitutes a preferential
direction for the heat transfer, and under such conditions, the de-
formed geometries, like ellipse, for BHE layout may provide the highest
configurational benefit factor.

The effects of the number density of BHEs in each ring and the
ground water flow on the performance indicators are possible exten-
sions of the study. These problems are now under consideration by the
same research group.
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