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The Search for Syntax
Investigating the Syntactic Knowledge of Neural Language Models Through the Lens of Dependency Parsing
Syntax — the study of the hierarchical structure of language — has long featured as a prominent research topic in the field of natural language processing (NLP). Traditionally, its role in NLP was confined towards developing parsers: supervised algorithms tasked with predicting the structure of utterances (often for use in downstream applications). More recently, however, syntax (and syntactic theory) has factored much less into the development of NLP models, and much more into their analysis. This has been particularly true with the nascent relevance of language models: semi-supervised algorithms trained to predict (or infill) strings given a provided context. In this dissertation, I describe four separate studies that seek to explore the interplay between syntactic parsers and language models upon the backdrop of dependency syntax. In the first study, I investigate the error profiles of neural transition-based and graph-based dependency parsers, showing that they are effectively homogenized when leveraging representations from pre-trained language models. Following this, I report the results of two additional studies which show that dependency tree structure can be partially decoded from the internal components of neural language models — specifically, hidden state representations and self-attention distributions. I then expand on these findings by exploring a set of additional results, which serve to highlight the influence of experimental factors, such as the choice of annotation framework or learning objective, in decoding syntactic structure from model components. In the final study, I describe efforts to quantify the overall learnability of a large set of multilingual dependency treebanks — the data upon which the previous experiments were based — and how it may be affected by factors such as annotation quality or tokenization decisions. Finally, I conclude the thesis with a conceptual analysis that relates the aforementioned studies to a broader body of work concerning the syntactic knowledge of language models.
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1. Introduction

Language models (LMs) — machine learning models that assign probabilities to strings in a language — have transformed the field of natural language processing in the last decade. Despite their simplistic learning objectives, LMs have been leveraged in various ways in order to push forward the state of the art across numerous tasks. Most of this success is owed to the deep learning paradigm, which allows for the end-to-end training of general-purpose algorithms without the need to incorporate strong theoretical assumptions (such as the Markov assumption in n-gram language modeling). To this end, sequence processing models such as the LSTM (Hochreiter and Schmidhuber, 1997) and Transformer (Vaswani et al., 2017) have showcased considerable utility, serving as automated feature extractors capable of encoding salient linguistic information without an explicit supervisory signal. Aided by rapid advancements in graphical processing hardware, this framework has been administered at increasing scale — both in terms of data and model parameter size — continually resulting in more expressive and accurate models.

Generally speaking, pre-trained language models can be leveraged in one of two ways. Primarily, they are employed for text generation, where the resulting output is often fluid, grammatical, and thematically coherent. In line with this, it is often possible to prompt models to generate answers to various NLP tasks, without requiring task-specific training data. However, this usually requires that the model is large enough, has been pre-trained on sufficient data, and that the prompt is correctly formed. Alternatively, language models can be fine-tuned so as to calibrate their parameters to the task in question. Doing so typically presupposes that the model has learned relevant linguistic features throughout pre-training, which could then be leveraged towards a specific task. In such cases, only the intermediate parameters are updated, while the generation layer is replaced with an appropriate mechanism befitting the downstream task, such as text classification, sequence tagging, or structured prediction.

Both of the aforementioned approaches (and numerous others) have yielded success across a wide array of NLP tasks, leading researchers to posit that LMs possess considerable linguistic knowledge. However, evaluating the extent to which this claim is true remains a central issue. Perhaps the most straightforward method for doing so is by measuring a model’s performance on downstream tasks for which human baselines are available. This, however, presents potential caveats that can be obfuscated by traditional performance metrics, such as accuracy. For example, it is difficult to ascertain whether a fine-tuned question answering (QA) model demonstrably relies on the general linguistic
knowledge it acquired in the pre-training stage, or if it simply learns spurious correlations between input and output. Likewise to this end, one cannot draw parallels between the linguistic capabilities of humans and models without showing how the processing of the latter aligns with the former (or theories thereof).

In an attempt to address these concerns, researchers have turned to the topic of syntax — the area of linguistic study which concerns how words combine to form phrases or sentences. Syntax has long been a prominent subject in the field of linguistics, with decades of corresponding research, theory, and debate. Though many open questions remain, the study of syntax has nonetheless produced numerous theories and frameworks through which principled observations about natural language continue to be made. Applying these principles to computational models of language is not a straightforward endeavor, but one that has been earnestly pursued in an attempt to demystify the notoriously opaque language models that have become mainstream in NLP. Through the syntactic lens, researchers have been able to identify cases where models match expected human behavior, where they fail, and how well their internal syntactic processing aligns with theoretical expectations.

In this dissertation, I investigate the syntactic knowledge of language models through the perspective of another type of model: dependency parsers. Parsing carries a long tradition in NLP, with ample research devoted to developing efficient, state-of-the-art algorithms capable of analyzing text across many languages and domains. Unlike language models, which are self-supervised and trained on unlabeled data, parsers are structured prediction models, which are usually trained on labeled linguistic data in the form of treebanks. Such data typically adheres to a particular syntactic framework, where dependency has proven to be particularly popular due to its mathematical properties and practical usage. Given unlabeled text — for example, a single sentence — a parser is tasked with returning its corresponding labeled syntactic structure. As such, parsers can be imagined as idealized computational models of syntax in that they are designed for processing sentences according to the rules of a particular syntactic framework.

Studying language models through the perspective of treebanks and parsers can provide interesting insights about their syntactic capabilities. For example, given one’s understanding of the inner workings of parsers, one might investigate the extent to which the language-internal components of language models, such as attention weights, behave similarly. Furthermore, one could evaluate the utility of language models’ hidden state representations (learned end-to-end) when used as input in downstream supervised parsing (which traditionally requires hand-crafted features). In the case that such representations are indeed useful for parsing, one might choose to examine which aspects of syntactic structure are actually encoded therein. Ultimately, positive findings in these directions could provide support for the idea that language models pro-
cess their input hierarchically — much like a parser — despite being trained in a linear, left-to-right manner.

Unfortunately, not all positive findings in the above context can be interpreted as concrete proof that language models possess syntactic knowledge (or that their processing aligns with linguistic theories thereof). Indeed, when employing parsers as instruments for understanding language models, one needs to ascertain that the conclusions one draws apply directly to the latter — and that alternative explanations do not exist. This is especially salient when working with linguistic data like treebanks, which often vary in terms of text type, as well as the frequency at which various syntactic structures are attested. Failing to acknowledge such aspects runs the risk of misattributing models’ performance to their general linguistic competence, rather than to more straightforward factors, such as the domain or genre of the underlying text. Linguistic typology is also a vital aspect to consider, as models that are considered to be linguistically competent should likewise be able to generalize equally across typologically diverse languages. In the case that they cannot, the claims that they possess syntactic knowledge become increasingly dubious. I attempt to integrate these concerns throughout the entirety of this dissertation, as they are vital to the pursuit of understanding language models.

1.1 Research Questions

This dissertation addresses several research questions that are relevant to understanding the syntactic capabilities of language models. I outline them as follows:

RQ1 How do representations from pre-trained language models affect the behavior of neural dependency parsers?

   Addressing this question will aid us in understanding the benefit of contextualized representations for the task of dependency parsing, as well as their impact on the error profiles of different dependency parsing approaches.

RQ2 To what extent is syntax encoded in language model components, and how does this vary across different languages?

   Addressing this question will ascertain whether or not methods proposed for extracting syntactic structure from English models can likewise generalize to models trained on other, typologically distant languages. Also, it will shed light on how syntactic structure is distributed across different model components, such as hidden state representations.
or self-attention distributions.

**RQ3** How is our understanding of language model components affected by experimental variables such as the choice of alternative syntactic frameworks or learning objectives?

Addressing this question will help us disentangle the various factors at play when investigating the syntactic knowledge of neural language models. In particular, it will highlight the role played by linguistic representations in probing studies. In addition, it will show the influence of the learning objective employed to train the model.

**RQ4** How can we characterize treebank properties that affect parser learnability, such as annotation quality or tokenization decisions?

Addressing this question will provide insight into the various properties and idiosyncrasies inherent to treebanks, which can aid us in understanding how models interface with such data, and avoid building conclusions around non-linguistic confounds.

### 1.2 Structure of the Dissertation

This dissertation consists of seven chapters, which focus on answering the aforementioned research questions in the context of the included articles (see Section 1.3). The present chapter, Chapter 1, which introduces the research questions and the included articles, is followed by a background chapter, Chapter 2, which introduces all prerequisite concepts and terminology relevant to the rest of the dissertation. The remaining five chapters are organized as follows, detailing the work of me and my collaborators.

In Chapter 3, we address RQ1 by investigating the performance of neural dependency parsers which have been enhanced with contextualized word representations. We find that representations based on ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019) yield noticeable accuracy improvements across 13 typologically diverse Universal Dependencies treebanks (Nivre et al., 2020) when compared to static embeddings. This performance boost applies to both transition-based and graph-based parsers, though the latter benefit slightly more. In investigating the parsers’ error profiles, we find that they both resemble each other, especially when infused with contextualized representations. This finding is at odds with previous research, which demonstrates that non-neural transition-based and graph-based parsers possess complementary benefits and drawbacks. We take this to mean that contextualized representations extracted from ELMo and BERT are expressive enough to overcome the limitations of the respective parsing paradigms.
Having demonstrated the benefit of language model representations in supervised dependency parsing, I dedicate Chapter 4 to exploring RQ2 in order to understand how exactly syntactic information is encoded in such models. First, we employ a structural probe (Hewitt and Manning, 2019) in order to decode dependency structure from language models’ hidden state representations. We find that, for both BERT and ELMo, such information is indeed extractable across the 13 treebanks mentioned above, with BERT’s middle layers returning the best accuracy. Second, we investigate the extent to which dependency syntax is reflected in the distributions of multilingual BERT’s 144 attention heads. We observe considerable variation across 19 languages, with some out-performing a naive, adjacent-branching baseline and others faring considerably worse. In investigating specific dependency relations, we find that various heads specialize to capture such relations across languages, implying that some linguistic knowledge is encoded in a multilingual fashion.

In Chapter 5, I address RQ3 in order to shed a nuanced light on the mostly positive findings related to RQ2. First, I revisit the probing results in the context of an alternative dependency framework (Surface-syntactic Universal Dependencies, or SUD (Gerdes et al., 2018)), which, unlike UD, emphasizes function word heads. In probing for SUD trees, we encounter significant variation in decoding accuracy compared to UD, with some treebanks strongly preferring the latter, others the former, and some returning no preference at all. We demonstrate that such variation in results is not primarily due to the syntax encoded by the surveyed models, but rather the graph properties and annotation of the treebanks on which our probes were trained. Second, we contrast the aforementioned attention distributions with those obtained after fine-tuning our models directly for dependency parsing. We find that we can decode dependency trees far more reliably in the latter case, indicating that attention can reflect syntactic structure if a model’s training objective entails learning such structures.

In light of the findings related to RQ3, which emphasize the methodological confounds inherent to the search for syntax in language model components, Chapter 6 investigates whether or not the learnability of treebanks can be reliably measured (RQ4). To do so, we employ a popular neural graph-based parser, which we train on 88 Universal Dependencies treebanks. We experiment with three methods for estimating dataset difficulty, which are broadly based on model training dynamics and information theory. Ultimately, we find that each metric reveals various idiosyncratic properties of treebanks, such as lexical and structural variety, morphological complexity, domain/genre, and annotation choices. We observe that such factors are typically obfuscated by accuracy-based metrics like labeled attachment score (LAS), which should inspire caution when employing treebanks in probing model representations for syntactic information.

Chapter 7, the conclusion, attempts to synergize the findings of the aforementioned studies in the context of a broader research agenda devoted to study-
ing the syntactic knowledge of language models. We begin by outlining (what we perceive to be) the three dominant experimental paradigms typically employed as a means of this pursuit. We then identify considerations central to this body of work, which we argue can aid in the formulation of more precise research questions and add nuance to the study of language models. This is followed a future work section which contextualizes our work within recent developments in the field and offers directions for future research.

1.3 Papers and Contributions

This dissertation is based on the following papers, which are referred to in the text by their Roman numerals. Papers I through IV each address a specific research question, while Paper V consists of a conceptual analysis that is described in Chapter 7. I also provide a description of my contributions to each paper.


The parsing experiments described in this article directly address RQ1. I was responsible for implementing and debugging the contextual embedding code, running all experiments, plotting, analysis, and writing.


This article partially addresses RQ2 and RQ3. Specifically, the UD probing experiments are discussed with respect to RQ2, whereas the SUD experiments relate to RQ3. I was responsible for refactoring John Hewitt’s probing code base in order to comply with UD and multilingual BERT, running all experiments, plotting, analysis, and writing.


Similarly to Paper II, this article also partially addresses RQ2 and RQ3. The attention decoding experiments concerning the pre-trained multi-lingual BERT model refer to RQ2, while the fine-tuning experiments relate to RQ3. I was responsible for implementing the attention decoding codebase, running all decoding experiments described in Section 4, plotting, and writing.


The three metrics surveyed in this article — Dataset Cartography, $\mathcal{V}$-information, and Minimum Description Length — each together address RQ4. I was responsible for the implementation of each metric, running all experiments, plotting, analysis, and writing.


This article does not pertain to any individual research question. Rather, it serves as a synthesis of the various threads discussed throughout this dissertation, placed in the context of the broader research agenda concerned with investigating the syntactic knowledge of neural language models. I was responsible for defining the main points of analysis, performing the literature review, and writing.
2. Background

In this chapter, I review the technical background that underpins the studies collected in this dissertation. I begin by offering a high-level introduction to the concept of syntax — an area of linguistic study concerned with sentence structure. Next, I describe Universal Dependencies — a popular annotation framework based on dependency syntax — as well as an alternative framework proposed to complement it. Finally, I provide an overview of the NLP tasks of dependency parsing and language modeling, including classical and contemporary approaches thereof.

2.1 Syntax

Syntax is an area of linguistic study that is concerned with how words combine to form more complex expressions like phrases and sentences. In general, syntax can be distinguished from morphology (the internal structure of words), as well as semantics (the meaning of sentences). Put differently, it concerns the form sentences take when all words have been properly arranged and can be interpreted in relation to each other. Such an arrangement is privy to a set of rules that determine how words can combine to convey meaning — that is, a grammar. All of the world’s languages are shaped by their own grammars, each of which contain unique rules, restrictions, and idiosyncrasies. As an example of the above, consider the following English sentence:

(1) those dogs from across the street chase our cat everyday

Per the English grammar, one can interpret the noun phrase (NP) those dogs as the subject of the sentence, since it appears before the main verb chases; in other words, the dogs are doing the chasing. Naturally, swapping the position of those dogs with our cat (and changing the form of the verb) elicits an entirely different interpretation: one where the cat is chasing the dogs. In a similar vein, subject-verb agreement dictates that the verb chase is inflected to reflect the plural number of its actual subject (dogs), rather than the singular noun street that intervenes between them. Such phenomena, among many others, are often called coding properties. Appropriately, their function lies in encoding the various types of grammatical relationships that can be observed between words and phrases.
A complex interplay between coding properties is a product of the grammatical structure of a given sentence. It is important to note two aspects inherent to this structure, however. First, it is implicitly hierarchical: words combine to form phrases, which themselves combine to form sentences. Indeed, the subject-verb agreement highlighted in the example above indicates the combination of two distinct phrases — the subject NP (those dogs from across the street), governed by the plural noun dogs, and the VP (chase our cat everyday), governed by the present-tense, 3rd-person plural verb chase.

Second, such structures are not directly observable: the exact nature of the aforementioned hierarchy is privy to interpretation, and many frameworks and theories have been proposed as a means of describing it. Nevertheless, a sentence’s grammatical structure can, to an extent, be illustrated by means of various transformations. For example, those dogs from across the street can safely be substituted with the third-person plural pronoun they, indicating that these words constitute a well-formed grammatical unit. In contrast, the same cannot be said for those dogs from across, which, if substituted, would violate syntactic boundaries and render the sentence ungrammatical. In the following section, I will briefly outline two major means of representation that seek to formalize the notion of grammatical structure. Our focus, however, will be placed on dependency grammar.

2.1.1 Constituency Grammar

Constituency grammar is a popular syntactic framework among theoretical linguists, formalized by Chomsky (1956). At its most basic level, constituency grammar is motivated by the aforementioned observation: that groups of words (constituents) can behave as a single unit within a hierarchical structure. A constituent can therefore refer to a single lexical item, or, alternatively, a phrase comprising multiple words, yet headed by a lexical item. Typically, the part of speech of a phrase’s head will indicate the grammatical category it represents, such as an NP in the case of those dogs from across the street. Such properties are typically specified by means of a Context Free Grammar (CFG) — a formal system designed for the description of languages’ constituency structure. Figure 2.1 depicts a constituency tree for Sentence 1, following a simple English-language CFG.

2.1.2 Dependency Grammar

Like constituency grammar, dependency grammar holds a long tradition in the study of syntax (Tesnière, 1959; Mel’cuk et al., 1988). However, unlike constituency, dependency grammar’s distinguishing feature is its emphasis on the functional relations (dependencies) between individual words, rather than phrase structure. Such relations are defined to be binary and asymmetrical,
relating a dependent to its head. For example, the word dogs from Sentence 1 can be analyzed as a dependent of the verb chase, via a nominal subject (nsubj) relation. The set of dependencies occurring in a sentence can thus be represented as a tree, which is typically rooted at the main verb. Figure 2.2 depicts a dependency tree for Sentence 1.

Dependency grammar carries numerous advantages as a syntactic representation. Chief among these is its flexibility with regard to word order, since dependencies are drawn directly between words on a relation–type basis. This is particularly useful when analyzing morphologically rich languages with flexible word order, such as Russian. Figure 2.3 demonstrates the adaptability of the dependency representation to a sentence in Russian, where the same functional relations persist despite the words having been rearranged in various ways. This is non-trivial for a constituency framework, which would require
the design of separate productions for every plausible word order or rely on mechanisms like traces.

Another advantage of dependency-based representations is that they can, in many cases, approximate the semantic relationship between predicates and their arguments. For example, given a dependency parse of Sentence 1, one can directly extract the root verb *chase* as the predicate, and *dogs* and *cat* as its core arguments. For this reason, dependency has proven to be especially popular in the fields of natural language processing, where many applications, such as question answering (Simmons et al., 1964; Brill et al., 2001; Lin et al., 2002; Cui et al., 2005; Wang et al., 2012), traditionally rely on such information being available. Though semantic structure can likewise be extracted from a constituency tree, it is not directly accessible like it is in dependencies and special algorithms are required in order to retrieve it.

A contentious aspect of dependency grammar is the notion of *headedness* (Zwicky, 1985; Hudson, 1987). Indeed, while some relations are straightforward to orient according to a variety of criteria (for example, distributional equivalence or morphological locus (Hudson, 1987)), others are more contentious and are therefore subject to theoretical preference. For example, the chief difference between the popular Universal Dependencies (UD) framework (Nivre et al., 2020) and its proposed complement, Surface-Syntactic Universal Dependencies (SUD) (Gerdes et al., 2018) (discussed in detail in Section 2.2), is that the former utilizes content word heads, while the latter prioritizes function words. In practice, this amounts to SUD treating lexical verbs as dependents of auxiliaries rather than the other way around. Another problematic construction is coordination, where two or more similar elements are connected
by a coordinating conjunction, for example: *the old men and women*. Here, the framework of choice must determine whether a conjunct or a coordinat-
ing conjunction serves as the head, as well as how all other element relate to
it — justifying the interpretation of the ambiguous modifier *old*. This itself
raises the issue of cases in which no clear head is present, such as multiword
expressions or named entities, such as *New York*. In the following section, I
will discuss these issues in detail as they relate to Universal Dependencies.

2.2 Universal Dependencies

Universal Dependencies (UD) (Nivre et al., 2016, 2020; de Marneffe et al.,
2021) is a relevant NLP initiative focused on the development of dependency
treebanks. It offers a unified, cross-linguistically consistent annotation frame-
work aimed at facilitating the development of multilingual NLP systems and
advancing typological research. Since its inception, UD has become widely
adopted, growing from 10 treebanks across 10 languages in v1.0 to 243 tree-
banks across 138 languages in v2.11.

One of UD’s core design principles is a dedication to *lexicalism*: a perspec-
tive on syntax which posits that (syntactic) relations are formed directly be-
tween words. As is common in dependency frameworks, this entails that each
word in a sentence is assigned 1) another word as its syntactic head and 2) a
label describing the functional relation between the two. Words are defined in
the *syntactic* sense (as opposed to orthographic or phonological), meaning that
contractions are undone (don’t → do, n’t) and clitics are separated from their
hosts (Spanish: “give it to me”: dáme → da, me, lo). Although this approach
does not take morphological structure explicitly into account, UD nonethe-
less provides such information in the form of lemmas, part-of-speech tags, and
morphological features for each word. Additionally, UD proposes a set of 37
universal relations, which can be expanded as needed on a per-language basis.
These relations are taxonomized vis-a-vis a dependent’s *structural* category
(nominal, clause, modifier word, function word) and the *functional* relation it
bears to its head (core argument of clausal predicates, non-core dependent of
clausal predicates, and dependent of nominals). UD also specifies additional
relation classes that do not fit in this dichotomy, which pertain to coordination,
multi-word expressions, and other not easily specified phenomena.

Another core principle is UD’s prioritization of direct relations between con-
tent words. Such an approach is motivated by a need to highlight shared gram-
matical relations across languages, despite varying usages of functional ele-
ments therein, such as adpositions or case-markers. This is illustrated in Fig-
ure 2.4, which depicts the UD annotation for a parallel sentence in English and
Russian. At first glance, one can observe the relations which the two languages
have in common: namely, core arguments and oblique modifiers. However,
the means by which these constructions are functionally expressed differ dras-
Figure 2.4. A parallel sentence in English (above) and Russian (below), as annotated in Universal Dependencies. Content relations are shown in blue, and functional relations are dotted.

...tically from one another. For example, one can see that English makes use of determiners in order to indicate definiteness, while Russian does not mark such properties at all. Similarly, while English encodes the oblique modifier with a stick via the preposition with, Russian marks it directly on the noun by means of the instrumental case suffix -ои. As such, UD’s emphasis on content words is able to shed light on how functional relations are encoded across languages. This representational choice carries an additional advantage in that it can easily be employed in downstream natural language processing tasks, which are typically concerned with relations between content words.

Despite its widespread adoption and utility, UD has been met with various strands of criticism relating to its faithfulness as a syntactic annotation scheme. One such criticism is put forth by Osborne and Gerdes (2019), who argue that UD’s subordination of function words effectively make it a semantics-oriented framework. To illustrate their point, Osborne and Gerdes (2019) identify a number of constructions, which, in their view, UD does not annotate in a representative syntactic fashion. Gerdes et al. (2018) operationalize these concerns as part of an alternative annotation framework named Surface-Syntactic Universal Dependencies (SUD), which prioritizes “purely syntactic criteria”. SUD is designed to be near-isomorphic to UD, whereby existing UD treebanks can be deterministically converted to an SUD representation. Figure 2.5 depicts a sentence which yields contrasting representations between UD and SUD. I make note of three phenomena therein (auxiliary verbs, adpositions, coordination), which are discussed below.

Auxiliary Verbs
In Figure 2.5, one observes that UD places the main verb studying (in the progressive aspect) at the root of the sentence, while SUD selects the auxil-
UD classifies auxiliary verbs as non-core dependent function words, which serve to specify various verbal features (such as tense, aspect, or modality) and cross-reference other arguments via agreement or other means. The main verb, on the other hand, is interpreted as dictating the underlying argument structure and is therefore prioritized as the head of all such dependencies. In contrast, SUD relies on distributional criteria to determine the relationship between main verbs and their auxiliaries. For example, since was studying and studying can be considered to have varying distributions, the latter cannot readily be slot into the existing structure: *he studying. This analysis can also be interpreted through the lens of subcategorization (Osborne and Gerdes, 2019), which posits that, given words A and B, A subcategorizes for B if it determines the category B will take. In the case of Figure 2.5, the presence of was restricts study to the progressive studying (as opposed to the present studies, for example) and therefore subcategorizes for it.

**Adpositions**

Another key distinction between UD and SUD is the treatment of adpositions. As seen in Figure 2.5, UD draws a relation between studying and the nominal college, to which the locative preposition at bears a case relation. Such an analysis is adopted so as to promote cross-lingual parallelism, given the various means by which languages tend to encode grammatical functions (recall the discussion of Figure 2.4). Per UD’s view, elements like at college constitute a referential core (college) and its corresponding functional markers (at) — reminiscent of Tesnière’s notion of dissociated nuclei (Tesnière, 1959). SUD, on the other hand, again relies on distributional criteria to show that the oblique phrase at college is distinct from the nominal college.
Coordination
Coordination is a notoriously difficult phenomenon to represent via dependency formalisms. This is due to the fact that coordination composes elements belonging to a particular syntactic category (such as nominals or clauses) to create a larger element of the same type. Indeed, this is at odds with the asymmetric notion of dependency, which calls for certain elements to be prioritized as heads. With this restriction in mind, UD opts for a bouquet-style analysis, which assigns the first coordinated element (conjunct) as the head and each subsequent element as its direct dependent (see Figure 2.5, top). If present, the coordinating conjunction (and, or, but), is assigned as a dependent of the final coordinated element. SUD adopts an alternative, chain-style approach, where conjuncts appear as direct dependents of their closest neighbor conjuncts (see Figure 2.5, bottom). This results in deeper trees, which can serve to express the increased cognitive load associated with processing embedded structures like coordination (Liu, 2008; Futrell et al., 2015).

2.3 Dependency Parsing
Dependency parsing refers to the task of automatically analyzing sentences according to their underlying dependency structure. Formally, this amounts to mapping a sentence \( S = (w_0, w_1, w_2, \ldots, w_n) \) of length \( n \) to its respective syntactic structure \( y \). An artificial root token \( w_0 = \text{ROOT} \) is typically prepended to \( S \) and does not modify any other token in the sentence. In UD and SUD, \( y \) is a tree (a rooted, directed, acyclic graph) over \( S \), where an individual arc \((w_i, r, w_j) \in y \) represents a dependency relation from head \( w_i \) to dependent \( w_j \), labeled with relation type \( r \). Naturally, the root of the sentence (typically, the main verb) has no direct heads, and must be therefore be subordinated by the dummy root token \( w_0 \).

Unlike classification tasks, which entail predicting a single class \( y \) given a fixed label set \( \mathcal{R} \), parsing is considered a structured prediction task, where the output space is constrained by the sentence length \( n + 1 \) (with the root symbol included). In data-driven parsing (the paradigm discussed in this thesis), a parser is typically a parameterized function \( f \) whose parameters \( \theta \) are fit on some gold-annotated training set \( X_{\text{train}} \), such as a UD treebank. A trained parser’s predictions \( \hat{y} = f_\theta(x) \) can then be evaluated on a held out test set \( X_{\text{test}} \) by means of various metrics. Here (and throughout the remainder of this thesis), \( x = (x_1, x_2, \ldots, x_n) \) refers to the numerical encoding of a sequence of tokens (either via one-hot or embedding lookup). A brief description of three popular dependency parsing evaluation metrics is provided below:

- **Unlabeled Attachment Score** (UAS): the percentage of all words in \( X_{\text{test}} \) that are assigned the correct head by \( f \), irrespective of label.
• **Unlabeled, Undirected Attachment Score** (UUAS): the percentage of all relations in $X_{\text{test}}$ that are correctly assigned as constituting a dependency, irrespective of the label or directionality of the relation.

• **Labeled Attachment Score** (LAS): the percentage of all words in $X_{\text{test}}$ that are assigned the correct head by $f$, including the label.

### 2.3.1 Parsing Algorithms

Dependency parsing algorithms generally fall under one of two paradigms: transition-based and graph-based. Both approaches differ in their general properties, as well as the data structures they employ as abstractions of the parsing process.

**Transition-based Parsing**

Transition-based dependency parsing (Kudo and Matsumoto, 2002; Nivre, 2003; Yamada and Matsumoto, 2003; Nivre et al., 2004; Nivre and Nilsson, 2005; Attardi, 2006; Attardi and Ciaramita, 2007; Titov and Henderson, 2007a,b) makes use of data structures such as a stack $\sigma$ and buffer $\beta$ in order to incrementally parse an input sentence $S$ into a set of arcs $E$. In arc-standard parsing (a basic transition-based parsing algorithm) (Yamada and Matsumoto, 2003; Nivre, 2004), the goal is to move from an initial configuration $c_0$ (where the buffer contains all words in a sentence and the stack contains the special root symbol) to a terminal configuration $c_m$ (where the buffer is empty and the stack contains only the dummy root token). Such parsers move between configurations by means of transitions — partial functions from one configuration to the next. For an arc-standard parser, the set of defined transitions $T$ is as follows:

• **Left-Reduce**: Add a left-directed arc $(w_j, r, w_i)$ to $E$, where $w_i$ and $w_j$ are the two topmost words on the stack, respectively. Remove $w_i$ from stack.

• **Right-Reduce**: Add a right-directed arc $(w_i, r, w_j)$ to $E$, where $w_i$ and $w_j$ are the two topmost words on the stack, respectively. Remove $w_j$ from stack.

• **Shift**: Push the first word $w_i$ in the buffer onto the stack.

Given this formulation, the set of arcs $E$ at $c_m$ is guaranteed to yield a projective dependency tree, wherein the projection of each head word forms a continuous substring of the sentence\(^1\). This property contributes to a favorable parsing complexity, but limits the set of syntactic constructions that can be adequately represented (Kuhlmann and Nivre, 2006)

---

\(^1\)In the case that the root token is positioned at the beginning of the sentence, projectivity simply indicates that the tree contains no crossing arcs.
An oracle $o$ is required in order to process a given configuration $c$ and deterministically output an optimal transition $\hat{t}$. The oracle is typically composed of two components: a feature function $\phi$ and a classifier $f$ with parameters $\theta$. In pre-neural parsing approaches, $\phi$ is most often implemented as a feature template, which takes selected elements of the configuration $c$ as input (features) and returns a vector representation thereof. Such features may specify the form, lemma, or part of speech of the most recently processed word on top of the stack, or consider additional information extracted from words in the buffer (Nivre et al., 2006; McDonald and Nivre, 2007, 2011). A feature representation $\phi(c)$ is used to fit a classifier $f_\theta$, which scores all $t \in T$ and returns an optimal transition: $\hat{t} = f_\theta(\phi(c))$. The returned $\hat{t}$ is then applied to $c$, which returns a new $c$ until the terminal configuration $c_m$ is reached. In this setup, $f$ often takes the form of a linear machine learning classifier, such as logistic regression or support vector machine (Yamada and Matsumoto, 2003; Nivre et al., 2006).

**Graph-based Parsing**

Graph-based methods (Eisner, 1996; McDonald et al., 2005a,b; McDonald, 2006; Koo et al., 2007; McDonald and Pereira, 2006; Smith and Smith, 2007) are another popular class of dependency parsing algorithms. The main assumption behind graph-based parsing is that dependency structures can be represented as graphs $G = (V, E)$, with individual tokens appearing as nodes $V$ that are connected via a set of arcs $E$. The probability that any two words are connected by a dependency relation is formalized as a score attributed to the arc connecting their representative nodes, which is calculated by means of a parameterized function $f_\theta$. Given a fully connected weighted graph of this nature, the goal of graph-based parsing is to find a maximum spanning tree (MST) that yields the highest total score across arcs. In this context, a spanning tree refers to any directed tree over $G$ that spans all original nodes $V$. Such approaches are called arc-factored (Eisner, 1996; McDonald et al., 2005a), given that the score attributed to a tree $y$ is factored directly through the arcs:

$$\text{score}(y) = \sum_{(w_i,r,w_j) \in E} f_\theta(\phi(w_i, r, w_j))$$  \hspace{1cm} (2.1)

Given a fully connected weighted $G$, the Chu-Liu/Edmonds (CLE) algorithm (Chu, 1965; Edmonds et al., 1967) is applied over $G$ in order to yield the highest scoring tree $\hat{y}$ over $V$. This output $\hat{y}$ satisfies all necessary formal tree constraints — in other words, that it spans all nodes in $V$, is rooted at the dummy node root, and is acyclic. Unlike the aforementioned transition-based algorithm, CLE imposes no constraint on projectivity, although projective graph-based parsing alternatives based on chart-parsing do exist (Eisner, 2000; McDonald and Pereira, 2006).
Similarly to their transition-based counterparts, graph-based parsers rely on a feature function $\phi$ and a training algorithm $f_\theta$ in order to learn arcs scores from data. As with transition-based parsers, $\phi$ is typically a feature template that highlights various properties of the arc $(w_i, r, w_j)$, such as the identity or part of speech of $w_i$ and $w_j$, the relation $r$, or properties of preceding, intervening or following words: for example, $w_{i-1}$ or $w_{j+1}$. For training, standard graph-based parsers like MSTParser (McDonald et al., 2005b) employ online algorithms in order to tune the parameters $\theta$ with respect to each instance in the training data, incrementing and decrementing weights for correct and incorrect solutions, respectively.

**Similarities and Differences**

Transition-based and graph-based dependency parsers — the classical formulations of which are described above — have historically fared similarly in terms of overall accuracy (Buchholz and Marsi, 2006). However, McDonald and Nivre (2007, 2011) show that the contrast in the design of each algorithm carries considerable trade-offs relating to feature representation, training, inference, and error profile.

For example, transition-based parsing is typically characterized as *local* and *greedy*. In this context, *local* refers to the training objective, where a classifier $f_\theta(\phi(c))$ is tasked with scoring a single transition $t$, as opposed to calculating probabilities of entire transition sequences. This locality aspect enables the integration of rich feature spaces, wherein the entire parsing history up to timestep $i - 1$ can be consolidated. Likewise, the inference process is referred to as *greedy*, given that the parser makes a series of locally optimal decisions in order to produce a globally optimal parse. Such a setup is advantageous in that the worst-case running time for an arc-standard parser is bounded by the maximum number of transitions in a sequence. This yields an efficient $O(n)$ time-complexity for inference\(^2\). A key disadvantage of this approach, however, is that it is sensitive to error propagation stemming from mistakes made early in the parsing process. Relatedly, transition-based systems like arc-standard are restricted to only be capable of producing *projective* dependency trees. Faced with non-projective structures (Kuhlmann and Nivre, 2006), which, though rare, represent a subset of linguistic phenomena, such systems must be supplemented with post-processing or additional transitions (Nivre, 2007, 2009; Kuhlmann and Nivre, 2010; Gómez-Rodríguez and Fernández-González, 2015).

In contrast to transition-based parsing, graph-based algorithms are generally described as being *global* and *exhaustive* in nature (McDonald and Nivre, 2007). The global aspect stems from the parser’s training objective: optimizing the score of the entire (correct) dependency graph, as opposed to individual arcs. An advantage of this approach is that it is considerably less prone to er-

\(^2\)Assuming that oracle and transition functions can be computed in constant time.
ror propagation, as arcs are typically misclassified in isolation — irrespective of the correctness of their encompassing subgraph(s). In a similar sense, the search for the highest scoring tree is exhaustive in that the spanning tree algorithm must consider the scores of all incoming arcs for each node in graph. The end result is a well-formed spanning tree that is not privy to the projectivity constraints of transition-based parsers. However, this carries a price of $O(n^2)$ complexity at inference time, making it slower than the greedy algorithm described above, and limiting the scope of features that can be leveraged for training.

The trade-off between local and global training as well as greedy and exhaustive inference has been shown to affect parser performance in various ways (McDonald and Nivre, 2007, 2011). For example, the tendency of transition-based parsers to propagate errors leads them to perform worse on longer sentences, longer dependencies, and arcs higher in the graphs. At the same time, their rich structural features enhance performance for shorter sentences and dependency lengths, as well as frequently occurring relation types, such as subjects and objects. The performance of graph-based parsers across various error categories is more evenly distributed, which is expected given their global nature.

2.3.2 Neural Dependency Parsing

Unlike the aforementioned approaches, which typically employ linear classifiers for prediction, contemporary dependency parsing largely relies on neural networks as the dominant modeling paradigm. This direction was first explored by Titov and Henderson (2007b) and Attardi et al. (2009), though neural networks only gained widespread prominence following the work of Chen and Manning (2014), Dyer et al. (2015), Kiperwasser and Goldberg (2016), Dozat and Manning (2017), and Kondratyuk and Straka (2019), *inter alia*. In this section, I provide an overview of three essential model components that have come to define neural dependency parsing: embeddings, feature extractors, and scoring modules. This is largely based on the work of Kiperwasser and Goldberg (2016), Dozat and Manning (2017), and Kondratyuk and Straka (2019), as variants of their models are employed in this thesis.

**Embeddings**

Embeddings are typically defined as dense, distributed vector representations of model input. In the context of neural dependency parsing, “input” usually refers to words, but can also encompass orthographic characters and part-of-speech tags. An important facet of embeddings is that they are *fixed*: a single, static vector is reserved per word type. In practice, this entails that words are represented identically regardless of the context in which they appear: for example, *light blue* and *turn on the light* assign the same vector for *light*. 
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In a sense, embeddings serve a similar role to the aforementioned feature vectors, in that they function as numerical representations of discrete input — for example, tokenized text. However, unlike the former, which requires manual selection of informative features, embeddings automatically encode distributional information in coordination with the training regime. Accordingly, they can be randomly initialized at the start of training, or imported as pre-trained vectors extracted from another model. Language modeling is a popular pre-training task in the latter case, as it captures a rich lexico-distributional signal from large-scale, un-annotated corpora, which can be leveraged downstream for a variety of tasks (Mikolov et al., 2013; Pennington et al., 2014; Bojanowski et al., 2017).

With regard to parsing, Kiperwasser and Goldberg (2016) demonstrate that a concatenation of word and part-of-speech embeddings yields strong parsing performance. Put formally, an embedded representation for a given word \( w_i \in S \) is computed as follows in their approach:

\[
x_i = e(w_i) \oplus p(w_i)
\]

(2.2)

where \( e(w_i) \in \mathbb{R}^{100} \) and \( p(w_i) \in \mathbb{R}^{25} \) are embedding lookup functions for words and part-of-speech tags, respectively, and \( \oplus \) is the concatenation operator. In their case, word embeddings are initialized with pre-trained vectors and the part-of-speech embeddings are extracted from predicted tags. This input representation method is widely considered to be a strong baseline for neural dependency parsing, although it is occasionally supplemented with character embeddings, which have been shown to improve performance for morphologically rich languages (Dozat et al., 2017).

**Feature Extraction**

As discussed in Section 2.3.1, classical parsing architectures typically include a feature function \( \phi \) that encodes selected properties of the input deemed useful for parsing. This is typically implemented in the form of a feature template, wherein the developer specifies all relevant features manually. In neural dependency parsing, feature extraction is partially accomplished by the embedding mechanism \( e \), which works in conjunction with a separate encoding module \( \phi \) (sometimes called a *featurizer*) to capture information automatically. In the case of Kiperwasser and Goldberg (2016) and Dozat and Manning (2017), this module is a long short-term memory network (LSTM) (Hochreiter and Schmidhuber, 1997) — a type of recurrent neural network (Elman, 1990) designed to mitigate the vanishing gradient problem (Pascanu et al., 2013).

LSTMs, like RNNs in general, are designed to capture information about a sequence of elements \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) (for example, word embeddings), where \( n \) is the number of elements in the sequence. An LSTM cell takes an element \( x_i \) as input and passes it through a series of gates, which serve to control flow of information across timesteps. The LSTM output vector \( h_n \)
can be interpreted as a contextualized summary of the entire input sequence $x_{1:n}$. Importantly, an incremental state $h_i$ can likewise be extracted to serve as a contextual representation of input token $x_i$, conditioned on the preceding input $x_{1:i-1}$. This property also allows LSTMs to be stacked into $k$ layers, where the output of LSTM at layer $l$ can be input to another LSTM $l + 1$, as in: $h_{1:n}^{l+1} = LSTM(h_{1:n}^l)$.

Both Kiperwasser and Goldberg (2016) and Dozat and Manning (2017) employ LSTMs as the primary feature extraction mechanism for their parsers. However, the LSTM variant described there is bidirectional, which entails the use of two separate LSTM networks:

$$ BiLSTM(x_{1:n}, i) = LSTM_F(x_{1:i}) \oplus LSTM_R(x_{n:i}) \quad (2.3) $$

Here, the term $LSTM_F(x_{1:i})$ refers to the output of a standard forward LSTM, which processes the input left-to-right and conditions on the history $x_{1:i-1}$. Additionally, $LSTM_R(x_{n:i})$ is the output of a reverse LSTM, which is conditioned on the right-to-left context $x_{n:i}$, starting with the final token. The hidden state representation $h_i$ is thus the concatenation of each LSTM’s outputs. Both Kiperwasser and Goldberg (2016) and Dozat and Manning (2017) report accuracy gains when utilizing BiLSTMs over their standard counterparts, due to the fact that incremental representations $h_i$ encompass a full view of the sequence $x$.

Unlike embeddings, which are typically initialized via pre-trained vectors, LSTMs are often randomly initialized and trained from scratch (along with the rest of the model’s parameters). This has the effect of specializing their representations for the parsing task at hand, but can be insufficient for learning adequate features if the training treebank is too small. More recent approaches have sought to mitigate this issue by leveraging large, pre-trained language models as the feature extraction components of the parsing architecture (Kondratyuk and Straka, 2019; Üstün et al., 2020). In such systems, the embeddings and LSTM (or equivalent module) are fully replaced by the language model network (excluding the output layer), the parameters of which are then fine-tuned with respect to the parsing objective (Glavaš and Vulić, 2021).

### Scoring Modules

Similarly to classical parsers, neural models feature a scoring module $f$. This module accepts contextualized features $\phi(h_{1:n})$ as input, which is typically the output of the last layer of a stacked BiLSTM or Transformer (Vaswani et al., 2017). In turn, the output of $f$ is either a series of predicted transitions (in the case of transition-based parsing) or a score matrix over the entire sentence graph (graph-based parsing), from which a predicted parse $\hat{y}$ can be obtained. This scoring module is typically trained to minimize a loss function $\mathcal{L}$ (such as cross-entropy), which is calculated with respect to the correct tree $y$ — or, in the case of transition-based parsing, a sequence of valid transitions leading
to $\mathbf{y}$. The loss is then propagated back through the network and all parameters — including embeddings and feature extractor — are updated jointly.

Kiperwasser and Goldberg (2016) propose two different scoring modules. One of these is a transition-based algorithm, which employs a multi-layer perceptron (MLP) as a scoring function $f$. As mentioned in Section 2.3.1, $f$ accepts a configuration $c$ as input and returns the highest scoring transition via:

$$
\hat{t} = \arg \max_{t \in T} f(\phi(c))
$$

$$
\phi(c) = h_{\sigma_2} \oplus h_{\sigma_1} \oplus h_{\sigma_0} \oplus h_{\beta_0}
$$

Here, $c$ is represented as the concatenation of the feature vectors corresponding to the top three items on the stack and the first item on the buffer. Though Kiperwasser and Goldberg (2016) experiment with using an extended feature set — encompassing the modifiers of $\sigma_2, \sigma_1, \sigma_0, \beta_0$ — they report only modest accuracy gains with its inclusion. It is also important to note that while the authors experiment with an arc-hybrid system (Kuhlmann et al., 2011), this framework is applicable to any algorithm for which a set of transitions $T$ is defined.

Kiperwasser and Goldberg (2016) also propose an arc-factored graph-based scoring module, which likewise features an MLP as the scoring function:

$$
\hat{\mathbf{y}} = \arg \max_{\mathbf{y} \in G} \sum_{(i,j) \in E} f(h_i \oplus h_j)
$$

Here, $h_i, h_j$ refer to the indices of possible head and dependent representations, which, as before, are extracted from the BiLSTM-encoded input features. Since this approach only accounts for unlabeled trees, Kiperwasser and Goldberg (2016) also propose using a separate MLP in order to score labels for the relation between $w_i$ and $w_j$:

$$
\hat{r}_{i,j} = \arg \max_{r \in \mathbb{R}^{\text{MLP}}} \text{MLP}(h_i \oplus h_j)
$$

The arc and label MLPs are each trained via separate loss functions, the sum of which is minimized throughout training. As such, this system can be viewed as an instance of multi-task learning, where the BiLSTM and embedding parameters are updated jointly in accordance with both arc scoring and labeling objectives.

Dozat and Manning (2017) expand upon this algorithm by leveraging two separate MLPs in order to learn representations for a token $w_i$ appearing in distinct head and dependent roles:

$$
\begin{align*}
    h^\text{head}_i &= \text{MLP}_{\text{head}}(h_i) \\
    h^\text{dep}_i &= \text{MLP}_{\text{dep}}(h_i)
\end{align*}
$$
where $h_i$ is the BiLSTM hidden state corresponding to $w_i$. Following this, the head of $w_i$ can be found by applying a biaffine transformation over its dependent representation $h_i^{\text{dep}}$ and all possible head representations $H^{\text{head}}$:

$$s_i = H^{\text{head}} W h_i^{\text{dep}} + H^{\text{head}} b^\top$$

$$y_i' = \arg \max_j s_{ij}$$

Effectively, the goal of the biaffine operation is to output an optimal score matrix from which a maximum spanning tree can be decoded. To this end, Dozat and Manning (2017) also apply two separate MLPs and another biaffine function for dependency labeling, which is operationalized as its own task with a separate loss — similarly to Kiperwasser and Goldberg (2016).

Dozat and Manning (2017) demonstrate that their biaffine transformation technique outperforms the graph-based approach of Kiperwasser and Goldberg (2016), leading to significant gains across the Chinese and English Penn Treebanks. Furthermore, their model proves to be highly accurate across the entirety of UD, placing as the top overall system in the CoNLL 2017 shared task (Dozat et al., 2017; Zeman et al., 2017). Beyond this, the biaffine scoring module has served as the base parsing component for models built on language model representations, such as ELMo (Peters et al., 2018) or BERT (Devlin et al., 2019). For example, Che et al. (2018) show that replacing the embedding function $e$ with pretrained, language-specific ELMo representations can lead to further improvements in UD parsing. Similarly, Kondratyuk and Straka (2019) demonstrate that fine-tuning multilingual BERT as the feature function $\phi$ can lead to even higher performance gains.

2.4 Language Modeling

The language modeling task involves predicting the probability of a sequence of words in natural language. Formally, given a sequence of words $S = (w_1, w_2, ..., w_n)$ of length $n$, a language model aims to estimate the conditional probability distribution over a word $w_i \in S$ given some available context $C \subset S$. Traditionally, this amounts to predicting the next word $w_{i+1}$ given the past context $C = (w_1, w_2, ..., w_i)$: $P(w_{i+1}|C)$. This formulation follows from the sequential nature of language production and comprehension, wherein word are uttered and processed incrementally, one after another. Alternatively, language modeling can entail predicting a word $w_i$ provided its past and future contexts $C = (w_i | w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_n)$: $P(w_i|C)$. In both cases, the conditional probabilities are calculated by means of fitting a statistical model on a corpus of natural language text. Unlike dependency parsing, the data employed for training language models is typically un-annotated, naturally occurring text, which can comprise newswire, novels, blogs, and many
other genres. As such, language modeling is considered a *self-supervised* task, in that it does not require labeled data and instead relies on supervision signals from the data itself.

Language models are typically evaluated via the perplexity metric, which measures how well a given model can predict a test set of sequences based on the probability distribution learned from a training set. Formally, given a language model \( f_\theta \) and a test set of sequences \( X_{\text{test}} \), the perplexity of \( f_\theta \) on \( X_{\text{test}} \) is defined as:

\[
PPL(X_{\text{test}}) = 2^{\frac{1}{n} \log_2 P_\theta(X_{\text{test}})}
\]

where \( P_\theta(X_{\text{test}}) \) is the probability of the test set according to the language model and \( n \) is the number of tokens occurring in \( X_{\text{test}} \). Intuitively, perplexity can be interpreted as the average number of bits needed to represent each word \( w_i \in X_{\text{test}} \), according to the probability distribution learned by \( f_\theta \). A lower perplexity indicates that \( f_\theta \) is better at predicting \( X_{\text{test}} \), as it can assign higher probabilities to the sequences of words that were, in fact, observed.

### 2.4.1 N-gram Language Models

N-gram models are a basic class of language models that seek to estimate the probability of word sequences based on the frequency of n-grams occurring in a text corpus. In this sense, an n-gram is a contiguous sequence of words, the frequency of which is employed towards fitting a statistical model. Specifically, n-gram models are built upon the Markov assumption, which states that the probability of a word in a sequence depends only on a fixed number of preceding words, rather than on the entire history. For a bigram model, this amounts to the sole preceding token:

\[
P_\theta(w_{n+1}|w_1, w_2, \ldots, w_n) \approx P_\theta(w_{n+1}|x_n)
\]

The Markov assumption leads to the simplification of the model in question, as it reduces the number of parameters required to estimate conditional probabilities. Furthermore, it allows the joint probability of a sequence to be estimated via the chain rule:

---

3 The log base 2 is used to calculate the perplexity in bits (though the natural logarithm is also occasionally employed).

4 It should be noted that Perplexity is typically measured with regard to past context, where \( C = (w_1, w_2, \ldots, w_n) \). In cases where the context incorporates past and future tokens \( C = (w_i|w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_n) \), variations of perplexity must be employed, in accordance with how \( P(w_i|C) \) is modeled. For example, see Salazar et al. (2020), who propose pseudo perplexity for BERT (Devlin et al., 2019) (discussed in Section 2.4.2).
\[ P_\theta(w_1, w_2, \ldots, w_t) = P_\theta(w_1) P_\theta(w_2|w_1) P_\theta(w_3|w_2) \cdots P_\theta(w_n|w_{n-1}) \quad (2.4) \]

where \( P_\theta(w_j|w_i) \) is the conditional probability of the bigram \((w_i, w_j)\). This can be straightforwardly estimated by counting the frequency of tokens occurring in a text corpus as follows:

\[ P_\theta(w_j|w_i) = \frac{\text{freq}(w_i, w_j)}{\text{freq}(w_i)} \]

where \( \text{freq}(x_i, x_j) \) is the absolute frequency of a given bigram.

This method is referred to as Maximum Likelihood Estimation (MLE), and it is widely considered to be the most simple and effective method for calibrating n-gram language models. However, it likewise carries numerous limitations in its simplicity. Chief among these is the data sparsity problem, where many n-grams may never appear in the training corpus. This leads the model — no matter how large — to automatically assign a probability of 0 such n-grams, which can be catastrophic when calculating joint probabilities via chain rule, as in Eq. 2.4. To overcome this problem, techniques such as smoothing and interpolation are often employed as a means of adjusting the probability estimates of unseen tokens or n-grams (Chen and Goodman, 1999).

### 2.4.2 Neural Language Models

In recent years, neural networks have emerged as the language modeling framework of choice, vastly outperforming classical n-gram models across many established benchmarks. Given a sequence of words \( S \) as input, a neural language model \( f_\theta \) is tasked with outputting a probability distribution for the next possible token \( w_{i+1} \). This is accomplished via an encoder function \( \phi \) (such as the LSTM described in Section 2.3.2), which allows the model to capture dependencies between words separated by arbitrary distances in \( S \). Specifically, the encoder computes a hidden state vector \( h_i \) at each time step \( i \), which serves to summarize the information pertaining to the previous words in the sequence:

\[ h_i = \phi(h_{i-1}, x_i) \]

where \( h_{i-1} \) is the hidden state vector at the previous time step, and \( x_i \) is the embedding of the current input word \( w_i \). As in neural parsing, the embedding \( x_i \) is typically obtained by means of a lookup function \( e \):

\[ x_i = e(w_i) \]
The probability distribution for \( w_{i+1} \) is then obtained by passing \( h_i \) through a softmax-activated affine transformation\(^5\):

\[
P_\theta(x_{i+1}|x_1, x_2, \ldots, x_i) = \text{softmax}(W h_i + b)
\]

where \( W \) is a weight matrix and \( b \) is a bias vector. This distribution is typically computed over the entire vocabulary \( V \), comprising all tokens observed during training. Given this formulation, the parameters \( \theta \) are updated throughout training in order to minimize the negative log-likelihood of the training data:

\[
L(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \log P_\theta(w_i|w_1, w_2, \ldots, w_{i-1})
\]

where \( n \) is the number of training examples.

Operationalized in this manner, neural language models carry numerous key advantages over their n-gram-based counterparts. Most importantly, they are able to capture long distance dependencies by means of the encoder mechanism, whereas n-gram models are restricted to windows of several words. This applies not only to sentences, but also to longer to contexts such as paragraphs and documents. Relatedly, contextualized representations allow neural models to infer information about unseen words, provided they have been trained on appropriate data and were properly calibrated. N-gram models, on the other hand, must rely on mechanisms such as smoothing and back-off in order to avoid assigning probabilities of 0 for unseen tokens. Taken together, these qualities have contributed to an explosion of interest towards language modeling, where such models are studied not only for their expressive generation capabilities, but also their ability to capture rich contextual features (Qiu et al., 2020; Xia et al., 2020; Zhou et al., 2023; Min et al., 2021). I describe two influential neural language models below, which are studied throughout this thesis.

**ELMo**

ELMo (Embeddings from Language Models) is a language model-based representation learning technique proposed by Peters et al. (2018). Given a sequence of words \( S \), ELMo computes a vector representation for each word \( w_i \in S \) as a function of the entire input sentence. This allows the model to capture the context-dependent meaning of the word, which can then be applied to downstream tasks.

In formal terms, let \( x_i \in \mathbb{R}^d \) denote the \( i \)-th word embedding in a sequence of word embeddings \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) over \( S \). ELMo first computes a

---

\(^5\) The softmax function is a non-linearity ensuring that the predicted probabilities sum to 1.
forward and backward representation for $w_i$ by passing $\mathbf{x}$ through a BiLSTM, as in Eq. 2.3. The Bidirectional Language Model (BiLM) is then trained to jointly minimize the negative log likelihood of the next token as predicted from both forward and backward directions:

$$
\mathcal{L}(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \log P_{BiLM}(w_i|w_1, w_2, \ldots, w_{i-1}) + \log P_{BiLM}(w_i|w_i + 1, w_i + 2, \ldots, w_n)
$$

Peters et al. (2018) train the BiLM on the 1B Word Benchmark (Chelba et al., 2013), using a 2 layer BiLSTM with 4096 units in each layer. After training, contextualized word representations can be obtained by making a forward pass through the model and extracting the hidden vectors output by the BiLSTM. These vectors can then be employed as input features to a downstream task, such as question answering or natural language inference. In order to consolidate information across all layers of the BiLSTM, Peters et al. (2018) propose to learn a scalar mixture of representations:

$$
\hat{h}_i = \gamma \sum_{j=0}^{L} s_j BiLM_{i,j}
$$

where $L$ is the number of layers, $s$ is a task-specific, softmax-scaled weight vector and $\gamma$ is a learnable parameter employed to aid optimization. They demonstrate that this technique, when applied to a downstream task, can lead to sizable performance gains with respect to static word embedding baselines. Specifically, they report state-of-the-art performance across a variety of NLP tasks, such as question answering, natural language inference, and semantic role labeling. Che et al. (2018) demonstrate that this framework can likewise be applied to a variety of languages, leading to strong performance in multilingual dependency parsing.

**BERT**

BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2019) is a language model-based representation learning technique that, like ELMo, has lead to significant performance gains across a variety of NLP tasks. Unlike ELMo, however, BERT is built upon the Transformer architecture (Vaswani et al., 2017) — an alternative sequence processing framework that has replaced RNNs as the de-facto standard for neural NLP. In order to understand how BERT works, I first provide a brief description of the Transformer below.

The Transformer is based on multi-head self-attention — a fully connected alternative to recurrence and gating. Formally, a Transformer takes a sequence
of embedding vectors \( x = (x_1, x_2, \ldots, x_n) \) as input and applies a positional encoding to them, in order to retain the order of words in a sentence. These inputs are then transformed into query \((Q)\), key \((K)\), and value \((V)\) representations via three separate linear transformations — \( W_{i}^{Q}, W_{i}^{K}, W_{i}^{V} \) — and passed to an attention mechanism. A single attention head computes scaled dot-product attention between \( K \) and \( Q \), outputting a weighted sum of \( V \):

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^\top}{\sqrt{d_k}} \right) V
\]

(2.6)

For multihead attention (MHA), the same process is repeated for \( k \) heads, allowing the model to jointly attend to information from different representation subspaces at different positions (Vaswani et al., 2017). Ultimately, the output of all heads is concatenated and passed through a linear projection \( W^O \):

\[
H_i = \text{Attention} \left( QW_i^{Q}, KW_i^{K}, VW_i^{V} \right)
\]

(2.7)

\[
\text{MHA}(Q, K, V) = \text{concat}(H_1, H_2, \ldots, H_k)W^O
\]

(2.8)

Following this, the output of MHA is passed successively through a LayerNorm (Ba et al., 2016) with residual connections (He et al., 2016), onto a two-layer MLP with ReLU activation, and then another LayerNorm (also with residual connections).

The full Transformer architecture features an encoder and decoder — both of which are composed of multiple layers of the aforementioned sub-modules. However, though these components were initially proposed to accommodate sequence-to-sequence tasks (such as machine translation), they have likewise shown considerable utility when employed in isolation. For example, the GPT family of models (Radford et al., 2018, 2019; Brown et al., 2020) employs the decoder as a means of training autoregressive language models at successively increasing scale. BERT, on the other hand, relies entirely on the encoder as a means of capturing rich, bidirectional feature representations.

The original BERT model is trained on two separate tasks: masked language modeling (MLM) and next sentence prediction (NSP). In MLM, 15% of the tokens in a given input sequence \( S \) are selected to be randomly masked. Of these, 80% are assigned the \([\text{MASK}]\) token, 10% are replaced with a randomly sampled word from the vocabulary, and 10% are unchanged. The model is tasked with predicting the identity of the masked tokens given the remaining available context. For example, provided the input sequence \( \text{my dog is [MASK]} \), the model might predict \text{cute}. The MLM task encourages the model to learn a bidirectional representation of the input sequence, as it must account for both the preceding and following tokens when making predictions.

In NSP, the model is tasked with predicting whether or not a given pair of sentences appear after one another. This amounts to a binary classification task, where a model must deduce that the sentence \( \text{he likes to play fetch} \)
plausibly follows *my dog is cute*. NSP aids the model in capturing any possible relationship between sentences and improves its ability to perform tasks that consolidate information over multiple sequences. Given this formulation, Devlin et al. (2019) train BERT on a combination of English Wikipedia and the BooksCorpus (Zhu et al., 2015b), jointly minimizing the negative log-likelihood of the MLM and NSP objectives. They release a base version of the BERT architecture (12 layers, 12 heads, 768 hidden units, 110 million parameters) as well as a large version (24 layers, 20 attention heads, 1024 hidden units, 340 million parameters). In addition, they also make a multilingual version of the base model available, which was trained on the concatenation of the 104 largest Wikipedias (by language, as of 2019).

Devlin et al. (2019) demonstrate the utility of BERT by fine-tuning the model on a variety of NLP tasks. This process entails the application of a single classification layer to the reserved [CLS] token, which is prepended to every input sequence per requisite. In doing so, the MLM and NSP task losses are replaced by a task-specific loss, which is used to update the model’s parameters. Devlin et al. (2019) report that this framework leads to state-of-the-art performance on the GLUE suite, surpassing ELMo and GPT-1 (Radford et al., 2018). They attribute BERT’s success to its bidirectional pre-training proce-
dure, which allows the model to learn rich contextualized representations that can be leveraged across a variety of downstream tasks.
3. Enhancing Dependency Parsers with Language Model Representations

This chapter is dedicated to investigating the behavior of neural dependency parsers. Specifically, I assess the extent to which traditional wisdom about parsing algorithms applies to the neural paradigm — in particular, sophisticated representation learning techniques like ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019). In this manner, I address the first research question of the dissertation:

RQ1 How do representations from pre-trained language models affect the behavior of neural dependency parsers?

The experiments in this chapter are largely based upon the methodology of McDonald and Nivre (2007, 2011), who characterize the behavior of pre-neural transition-based and graph-based parsers by means of an extensive error analysis. We extend their framework to the neural scenario in Paper I, making use of the transition-based and graph-based parsing algorithms proposed by Kiperwasser and Goldberg (2016). First, we perform a comparative error analysis between the two aforementioned parsers, so as to corroborate whether or not the findings of McDonald and Nivre (2007, 2011) also apply to neural models. Going further, we extend both parsers by incorporating contextualized word embeddings extracted from ELMo and BERT. We then repeat the error analysis for these contextual models in an effort to gauge their overall utility of contextualized embeddings in parsing, as well as the effect they bear on the behavior of the transition-based and graph-based algorithms.

3.1 Characterizing the Error Profiles of Neural Dependency Parsers

As mentioned in Chapter 2, the application of the deep learning paradigm has led to notable leaps in performance within dependency parsing. A key advantage of this new approach is that it obviated the need for feature engineering, leaving researchers and practitioners to focus on the design of model components instead. This freedom manifested itself in many ways, with researchers proposing new structured learning objectives (Le and Zuidema, 2014; Dyer et al., 2015; Zhu et al., 2015a), tree-based sequence processing algorithms
(Bowman et al., 2016; Dyer et al., 2016), syntax-oriented embeddings (Levy and Goldberg, 2014), among other approaches. However, accuracy-wise, many of these methods did not significantly outperform the simple, modular solution of Kiperwasser and Goldberg (2016), who showed that an accurate dependency parser of any type can be built on top of a strong feature extraction mechanism, such as a BiLSTM. Indeed, this paradigm — word embeddings coupled with a BiLSTM feature extractor and a task-specific output layer — would serve as the basis for a vast variety of NLP tasks for several years, ranging from POS-tagging (Plank et al., 2016) to natural language inference (Conneau et al., 2017) to summarization (Nallapati et al., 2016).

One key implication of the work of Kiperwasser and Goldberg (2016) relates to the BiLSTM’s role as an all-purpose feature extraction mechanism. This is highlighted via the strong performance of both transition-based and graph-based algorithms, despite the stark differences between the two paradigms (McDonald and Nivre, 2007, 2011). As an illustration, recall that local, greedy transition-based algorithms require access to rich, structural features that relate contextual information beyond the single word being processed. This is not an issue for graph-based parsers, which conduct an exhaustive search over all possible arcs in the sentence, thus taking global sentence structure into account. As such, the simple transition-based parser of Kiperwasser and Goldberg (2016) stands to have more to gain from the BiLSTM mechanism, which must be capable of encoding the necessary context for every incremental decision.

In Paper I, we explore this intuition by employing the experimental design of McDonald and Nivre (2007, 2011) in the context of the neural parsers proposed by Kiperwasser and Goldberg (2016). McDonald and Nivre (2007, 2011) investigate the behavior of two popular pre-neural parsers — MaltParser (transition-based) and MSTParser (graph-based) — across a variety of factors carefully selected to isolate their strengths and weaknesses. These include sentence length, projective and non-projective dependencies, dependency length, distance to root, and various linguistic categories. In our experiments, we employ these same factors in order to assess how they influence the performance of neural transition-based and graph-based parsers across 13 typologically diverse treebanks.

In general, we find that the neural transition-based parser performs slightly worse than its graph-based counterpart, yielding aggregate LAS scores of 80.5 vs. 81.5. This is a bigger gap than what is reported in Kiperwasser and Goldberg (2016) (although we evaluate on different treebanks), leading us to believe that the transition-based parser still partially suffers from the issues outlined in McDonald and Nivre (2007, 2011). This is confirmed in the error analysis, where we observe that the transition-based parser fares worse in the expected settings, such as longer sentences, dependencies of longer length, and dependencies closer to the root. However, the extent to which the two parsers diverge is significantly less stark than what is observed in McDonald and Nivre (2007, 2011). For example, the gap between the transition-based and graph-
based parsers is much smaller across increasing dependency length, and the former degrades much more slowly than expected. The latter point can also be made for sentence length, where the transition-based parser only experiences a sharp drop in accuracy for sentences consisting of more than 50 words — a rare phenomenon in any situation.

Given the above findings, it is difficult to say whether the comparatively worse performance of the transition-based parser can be attributed to the BiLSTM or the transition scoring component itself. Indeed, the parser employed in Paper I does not employ the extended feature set of Kiperwasser and Goldberg (2016), which would provide additional context to the MLP. However, we were not inclined to experiment with this option given the lack of improvement reported in Kiperwasser and Goldberg (2016) with regard to its inclusion. In any case, the error profile described above suggests that error propagation remains a problem for this particular transition-based parser, despite the use of context-preserving mechanisms, such as the BiLSTM and a dynamic oracle (Goldberg and Nivre, 2012, 2013). This points to the potential limitation of the LSTM, which — like the transition-based model itself — is a sequence processor. This necessitates that the representation of a given token $h_i$ only captures the history of the preceding context: $h_{1:i-1}$. Although the bidirectional component is designed to rectify this by incorporating the remaining, unseen context $h_{i+1:n}$, it is unclear precisely how much information about a possible dependent $w_j$ is retained in the incremental hidden state — especially if the distance between head and dependent is large.

One potential improvement to the BiLSTM encoding can be incorporated at the embedding level. Notably, the baseline parsers employed in Paper I utilize pre-initialized FastText word embeddings (Bojanowski et al., 2017), which are updated along with the network’s parameters. However, such embeddings are not contextual, and it is therefore the role of the BiLSTM to incorporate sentence-level context into each hidden state representation. As discussed above, this alone appears to be insufficient for the transition-based parser explored in Paper I.

### 3.2 Incorporating Contextualized Embeddings

Models like ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019) provide a solution to the above problem by computing contextualized representations for every token in a sentence. A key distinction between this type of model and their static counterparts is that, while the latter approach employs a lookup table in order to retrieve cached vectors, the former computes representations dynamically by means of a pretrained encoder. Typically, this is either a stacked LSTM (ELMo) or Transformer (BERT) that is trained for language modeling on large amounts of unlabeled data. Pre-trained encoders are leveraged by either 1) making a forward pass through the model and extract-
ing the hidden states from the encoder or 2) updating the encoder parameters with respect to the task in question. These two processes are often referred to as contextual embedding (Peters et al., 2018) and fine-tuning (Howard and Ruder, 2018; Devlin et al., 2019), respectively. In both cases, utilizing a pre-trained encoder downstream has been empirically shown to boost performance across a wide array of NLP tasks. This is generally understood to relate to richness of the hidden representations, which capture language usage across millions of diverse contexts in heterogeneous domains.

In Paper I, we show that ELMo and BERT representations provide a significant boost to parsing accuracy when employed as contextual embeddings. This amounts to an average LAS improvement of +4.0 and +2.8 to the transition-based and graph-based parsers when using ELMo, respectively, as well as +4.4 and +3.1 when using BERT. Indeed, we clearly see a stronger benefit to the transition-based parser when incorporating either model, which now performs on par with the graph-based parser (on average across treebanks). This indicates that the ELMo and BERT representations supplement the parser
with relevant, global-level features that, in the case of the transition-based parser, could not be directly learned with the BiLSTM alone. We corroborate this in terms of error profile, where the ELMo-based transition model closes the gap with its transition-based counterpart across all settings, while the BERT-based models perform virtually identically. Figure 3.1 depicts this phenomenon across various sentence and dependency length settings.

These findings carry numerous implications. Primarily, they demonstrate that neural dependency parsers are able to achieve strong performance via generic encoder mechanisms, such as BiLSTM, which automatically extract features in a task-specific manner. This represents a large step away from the classical dependency parsing paradigm, wherein features were manually selected according to limitations of the parsing algorithm of choice. Moreover, the observed benefit of incorporating pre-trained contextual embeddings implies that the observations put forth by McDonald and Nivre (2007, 2011) hold less relevance for neural parsers. This is a striking result, suggesting that the choice of input representation and the method by which it is incorporated bears more weight on parsing accuracy than the parsing algorithm itself. Indeed, more recent parsing studies seem to demonstrate similar insights, focusing on efficient and accurate methods for leveraging pre-trained language models, rather than the development of new parsing algorithms (Kondratyuk and Straka, 2019; Üstün et al., 2020; Glavaš and Vulić, 2021).

The extent and nature of the ELMo- and BERT-based accuracy boost raises further questions about the information encoded in their respective representations. In one sense, it is not surprising that incorporating such models could provide a performance boost over the use of static embeddings like FastText: while BERT was trained 104 concatenated Wikipedias, FastText only accounts for a single Wikipedia per language\(^1\). As such, a given word is likely to be represented by a much wider array of contexts in the larger corpora, thus increasing the potential robustness of its representation. Likewise, the ELMo and BERT architectures are well equipped to capture such diverse language usage, given that they comprise 94 and 110 million trainable parameters, respectively. In any case, it is difficult to ascertain the nature of the information captured by these models, both of which employ variations of a self-supervised language modeling objective. On one hand, they likely encode distributional features, acting as noisy estimators of mutual information between predicted words and their contexts (Kong et al., 2020). On the other hand, given their demonstrated utility for dependency parsing, it is possible that they likewise capture abstract structural concepts like grammatical roles or, by extension, parse trees\(^2\).

\(^1\)ELMo was also trained on individual Wikipedias per model, but this data was likewise concatenated with all common crawl data available for each language (Che et al., 2018).
\(^2\)Indeed, the murky relationship between word co-occurrence and syntactic categories has been previously investigated in the context of (unsupervised) parsing (Yuret, 1998; Klein and Manning, 2004).
Chapter 4, we detail two experiments that attempt to investigate evidence of the latter.

3.3 Summary
In this chapter, we investigated RQ1 in the context of the transition-based and graph-based parsers proposed by Kiperwasser and Goldberg (2016). First, we employed the methodology of McDonald and Nivre (2007, 2011) in order to characterize the error profiles of each parser. To this end, we showed that the transition-based parser performs generally worse than its graph-based counterpart, particularly in the expected settings: longer sentences, dependencies of longer length, and dependencies closer to the root. However, we also observe that both parsers diverge much less drastically in their error profiles than what is reported McDonald and Nivre (2007, 2011). We surmise that this is likely due to the BiLSTM mechanism, which is able to capture rich contextual features for each token in the input, thus benefiting both the local, greedy transition-based parser and the global, exhaustive graph-based parser.

Going further, we incorporate contextualized embeddings extracted from ELMo and BERT into both parsers. We find that this yields a considerable performance boost, with BERT-based models yielding the highest accuracy overall. In terms of error profile, we observe that the transition-based model benefits most from the contextualized features, closing the gap with its graph-based counterpart across all experimental settings. These findings corroborate the richness of language model representations, suggesting that they are capable of encoding syntactic information that is beneficial for downstream parsing.
4. Searching For Syntax

In Chapter 3, we demonstrated that contextualized embeddings extracted from ELMo and BERT provide a sizable boost to the accuracy of neural dependency parsers. In particular, we showed that the richness of these representations is able to close a performance gap between transition-based and graph-based parsers, which behave almost identically after their incorporation. To further our understanding of the syntactic knowledge of language models, this chapter is dedicated to addressing our second research question:

RQ2 To what extent is syntax encoded in language model components, and how does this vary across different languages?

To do so, we hone in on two individual components of interest: hidden state representations and self-attention distributions. Regarding the former, we perform a series of probing experiments wherein we attempt to decode dependency structure from the hidden states of ELMo and multilingual BERT across 13 languages. For the latter, we investigate the extent to which the same structure is reflected in the attention distributions of multilingual BERT’s 144 self-attention heads.

4.1 Probing Hidden State Representations

The success of language models across disparate NLP tasks prompted many researchers to ponder whether such systems possess generalized linguistic knowledge, and if so, how they come to acquire it. The Generalized Language Understanding Evaluation (GLUE) benchmark (Wang et al., 2018) was proposed as a means of validating such questions across a suite of high level “language understanding” tasks, all of which presupposessed a sophisticated degree of linguistic reasoning. ELMo (Peters et al., 2018), BERT (Devlin et al., 2019), and other related models yielded strong, sometimes superhuman performance across the GLUE suite (Nangia and Bowman, 2019; Yang et al., 2019), leading many researchers to answer the first part of the above question affirmatively, but without a strong intuition about how to pursue the second. Indeed, the nature of such models makes the prospect of identifying and localizing their knowledge a difficult endeavor. Specifically, they feature hundreds of millions of parameters and non-linearities, are randomly initialized, and trained end-to-end with a generic word prediction objective. This makes
it challenging to ascertain which, if any, aspects of linguistic structure are actually encoded by these networks and which components are responsible for capturing them.

Early pursuits in this line of inquiry largely concerned probing — a method designed to verify the information contained in hidden state representations (Adi et al., 2017; Ettinger et al., 2016; Belinkov et al., 2017; Conneau et al., 2018; Hupkes et al., 2018). As a technique, probing presupposes white-box access to a pre-trained model, such that hidden state vectors (computed with respect to some input) can readily be extracted. These vectors are typically selected vis-a-vis a specific model component, such as the output of BERT at some specific layer, in an attempt to localize the model’s processing patterns. They are then employed as input features to a probe: a classifier fit on training data for a task corresponding to a linguistic property, such as number or tense. If such a probe yields higher accuracy on a held-out test set than a random or non-contextual baseline, the representations on which it was trained can thus be interpreted as encoding the selected property.

Numerous studies have applied the probing paradigm to pre-trained language models, seemingly confirming the hypothesis that they encode linguistic information in their hidden state representations (Liu et al., 2019; Tenney et al., 2019b). Out of this work has emerged a consensus observation that such representations likewise evolve as they propagate up the network, with lower layers encoding lexical information like parts of speech, middle layers representing syntactic relationships, and upper layers capturing higher-level semantic features pertaining to semantic roles and co-reference (Tenney et al., 2019a). Such a phenomenon, viewed through the lens of probing, led Tenney et al. (2019a) to posit that BERT “rediscovered the classical NLP pipeline”: in other words, that the model could learn to perform ostensibly supervised linguistic tasks in an entirely self-supervised manner. Tangentially, Hewitt and Manning (2019) also showed that dependency tree structure could be extracted from such models by applying a linear transformation over their hidden states. These findings implied that these models captured hierarchical syntactic structure in continuous space, wherein standard measures like vector distances and norms could be employed as proxies for the symbolic notions of tree distance and node depth. Crucially, their results failed to generalize to various non-contextual baselines, such as static word embeddings, indicating that models like BERT and ELMo manage to encode some semblance of syntactic structure in their hidden states.

In Paper II, we apply the structural probe of Hewitt and Manning (2019) to BERT and ELMo models trained on 13 different languages (represented by UD treebanks). Our aim in doing so is to assess the extent to which their results — which are reported only in the context of English — hold up in the face of typological diversity. In general, we corroborate many of the findings of Hewitt and Manning (2019): namely, that BERT strongly outperforms ELMo and that probing accuracy for either model varies highly by layer. We also observe that incorporating information across all layers by means of a linear
mixture yields the highest probing accuracy overall (71.30 and 55.23 UAS for BERT and ELMo, respectively).

The above findings lead us to conclude that aspects of syntactic structure are indeed encoded in these models, albeit to varying extents and most reliably by BERT. However, when compared to the supervised parsing experiments discussed in Chapter 3, we nonetheless observe a large gap between those results and the probing accuracy described here. Given that the parsers in Paper I were trained on a different version of UD and did not incorporate the full network’s representations (only layers 4–8), we fine-tune BERT using the parser of Kondratyuk and Straka (2019) in order to assess the exact extent of disparity between the two paradigms. To this end, we obtain an average supervised UAS of 89.89 across the 13 treebanks, which corresponds to an improvement of 18.60 over BERT’s average probing accuracy. We interpret these findings to mean that, while syntactic structure can partially be decoded from these models’ internal representations, it either a) is not an exact mapping to the UD framework (in the same way that representation learned by a parser might be), or b) cannot be fully extracted by means of this particular probe. As such, a specialized parsing architecture is required in order to tailor such representations for UD parsing and obtain the highest performance.

In addition to the variability in probing accuracy in terms of layer and model, we likewise observe that performance varies drastically across languages. For example, for both models, Turkish (58.08, 44.62 for BERT, ELMo) and Chinese (61.87, 45.51) return the lowest UAS overall, while Hindi returns the highest (80.38, 65.22). In terms of standard deviation, this amounts to 7.15 and 7.64 UAS for the BERT and ELMo linear mixtures, respectively. Such a high typological variability can inspire several interpretations. Straight-forwardly, one can opine that the low scoring languages are not well represented in the feature spaces of such models. In the case of multilingual BERT, which was trained on 104 Wikipedias, this could itself be a symptom of lack of pre-training data for a particular set of languages. Turkish, for example, ranks 27th with approximately 540,000 articles (compared to 6 million for English). However, such an observation is at odds with the fact that Hindi ranks even lower at 59th (155,000 documents), despite yielding the highest overall decoding accuracy.

Another explanation could point to the fact that the size of the training data across different treebanks varies significantly, thereby affecting the potential quality of the probe’s fit. Indeed, the low-scoring Turkish and Chinese treebanks contain 3,664 and 3,997 sentences, respectively, while the high-scoring Hindi and Italian both contain 13,304 and 13,121. However, to this end, we did not observe significant changes in probing performance even when controlling for treebank size. Likewise, size did not appear to be a factor for supervised parsing, where variance in performance was even smaller. Other possible explanations could factor in typological reasons, the design of the probe, or even the nature of UD as a syntactic framework. We address these topics in Chap-
ter 5. Alternatively, one could point to the nature of the training data itself, in terms of difficulty, sample diversity, and annotation consistency. This is the focus of Chapter 6.

4.2 Extracting Syntactic Structure From Attention Heads

An alternative means of examining the syntactic structure encoded by language models has been to analyze attention distributions. This methodology fundamentally differs from the probing paradigm in that no auxiliary model is required in order to assess the correspondence between input tokens. After all, the attention mechanism first proposed by Bahdanau et al. (2015) was designed, in part, to be interpretable. This meant that one could extract an attention matrix after training and directly examine the extent of “attraction” between tokens. To this end, Bahdanau et al. (2015) showed that, for RNN-based machine translation models, attention encoded word alignment across source and target sentences. Figure 4.1 demonstrates this phenomenon in practice, where the French word *européenne* is shown to accurately attend to its English translation *European* — despite differences in word order.

Though variants of attention have been proposed for numerous models, much of the focus in understanding the mechanism has been directed towards Transformers. This is due to the fact that Transformers rely exclusively on attention as a means of incorporating contextual information within and across sentences (as described in Section 2.4.2). In a typical sequence-to-sequence Transformer network, attention is incorporated at three distinct levels: via self-attention in the encoder, via cross-attention between encoder and decoder hid-
Figure 4.2. Visualization of head 8–10 in BERT base specializing in the dobj relation. Incoming/outgoing attention corresponding to this relation is highlighted in red, all other attention in blue. Figure taken from Clark et al. (2019).

den states, and via masked attention in the decoder. RNNs, in contrast to this, only consolidate inter-sentence context via recurrence and gating, reserving cross-attention for sequence-to-sequence tasks like machine translation.

Out of the Transformer’s three attention mechanisms, self-attention has arguably been analyzed most widely. This is due to the fact that it can be computed with respect to a single input sentence and does not presuppose conditioning on another sequence. The output of a single self-attention head is thus a normalized matrix \( \text{Att} \in \mathbb{R}^{N \times N} \) (where \( N \) is the sequence length), wherein a single cell conveys the relative importance of one input token to another. In essence, self-attention encodes an input sentence as a fully-connected graph, the edge weights of which are then employed for computing intermediate hidden state representations. This property has been observed by various researchers to bear resemblance to the score matrices employed for graph-based parsing, from which spanning trees can be decoded via algorithms like Chu-Liu-Edmonds (Chu, 1965; Edmonds et al., 1967).

Raganato and Tiedemann (2018) were among the first to attempt to decode tree structure from Transformers’ self-attention matrices. In their study, they investigated the extent to which maximum spanning trees extracted from the attention heads of machine translation models aligned with gold-annotated UD treebanks. They showed that, while the decoding accuracy (measured via UAS) was often significantly higher than a random tree baseline, it was rarely much better than exclusively right-branching trees. Indeed, the highest score reported was merely 36.08 UAS overall, extracted from the 5th attention head in Layer 2 of the English → Russian model. In addition to this, the authors reported strong variance in decoding accuracy across layers and attention heads, with most heads returning near-random accuracy and only a select few per-
forming on par with the right-branching baseline. Many similar insights were reported by Clark et al. (2019) in the context of BERT, which also performed on par with a right-branching baseline and exhibited high variance in decoding accuracy per layer and head. However, Clark et al. (2019) likewise demonstrated that BERT’s attention heads tended to individually “specialize” in select dependency relations, sometimes returning higher accuracy than positional baselines. For example, they showed that head 10 in layer 8 captured direct object dependencies with an accuracy of 86.8, compared to the 40.0 baseline score when accounting for the most frequent offset at which the words in this relation occurred (what they refer to as a “positional baseline”).

The aforementioned findings, inter alia, paint a complicated picture of how syntactic structure is encoded by Transformer-based models’ attention heads. On one hand, it does not appear — in either BERT or MT models — that there exists a single generalist head capable of capturing sentence-level syntactic structure that closely aligns with UD. On the other hand, shades of structural elements do tend to be distributed throughout the network, with various heads learning to specialize in capturing syntactic relations. In either case, interpretation of such findings is complicated by the fact that all experiments are conducted in a monolingual scenario, focusing on English. This is potentially problematic, since the language’s rigid word order and lack of inflectional morphology may instill a bias that confounds position with structure. Though Clark et al. (2019) make note of this and accordingly compare their relation-wise results with respect to positional baselines, nearly all of the relations they evaluate are left-branching and adjacent. In many such cases, the decoding accuracy is not much higher than the positional baseline (though the aforementioned direct object relation and several others are notable exceptions). In such cases, the specialist heads may be mischaracterized as syntactic rather than positional, when, in fact, they simply attend to adjacent tokens (Voita et al., 2019).

In Paper III, we replicate Clark et al. (2019)’s tree decoding experiments for multilingual BERT in the context of a Parallel Universal Dependencies (PUD) treebank set representing 18 typologically diverse languages (Zeman et al., 2017). Our intention in doing so is to forego the confounds introduced by the typological characteristics of English and investigate the extent to which the findings of Clark et al. (2019) generalize across different languages. Interestingly, we are able to corroborate many of that study’s results, even in a multilingual setting. For example, although we fail to localize a generalist head, we nonetheless observe that numerous heads are able to decode full trees more accurately than an adjacent-branching baseline1. For the most part, layers 6 and 7 tend to perform unilaterally well across heads, although above-baseline heads are distributed across the network. Interestingly, though sev-

1We measure decoding accuracy in terms of UUAS, since self-attention is not explicitly directed. For instance, a head can allocate most of its attention to a single dependent, or vice versa.
eral languages outperform their respective baselines by a wide margin (Czech: +13; German: +13; English: +11; Spanish +10; Swedish +12), other languages perform as well as exclusively right-branching trees (French, Italian, Japanese, French). Though we could not diagnose the exact reason for why the French and Italian treebanks return such low decoding accuracies, we suspect that Chinese and Japanese performance is influenced by multilingual BERT’s tokenization scheme.

In honing in on individual dependency relations, we are likewise able to corroborate the phenomenon of specialist attention heads. For example, Figure 4.3 (right) demonstrates that modifier relations like determiners (det) and adjectives (amod) can respectively be decoded with accuracies of 88±6 and 85±12 across languages — significantly outperforming positional baselines. We observe that layer-head combinations of 2–3, 6–9, and 9–5 are largely responsible for encoding these relations (Figure 4.3, left), though the highest scoring head tends to vary slightly by language. We report a similar trend for more difficult “core” relations like nominal subjects (nsubj) and objects (obj), where decoding accuracy is likewise consistently higher than our baselines. This is especially interesting in the context of typological word order variation: while an SVO language like English might often place the subject directly to the left of the verb, an SOV language like Hindi might have it several positions further away, with an object and its potential modifiers intervening. Indeed, this is reflected in the positional baselines, where the most frequent offset in English returns an accuracy of 39%, compared to a mere 10% in Hindi. Despite this, decoding accuracy for both languages amounts to 60% and 52%, respectively, indicating that one particular head is devoted to tracking and composing sub-
jects with their associated verbs. Indeed, Figure 4.3 shows that attention head 9–3 is responsible for encoding the \texttt{nsubj} relation in 14 out of 18 languages.

While these results are suggestive of the role of attention in tracking syntactic structure and syntactic relations, they are far from conclusive. Indeed, though attention distributions appear to encode dependency trees more accurately than adjacent-branching baselines (in most cases), these results are still a far cry from the performance expected of supervised parsers. This is likely due to a variety of reasons. Namely, the distributed nature of BERT’s attention suggests that no single head can act in a generalist capacity. Clark et al. (2019) experiment with this notion by consolidating all of English BERT’s attention heads. To this end, they propose a probe that learns linear combinations of weights extracted from the entire network. However, though this approach yields higher accuracy than an individual head, it nonetheless significantly underperforms Hewitt and Manning (2019)’s structural probe (though the reported metrics are not strictly comparable).

Another explanation for the low decoding accuracy could be that BERT’s internal representation of syntax (expressed via attention) does not align well with the UD framework. Limisiewicz et al. (2020) address this hypothesis by proposing several modifications to the UD scheme, which are tailored to BERT’s observed attention patterns. They report moderate gains to decoding accuracy when incorporating such changes, and demonstrate that ensembling over several selected heads provides a further boost. However, even in the best setting where 48 heads are ensembled, their overall tree-decoding accuracy for English remains comparatively low at 52 UAS. In conjunction with Clark et al. (2019)’s probing results, this finding suggests that — even in favorable, supervised settings — BERT’s self-attention can only encode a limited view of syntactic structure.

To this end, one may wonder if self-attention \textit{needs} to encode syntactic structure in order to succeed at the masked language modeling objective. After all, such a task is mostly lexical in nature: a network is tasked with guessing the identity of missing tokens in a corrupted sequence. Though some missing context can presumably be inferred via syntactic structure, there is no aspect of the training regime that is explicitly tasked with encoding it. Hüt et al. (2019) experiment with this notion by decoding dependency trees from BERT’s attention matrices \textit{after} it has been fine-tuned on the COLA (grammatical acceptability) (Warstadt et al., 2019) and MNLI (recognizing textual entailment) (Williams et al., 2018) tasks. In doing so, they hypothesize that the respective syntactic and semantic nature of such tasks could predispose the network towards encoding syntactic information as a byproduct of the fine-tuning process. However, though they corroborate the existence of distributed specialist heads in their experiments, they are unable to articulate any meaningful difference in performance across models when decoding attention via MST. Taken together with the aforementioned studies, such findings imply that attention, as a mechanism, is incapable of encoding syntactic structure in a readily in-
terpretable, generalist fashion — regardless of training objective. However, to this end, it is also worthwhile to ponder whether the tasks chosen by Htut et al. (2019) require syntactic knowledge in order to be solved. In fact, much prior work suggests that they do not: models trained for MNLI, for example, have been shown to heavily rely on heuristics and lexical information, to the extent that input sentences can be re-ordered, truncated, or otherwise corrupted without performance significantly degrading (Gupta et al., 2021; Sinha et al., 2021a,b; Cloutatre et al., 2022). With this in mind, it seems unreasonable to expect a model that behaves in such a manner to transparently encode syntactic structure. In Chapter 5, we investigate whether or not this remains the case after fine-tuning BERT on an explicit, dependency parsing-oriented objective.

4.3 Summary

In this chapter, we investigated RQ2 via two separate experiments concerning hidden state representations and self-attention distributions, respectively. In the first experiment, we applied the structural probe of Hewitt and Manning (2019) to ELMo and BERT representations in an attempt to decode dependency structure. We found that, while the probe cannot match the performance of a supervised parser, it can nonetheless decode dependency structure with reasonable accuracy. To this end, we note that probing accuracy varies highly across models, with BERT strongly outperforming ELMo, as well as across layers within models. Per the latter point, we observe that BERT’s middle layers (6, 7, and 8) return the highest accuracies overall. In applying the probe to treebanks across 13 languages, we observe significant variation in probing accuracy. This variation is much stronger than what is observed for supervised parsing, warranting further investigation.

In the second experiment, we attempted to decode dependency structure from the self-attention heads of multilingual BERT. We were able to corroborate the phenomenon of specialist heads, which tracked select dependency relations more accurately than various positional baselines. We also observed that such specialist heads reflected the same relations across various languages, signaling a degree of multilingual alignment. We were, however, unable to localize any single generalist head which was capable of performing holistic parsing over an entire sentence. Though we observed that dependency trees were generally decodable above the rate of a adjacent-branching baseline, we failed to identify an overall trend across heads, layers, and languages.
5. On the Role of Experimental Variables

In Chapter 4, we investigated the extent to which syntax is encoded by language model components. In focusing on hidden state representations, we found that dependency structure can indeed be extracted when utilizing the structural probe of Hewitt and Manning (2019). Likewise, we showed that syntactic information is distributed across the entire multilingual BERT network, with attention heads specializing in select grammatical relations, such as nominal subjects. However, though these findings were largely affirmative, we also made note of numerous trends that warranted further investigation. For example, we observed significant variation by language in the probing experiments, as well as a significant gap in accuracy between probing and supervised parsing. Furthermore, in the attention experiments, we were unable to localize a generalist head that was capable of encoding full tree structure in its weights. Taken together, these findings imply that the probing and attention decoding methodologies paint a potentially misleading picture of the syntactic capabilities language models.

In this chapter, I aim to shed a nuanced light on the findings described in Chapter 4 by answering the third research question:

RQ3 How is our understanding of language model components affected by various experimental variables, such as the choice of alternative syntactic frameworks or learning objectives?

To this end, I describe follow-up experiments to each of the probing and attention decoding studies discussed in Chapter 4. With regard to the former, we compare the UD-based probing results to the accuracy obtained by a probe trained on SUD: an alternative annotation framework representing a “surface syntax” dependency analysis, described in Section 2.2. In addition to this, we revisit the attention decoding experiments by investigating the extent to which generalist heads emerge after fine-tuning BERT on a supervised parsing objective.

5.1 Issues with Probing

Though probing has enjoyed widespread usage as a means of investigating the hidden state representations of neural models, it has likewise received considerable criticism as a paradigm. Many of its shortcomings are outlined by
Belinkov (2022), who conducts a widespread survey of the paradigm and its usages. Chief among these is the issue how models interface with the data employed towards attesting linguistic properties. More generally, the argument of Belinkov (2022) concerns the supervised nature of most probing tasks, which presuppose the use of an appropriate model to serve as a probe. In the process of being fit on a finite dataset, the probe inevitably learns to correlate input samples $X$ with their corresponding labels $Y$. This means that the probe is not only tasked with associating properties of the input representation with the linguistic task in question, but also with memorizing regularities within the training data itself. Ravichander et al. (2021) illustrate the danger inherent to such a pursuit, showing that a probe can learn to decode linguistic properties from representations, despite the underlying model not having been exposed to the same properties during pre-training. They conjecture that, while “probing only indicates whether some property correlated with a linguistic property of interest is encoded in the [...] representation, it cannot isolate what the property might be, whether the correlation is meaningful, or how many such properties exist”. Certainly, such insights relate to the notion of “spurious correlation”, wherein two or more variables can be shown to be associated, despite not being causally related (Jo and Bengio, 2017; Shah et al., 2020). This has been shown to affect NLP tasks of various stripes, with NLI-based models being particularly vulnerable in correlating factors like sentence length, negation, and sub-sequence overlap with entailment labels (Gururangan et al., 2018; Poliak et al., 2018; McCoy et al., 2019).

Concerns about spurious correlations are naturally related to model selection — another critique raised by Belinkov (2022). Indeed, the prospect of probing models for linguistic properties hinges on the capability of the probing model itself. As such, a principled appraisal of various candidate models should be conducted so as to ensure that the selected model performs accurately, does not overfit, and can generalize accordingly. In theory, this entails an exhaustive search over (possibly innumerable) hyperparameters, such as model complexity, training regime, linearity, and general architecture. In practice, however, researchers are generally limited by experimental constraints (such as lack of access to computing resources) and therefore resort to “best practices” for model selection offered by previous work. Unfortunately, insights put forth by such studies are often conflicting in and of themselves. For example, while numerous studies urge researchers to employ simple, linear probes in order to demonstrate that properties are easily extractable (Alain and Bengio, 2017; Hupkes et al., 2018; Liu et al., 2019), others advocate for the use of complex probes that best optimize information theoretic measures like mutual information and pareto efficiency (Pimentel et al., 2020a,b). Further yet, the performance of the chosen probe must itself be considered with respect to numerous viable baselines. Kunz and Kuhlmann (2020) offer a taxonomy of thereof, and demonstrate various experimental settings (for example, number of training examples) wherein non-contextual baselines perform comparably
to fully-contextualized representations. Everything taken together, it becomes difficult to ascertain that the success or failure of a given probe is, in fact, conclusive, or if it is simply representative of the experimental variables employed in the study.

Paper II demonstrates how the aforementioned concerns manifest in practice when analyzing the behavior of Hewitt and Manning (2019)’s structural probe. We motivate our investigation of these issues by noting a potential caveat related to the aforementioned probing results: that they are reported in the context of the UD annotation scheme. One can argue that this is a subjective experimental choice, in that UD imposes a set of design principles that have been deemed as not representative of syntactic structure in the traditional theoretical sense (Gerdes et al., 2018; Osborne and Gerdes, 2019). As such, it remains an open question whether or not the structural probe will yield the same performance when tasked with decoding an alternative — yet equally plausible — tree structure from the same set of input strings.

To explore this question, we employ the Surface-Syntactic Universal Dependencies (SUD) framework, which departs from UD in its treatment of adpositions, copula, coordination, among other relations. In motivating SUD, Gerdes et al. (2018) conjecture that UD’s prioritization of content word heads departs from traditional theoretic analyses, which assign function words and auxiliaries as the heads of dependencies and phrases. As such, SUD is presented as an alternative, surface-syntactic representation, which serves as a complement to the deep syntax captured by UD. Gerdes et al. (2018) offer an automatic conversion algorithm for UD, which we apply to the 13 treebanks studied in Paper II in order to obtain their respective SUD counterparts. We note that this results in a characteristically different set of treebanks, particularly in terms of graph properties. For example, while average dependency length decreases when converting from UD to SUD (3.14→3.0), tree height increases significantly (4.20→5.91). Also, we observe that, as expected, the average percentage of direct relations between content words (noun → noun, verb → noun) per sentence noticeably drops from 32% to 22%.

In terms of probing accuracy, the SUD tree structure proves to be slightly more difficult to decode than UD. Specifically, we observe that the linear mixture for BERT and ELMo yields 68 and 52 UAS, respectively, compared to UD’s 72 and 55. This trend is likewise visible across layers, where the frameworks diverge in accuracy between BERT’s 3rd and 12th layers. Here, the 7th layer shows the greatest disparity with 3 UAS in favor of UD. A similar trend persists for ELMo, with the 2nd layer also yielding a 3-point preference for UD. This is an interesting result, given that supervised parsers do not appear to exhibit such a preference when trained on UD and SUD treebanks. There, the performance gap amounts to less than 0.5 UAS in favor of UD, though this difference is not statistically significant.

On the surface, these results demonstrate that UD trees are easier to decode from BERT and ELMo’s representations. By extension, we might conclude
that the syntactic structure captured by such models resembles the “deep syntax” of UD more than the “surface syntax” of SUD. However, in examining the difference in probing accuracy across treebanks, we notice a much more nuanced picture emerging. Specifically, we can observe from Figure 5.1 that while some treebanks exhibit a strong preference for UD in terms of probing accuracy (Japanese, Hindi, Chinese, Italian, Hebrew), others either prefer SUD (Basque, Finnish, Turkish), or show no preference at all (Korean).

In looking further into this phenomenon, we make note of a strong correlation ($\rho = 0.82, p < 0.001$) between the observed preference for UD exhibited by our treebanks and the difference in tree height between UD and SUD. We interpret this to mean that, the higher a tree becomes after conversion to SUD, the more difficult it is for the probe to decode it from a model’s representations. This is most clearly evident for Japanese, which exhibits the strongest preference for UD overall, as well as the greatest increase in tree height. The SUD-preferring treebanks, on the other hand, exhibit a much weaker rate of tree height increase following the conversion to SUD. Lastly, Korean demonstrates no preference between the frameworks, which is reflected by the fact that it returns the smallest increase in height overall.

Though graph properties like tree height clearly bear influence on the performance of the structural probe, we make a further note of how they themselves may stem from the typological factors. To illustrate this, we observe that the three treebanks shown to prefer SUD (Basque, Finnish, Turkish) likewise share a typological property in common: agglutinative morphology. In other words, these languages rely on morphological case marking in order to express func-
tional relations, often foregoing the use of standalone function words. This property is corroborated by treebanks statistics, which show that these particular treebanks exhibit the shortest average dependency length, and the lowest average usage of adpositions per sentence. With in this mind, is of little surprise that these treebanks are least affected by the conversion to SUD, since their associated tree shape remains mostly unchanged. By extension, this allows for the language-specific properties that are affected by the conversion to be more easily decodable by the SUD probe — for example, the prolific usage of auxiliary verbs in Basque.

In addition to typological properties, we also show that annotation decisions can affect probe performance. This is especially relevant to Japanese and Korean, which exhibit outlier tendencies in our experiments. Regarding the Japanese GSD treebank, it has been previously noted that the tokenization scheme utilized therein resembles morphological segmentation, where inflectional affixes are split off from their nominal or verbal stems and re-attached as direct dependents (Omura et al., 2021). As a result, this particular treebank features a proliferation of functional elements, which ensures that the UD → SUD conversion results in a drastic increase in tree height. It follows that the structural probe, which is demonstrably affected by tree height, exhibits a clear-cut preference for UD in this case. In contrast to this, the Korean treebank employs a drastically different tokenization strategy, where tokens represent as larger chunks (Noh et al., 2018). As a result, content words comprise the majority of elements in this treebank, making functional elements comparatively rare. For this reason, the Korean treebank is hardly affected by the UD → SUD conversion, thus explaining why the probe shows no preference.

5.2 Issues with Attention

Similarly to probing, the prospect of interpreting attention weights has been at the center of much debate. This was arguably initiated by Jain and Wallace (2019), who argue that attention cannot serve as a faithful explanatory mechanism for the relative importance of inputs. To make their case, they first demonstrate that attention distributions in BiRNN models trained on various tasks do not correlate with other common measures of feature importance. Furthermore, they demonstrate that counterfactual attention distributions, including adversarial ones that resemble the original distributions as little as possible, tend to pose little-to-no effect on the model, which often generates the same prediction regardless. In a contemporaneous study, Serrano and Smith (2019) reach many similar conclusions regarding the interpretability of attention in text classification tasks. There, they show that removing the most highly attended-to input token bears a similar effect on the model as removing random tokens, and that gradient-based feature attribution methods are a much better indicator of input token saliency in this regard. To this end, such findings have
led some researchers in the field to advocate for alternative feature attribution methods in place of attention (Bastings and Filippova, 2020). However, numerous evaluations of these approaches have themselves yielded mixed results with regard to utility and consensus (Atanasova et al., 2020; Ding and Koehn, 2021; Bastings et al., 2022), thus putting the definition of faithfulness into further focus (Jacovi and Goldberg, 2020).

Wiegrefe and Pinter (2019) offer a counterpoint to the “attention as explanation” debate by revisiting the results reported in Jain and Wallace (2019). Primarily, they demonstrate that text-classification models tend to yield similar attention distributions when trained across numerous random seeds, indicating that such models arrive at similar “solutions” with respect to input token importance. In another experiment, they train an adversarial model that attempts to mimic a pretrained, base model’s predictions, while simultaneously diverging as much as possible from its attention distributions. In applying the base and adversarial models’ trained attention weights to a non-contextual classifier, they show that the base weights aid performance, while the adversarial weights degrade it. Consolidating these findings, Wiegrefe and Pinter (2019) argue that, while attention may not necessarily provide an exclusive faithful explanation for a model’s decisions, it nonetheless offers a meaningful plausible one.

This debate is relevant to our investigation of syntax encoded via self-attention in that it offers a conceptual framework by which our results can be interpreted. Indeed, the tree decoding experiments outlined in Chapter 4 cannot, in principle, be described in terms of faithfulness. After all, the model which we investigate — multilingual BERT — is not trained on a task that presupposes the incorporation or prediction of tree structure (unlike parsing, for example). As such, the search for generalist or specialist heads amounts to seeking a plausible explanation for how the model employs attention in composing representations and, by extension, its output. To this end, we can indeed view our findings so far as suggestive of the fact that BERT does incorporate dependency syntax when computing self-attention weights (albeit, to a limited extent). However, to answer whether or not self-attention, as a standalone mechanism, is capable of faithfully encoding syntactic structure requires the the use of a model that is trained on a task for which such structure is explicitly necessary. Given such a model, a self-attention head can be said to generate faithful explanations if its weights align with the exact tree that the model is tasked with predicting.

To answer this question, we revisit the findings described in Section 4.2 through the lens of a dependency parser. Specifically, we fine-tune the aforementioned multilingual BERT encoder for dependency parsing, using Dozat and Manning (2017)’s biaffine algorithm. We train this parser on the concatenation of all PUD treebanks, so as to ensure that the trees we aim to decode will be guaranteed to have been seen by the model. In doing so, we hope to bypass the potential confounds associated with cross-treebank transfer, such
as imbalanced training data or tokenization mismatches. Following the fine-tuning process, we attempt to extract undirected, unlabeled dependency trees from each multilingual BERT attention head, via the same MST-based decoding procedure employed by Raganato and Tiedemann (2018) and Clark et al. (2019). We then compare the decoding accuracy returned by the parsing-tuned model with that of the pre-trained MLM.

In general, we observe a noticeable boost in decoding accuracy when fine-tuning multilingual BERT on a parsing-based objective. This amounts to an increase of over 20 points for most languages when accounting for the best-performing head, with Spanish yielding the highest boost overall: 50→77 UUAS. Interestingly, the same treebanks which posed issues for the pre-trained model (French, Japanese, Turkish, Chinese) are likewise unaffected by the fine-tuning procedure, returning little-to-no improvement over the adjacent-branching baseline. This leads us to believe that annotation or tokenization issues may be at play for these particular treebanks. Beyond this, we find that the fine-tuning procedure generally bears little effect on heads extracted from the lower layers of the model, all of which tend to behave similarly to their pre-trained counterparts. However, we observe a marked increase in decoding accuracy across heads in layers 10 and 11, indicating that the network begins to specialize for the parsing task in this region, thereby affecting the behavior of attention heads in the process.

These results imply that self-attention can be steered towards reflecting syntactic structure if the model’s underlying objective calls for the incorporation of tree structure. By extension, they also indicate that, if such structure was useful to the BERT pre-training objective (masked language modeling), it would be transparently decodeable from self-attention. The results described in Section 4.2 indicate that this is not the case, given our inability to localize a generalist head across languages (in the same way that we can for the fine-tuned parser, at least). Beyond this, it is also important to acknowledge that self-attention does not correspond to a single parameter, but rather a combination of numerous model components (Vaswani et al., 2017). As such, we are likewise interested in the extent to which these constituent parts — namely, the key, query, value, and feed-forward parameters — influence the representation of syntactic structure in the fine-tuned model as a whole. To investigate this, we repeat the fine-tuning procedure, where we freeze all network parameters throughout training, except those corresponding to each of the aforementioned components. In other words, only the selected components are subject to gradient updates throughout training, while all other parameters represent the original pretraining task. We then compare the MST-based decoding accuracy of each of these ablated models to the original, pre-trained model, as well as the fully-tuned parser.

Overall, we observe a substantial decrease in decoding accuracy when compared to the fully-tuned network, corresponding to a difference of approximately 10 UUAS points across components. Interestingly, the Key compo-
ponent returns the worst accuracy overall when its parameters are tuned in isolation, whereas the related Query component (with which it is composed) performs on par with all other ablated components. When tuned together, the Key and Query components yield comparable decoding accuracy to the standalone Query parameters, notably dropping in accuracy in the uppermost layer. We note that the Value parameters return the highest decoding accuracy across all ablated components, despite the fact that the Value representations are composed after the product of Key and Query components is scaled. This indicates that the Value component is able to extract the relevant syntactic information encoded in the self-attention matrix and propagate it up the network, affecting the Key and Query parameters, despite them being frozen.

5.3 Summary

In this chapter, we investigated RQ3 in the context of hidden state probing and attention head decoding. Regarding the former, we demonstrated that the choice of annotation framework bears a clear influence when probing BERT and ELMo for dependency structure across 13 typologically diverse treebanks. Crucially, however, we also noted that the observed performance disparity between UD and SUD is highly influenced by experimental variables employed in the study. These include the selection of the probing model, the typological characteristics of the languages under investigation, and annotation properties of their representative treebanks.

Regarding attention head decoding, we showed that the self-attention heads of fine-tuned BERT models can reflect syntactic structure when imbed with a supervised dependency parsing objective. To this end, we observed much higher decoding accuracies after fine-tuning than what we reported for the off-the-shelf, pre-trained model in Chapter 4. We interpreted this to mean that, if dependency tree structure was explicitly necessary for BERT’s pre-training objective (masked language modeling), it would be transparently encoded in its attention heads. In addition, we showed that every self-attention component implemented in BERT (Keys, Queries, Values, Feed-Forward) is capable of encoding syntactic structure when fine-tuned in isolation, though the highest decoding accuracies are obtained when the network is trained in full.
6. Exploring and Characterizing UD Treebanks

In the previous two chapters, we experimented with the prospect of decoding syntactic structure — specifically, dependency trees — from the components of neural language models. Although our preliminary findings were encouraging, a careful analysis revealed that the interpretation of these results was confounded by a host of experimental factors. Prominent among these was the issue of data, which was employed as a means of eliciting the structure we hoped to investigate. Notably, our probing study revealed that treebank properties like tokenization scheme could bear a sizable influence on tree shape, irrespective of the widely understood properties of the underlying language, as in the case of Japanese and Korean. This, in turn, led to an apparent preference for one syntactic framework over another, despite the difference between them being, in this case, non-linguistic. Insights such as these highlight the complicated relationship between linguistic tasks and the data collected to elicit them. Unfortunately, it is often difficult to isolate properties that are characteristic of the former, yet independent of the latter — especially in typologically diverse settings where native speaker judgements are unavailable.

This chapter is focused on the data employed in the previously mentioned studies: UD treebanks. Specifically, we address the fourth and final research question:

RQ4 How can we characterize treebank properties that affect parser learnability, such as annotation quality or tokenization decisions?

We do so by exploring three different dataset analysis methods — dataset cartography (Swayamdipta et al., 2020), \( \mathcal{V} \)-information (Ethayarajh et al., 2022), and minimum description length (Perez et al., 2021). Specifically, we extend each method to the task of dependency parsing, using the biaffine parser of Dozat et al. (2017), trained on 88 different UD treebanks. In doing so, we find that each of these methods is able to shed a nuanced light on the inherent characteristics and idiosyncrasies of treebanks, which would otherwise remain undetected by traditional, accuracy-based performance metrics.

6.1 Accuracy and Its Alternatives

The proliferation of neural language models like ELMo and BERT necessitated a comprehensive means of evaluation by which they could be reliably
compared, and through which state-of-the-art performance could be articulated. For a time, the GLUE benchmark (Wang et al., 2018) fulfilled this purpose, offering a set of seven complex NLP tasks that were motivated as assessing models’ capacity for “language understanding”. The models in question quickly exceeded the performance of the accompanying human baselines, prompting researchers to investigate the data itself and what exactly the models managed to learn from it. In many cases, it was shown that models came to rely on heuristic cues and shortcuts present in the data (yet invisible to the human observer), such that entire input sequences could be corrupted without drastically degrading performance (Gupta et al., 2021; Sinha et al., 2021b; Clouatre et al., 2022). This, in turn, prompted the community to consider more challenging benchmarks, new perspectives on crowd-sourced data, and alternative means of evaluating how models interfaced with the data on which they were fit (Nangia and Bowman, 2019; Wang et al., 2019; Bowman and Dahl, 2021).

Per the latter point, various new methods were introduced in order to provide a nuanced view of how models fared with the occasionally idiosyncratic properties of datasets (Swayamdipta et al., 2020; Kunz and Kuhlmann, 2021; Perez et al., 2021; Rodriguez et al., 2021; Vania et al., 2021; Ethayarajh et al., 2022). Much of this work was inspired by the shortcomings of accuracy-based metrics (such as precision, recall, and F-score) — the evaluation paradigm around which the majority of NLP tasks are centered. Indeed, although it is straightforward to calculate and interpret, accuracy leaves much to be desired when it comes to understanding model behavior with respect to a certain dataset. For example, it is most often reported with respect to one checkpoint of a model’s entire training regime, which typically consists of numerous epochs and parameter updates. In honing in on one particular checkpoint (usually the best with respect to validation loss or accuracy), one cannot readily assess whether the model was easily fit on the data, or if training was stopped prematurely. Furthermore, in choosing the arg max over the output distribution, one inevitably loses information about it: was the model confident in making its prediction? Or was the distribution highly entropic? Also relevant is the train/test distinction: in evaluating on the latter, one can gauge a model’s ability to generalize, but generally cannot assess the goodness-of-fit on the former, nor its sample efficiency. Likewise, accuracy cannot, in principle, adequately assess the quality of the training data: can the model learn from all instances therein? Or does the data contain a substantial amount of noise due to, for example, annotation inconsistencies? With this in mind, we provide a brief description of three accuracy-free dataset analysis methods below, each of which seek to mitigate the aforementioned shortcomings.
6.1.1 Dataset Cartography

One prominent accuracy-free method for exploring datasets was proposed by Swayamdipta et al. (2020), who called their approach dataset cartography (DC). Provided a training partition of a dataset, DC tracks the probabilities that a model assigns to the gold label for every instance therein. The mean and standard deviation for these probabilities — referred to as confidence (Conf) and variability (Var), respectively — is then calculated across a designated number of training epochs and plotted in a 2D diagram. Swayamdipta et al. (2020) refer to such plots as data maps, since they visualize the underlying dataset through the perspective of a particular model. They demonstrate that data maps tend to follow a familiar, boomerang-shaped distribution across datasets, with three distinct regions corresponding to easy, hard and ambiguous instances.

Swayamdipta et al. (2020) demonstrate that easy instances, characterized by high Conf and low Var, do not equip the model to generalize well — either in-domain (ID) or out-of-domain (OOD). Ambiguous instances (high Var), however, appear to be especially effective for this purpose: training on 33% of the data, sorted by high Var, yields higher OOD accuracy than training on the full data for several commonsense reasoning and textual entailment tasks. Furthermore, it appears that this capacity can be further expanded by swapping some samples in the ambiguous subset with easy instances, clarifying the role of the latter in optimization. Lastly, Swayamdipta et al. (2020) show that hard instances (low Conf, low Var) tend to correspond to dataset noise (in the form of annotation errors, for example), though they generally constitute a small percentage of the dataset and their removal does not yield significant improvements.

6.1.2 V-Information

An alternative approach for quantifying dataset difficulty is proposed by Ethayarajh et al. (2022), who leverage the concept of $\mathcal{V}$-information (henceforth V-Info). Introduced by Xu et al. (2020), V-Info is a framework for estimating the amount of information between random variables $X$ and $Y$ that is usable by a model in family $\mathcal{V}$ — for example, a sentiment classifier or syntactic parser. Here, usability is measured with respect to a corrupted form of the input (in other words, all tokens replaced with “_”), from which $\mathcal{V}$ must nonetheless attempt to predict $Y$ — essentially a label-only baseline. High V-Info values indicate that the dataset contains much information that cannot be inferred by naive baselines, while values close to zero indicate that the model would not fare worse when picking a class at random.

Ethayarajh et al. (2022) propose numerous use cases of V-Info. Primarily, they demonstrate that V-Info can be used to compare different datasets with respect to a single model. For example, they report that MultiNLI (Williams et al., 2018) contains less BERT-usable information than SNLI (Bowman et al.,
2015), making it a more difficult dataset for the same task. Similarly, they show that V-Info can be measured with respect to corrupted or transformed versions of datasets, so as to isolate the influence of specific properties. To this effect, they report that token identity — isolated by shuffling input words — contains the most usable information for SNLI across all models. Lastly, they demonstrate that pointwise V-Info can be measured at the instance level with negative values bearing a strong correspondence to mislabeled examples.

6.1.3 Minimum Description Length

Minimum description length (MDL) (Rissanen, 1978) is another information-theoretic metric that has recently seen usage within NLP. Put briefly, MDL concerns the transmission of information (data) through a specified channel (a probabilistic model). Ideally, a model that is fit well on some data will learn to transmit — or compress — it using as few bits as possible. Blier and Ollivier (2018) propose online coding for measuring MDL: a technique which transmits the data and model without explicitly compressing the latter’s parameters\(^1\). Effectively, online coding entails splitting the dataset into a designated set of partitions (or blocks) and measures the fit of the model on each successive partition. Computed this way, MDL expresses the ability of a model to generalize with respect to a dataset: models that learn efficiently from limited instances will yield shorter code lengths (lower MDL).

Perez et al. (2021) propose using MDL as a means of analyzing NLP dataset characteristics. To demonstrate its effectiveness, they first show that MDL can reveal the utility of subquestions in various question–answering tasks. Compared to employing the question in isolation, incorporating relevant subquestions often results in a further reduction of description length. Furthermore, they show that MDL is capable of isolating linguistic properties that are characteristic of certain datasets. For example, they report that the MDL for SST-2 (Socher et al., 2013) is dramatically increased when masking out adjectives in the input, as opposed to masking the same proportion of random words. They interpret this to indicate that adjectives are more prevalent in the SST-2 dataset than other parts of speech, which is intuitive given the sentiment analysis task which SST-2 represents. In a related experiment, they demonstrate that MDL can reveal the relative importance of word order across the datasets collected in GLUE. To this end, they show that randomly shuffling words in COLA (Warstadt et al., 2019) leads to a substantial increase in MDL with respect to the original word order, implying that the task is particularly sensitive to this property. In contrast, datasets corresponding to other GLUE tasks like STS-B, QQP, and RTE yield minimal difference in MDL between shuffled and original input.

\(^1\)Unlike variational coding, for instance, which is likewise proposed in Blier and Ollivier (2018).
6.2 Treebanking Concerns

It should be noted that much of the aforementioned discussion pertains largely to classification tasks. In this thesis, however, our focus lies largely on treebanks and parsing, which represent a different class of problem: structured prediction. As such, it remains an open question whether or not the surveyed issues and methods proposed to address them are relevant solely to the former paradigm, or if they apply in a more general sense. Moreover, the GLUE suite — and most work centered around it — is monolingual, representing English in isolation. Our work, on the other hand, concerns numerous languages that were sampled with typological diversity in mind. In a sense, working with such data is more challenging, given that we lack direct native speaker insight for the majority of associated treebanks and cannot readily appraise the quality thereof. As such, the utility of the aforementioned dataset analysis methods becomes especially vital in our limited setting, as well as across the wide scope of UD overall.

In working with UD, it is important to note that, despite its impressive language coverage, not all treebanks are created equal. For example, though several treebanks have been natively annotated with respect to UD’s official guidelines, many others had been migrated from treebanks in older schemes and converted accordingly — often by means of deterministic algorithms and heuristics (for example, see Bouma and van Noord (2017); Çöltekin et al. (2017)). Though such conversions are usually highly accurate, they sometimes require rigorous correction, and, other times, re-annotation (Türk et al., 2019) — assuming such issues have been identified in the first place. Compounded with conversion from existing schemes, varying interpretations of UD guidelines are likely to manifest across a globally distributed research community. Indeed, numerous annotation inconsistencies have been recognized across typologically similar languages (Han et al., 2020), as well as across treebanks for the same language (Aggarwal and Zeman, 2020; Dönicke et al., 2020). Absent an in-depth knowledge of a particular language, identifying such anomalies is difficult and time-intensive.

In the previous chapters, we demonstrated that such concerns are pertinent to our research. For example, the divergent tokenization schemes employed for Japanese and Korean treebanks bore a clear, likewise diverging effect on the probing accuracy for these languages. Furthermore, we observed consistently low performance for Turkish IMST across all experiments described so far, which raised questions about the nature of treebank as a whole. Here, we offer a brief description of the tokenization scheme applied to Japanese and Korean, as well as the automatic conversion process applied to Turkish, so as to illustrate the challenges posed for treebank annotation.
6.2.1 Tokenization Principles

Japanese GSD (McDonald et al., 2013) employs the short word unit (SUW) tokenization scheme (Murawaki, 2019), which itself operationalizes the minimum unit standard (Den et al., 2008): a Japanese lexicon categorized by word types, such Chinese-origin words, non-Chinese loan words, and numerals. By default, this scheme classifies any candidate word as a SUW if it corresponds to an item in the minimum unit lexicon. If a candidate word can be split into two minimum units of the same type, it is likewise considered a SUW (though this does not apply to splits of more than two units). SUWs thus comprise both function and content words in UD, with adpositions, auxiliary verbs, and affixes all bearing the same categorization as words. Such an approach carries the attractive property of minimizing a corpus’ vocabulary size and type–token ratio, which can aid representation learning and parsing. Conversely, it likewise leads to a proliferation of functional elements that are arguably morphological in nature, which can, by consequence, inflate parsing accuracy.

Omura et al. (2021) propose an alternative tokenization scheme called long word unit (LUW), which they argue to be a better fit for UD’s syntactic word criterion. Rather than building upon minimum units, they opt instead to split the bunsetsu unit: a base phrase comprised of a “compound independent word” and its dependents (affixes, adpositions, auxiliaries). With this in mind, Omura et al. (2021) define LUWs to be the individual constituents that comprise a bunsetsu. Given this formulation, LUW more accurately represents the agglutinative nature of Japanese, where many dependent elements that would otherwise be classified as individual SUWs are now represented as parts of the word they modify. Omura et al. (2021) re-tokenize GSD via the LUW scheme, showing that its application amounts to an expected increase in type-token ratio and a decrease in number of tokens. Furthermore, they demonstrate that, when using gold tokenization, there is no significant difference in parsing accuracy between SUW and LUW.

Unlike Japanese, where sentences are represented as a continuous string of characters, Korean employs whitespace to delimit ejeols. These units typically comprise a noun or verb stem as well as any corresponding postpositions and inflectional/derivational particles — making them similar to the aforementioned bunsetsu. The internal complexity of the ejeol makes it difficult to categorize it as a standalone syntactic unit, and Noh et al. (2018) demonstrate how this poses additional problems for the assignment of part-of-speech tags and dependency relations. For example, they show that the GSD treebank unilaterally tags ejeols containing verbal elements as VERB, regardless of the type of ending applied to the verb stem. This results in a broad, coarse-grained miscategorization of adjectival, adverbial, and auxiliary elements, with 97% of the latter constructions requiring revision per the authors’ perspective.

Such issues are endemic of the ejeol’s general opacity, which has led various researchers to propose alternative tokenization strategies. For example,
Chen et al. (2022) propose to apply morphological segmentation at the eo-jeol level, where morphemes and particles are segmented as isolated units, yet remain direct dependents of the stem. The authors demonstrate that this approach resolves the opacity issue, affording a more straightforward assignment of part-of-speech tags and dependency relations, which leads to higher parsing accuracies. However, in treating morphemes as standalone units, this approach likewise fails to accurately represent the agglutinative nature of Korean, which makes it privy to the same problems posed by SUW for Japanese.

6.2.2 Conversion Artefacts

Aside from tokenization, another prevalent issue faced by UD concerns the conversion of existing dependency treebanks to the framework. Typically, this is accomplished either by manual re-annotation, or by an automated conversion process followed by human validation. Turkish IMST (Sulubacak et al., 2016a) belongs to both categories, having been converted to UD from a language-specific framework, which itself was a re-annotation of an older Turkish treebank: METU-Sabancı (MST) (Oflazer et al., 2003).

The creation of the IMST treebank was motivated by the various annotation inconsistencies present in the original MST treebank. Sulubacak et al. (2016a) categorized these issues as pertaining to semantic incoherence, hierarchy and overlap, annotation ambiguity, and a reliance on omissible tokens. In the manual re-annotation effort, Sulubacak et al. (2016a) reduced the dependency label set from 24 to 16, and showed that their proposed revisions yielded a 10-point LAS increase for MaltParser.

The IMST treebank would later undergo its own conversion process to the UD framework, as described in Sulubacak et al. (2016b). Similarly to Japanese and Korean, the chief challenge in this process entailed segmentation: namely, the application of UD’s syntactic word criterion to Turkish — also an agglutinative language. Doing so necessitated the removal of the inflectional group (IG) formalism applied by both MST and IMST for segmenting morphosyntactic units along Turkish words’ derivational boundaries. In its place, Sulubacak et al. (2016b) proposed several changes, including the splitting of some derivational morphemes to act as dependents of their associated stem (behaving similarly to clitics), and the merging of others that were deemed to be insufficiently productive (lexicalization, in their words). On top of this, Sulubacak et al. (2016b) proposed UD mappings for language-specific part-of-speech tags, morphological features, and dependency relations, making note of various edge cases where this was not straightforward (for example, assigning case markers to verbal heads). After implementing the segmentation and mapping adjustments, they applied a series of post-processing steps in order to ensure that the conversion yielded valid dependency trees: for example, assignment of root tokens, or removal of cycles.
Though IMST has often featured as the representative Turkish treebank in a variety of typological and parsing studies, the numerous conversions leading up to its present form have led several researchers to question the annotation consistency present therein. To this end, Türk et al. (2019) outline various problems associated with the present IMST UD treebank, which they attribute to the automated conversion procedure described above. For example, they show that an ambiguity between an accusative case marker and a possessive suffix leads to a systematic misclassification of nsubj relations as obj. By their measure, this particular mismatch occurs 276 times throughout the corpus and is a product of an incorrect morphological analysis, which was performed automatically by Sulubacak et al. (2016b). Türk et al. (2019) also introduce 10 previously unused relation types, including advcl and iobj. In total, their re-annotation effort amounts to manually revising 5,635 sentences, which yields increased parsing accuracies over the updated treebank (+3 UAS for transition-based and graph-based parsers).

6.3 Exploring UD Treebanks

In the previous sections, I outlined the various issues concerning the use of accuracy metrics in understanding NLP datasets, as well as three alternative methods proposed to mitigate them. In addition to this, I provided a description of the challenges posed for the UD framework — namely tokenization and conversion — as well as how these factors pertained to the treebanks employed in our experiments. With this in mind, Paper IV details the application of the three aforementioned dataset analysis methods to the UD suite, so as to better understand the inherent characteristics of the treebanks that comprise it. More specifically, we extend dataset cartography, $\nu$-information, and minimum description length to the dependency parsing task, evaluating the behavior of Dozat and Manning (2017)’s biaffine parser as it is trained on 88 UD treebanks.

In terms of the dataset cartography metrics, we find that both Conf and Var — when interpreted as complements to each other — are capable of painting a nuanced picture of how easy or hard treebanks might be to parse. Specifically, we find that Japanese GSD ranks among the easiest treebanks to parse (along with English Atis and Hindi HDTB), returning the 2nd-highest average Conf and 4th-lowest Var. We corroborate this by zooming in on the Japanese GSD data map (Figure 6.1, left), where we observe that nearly 70% of all tokens in the treebank lie in the easy-to-parse region — e.g. Conf $\geq 0.95$ and Var $\leq 0.1$. This corroborates the findings of Nivre and Fang (2017), who attribute the high parsing accuracies associated with this treebank to the proliferation of easy-to-parse, functional elements present therein.

On the other end of the spectrum, we observe that Turkish IMST ranks among the hardest to parse treebanks (along with Uyghur UDT and Vietnamese
VTB), returning the lowest overall Conf. Interestingly, unlike UDT and VTB, it does not rank among the top-10 highest Var treebanks, indicating that treebank size – doubtless a factor for UDT and VTB (the 2nd and 3rd smallest treebanks overall) — is not the main explanation here. Indeed, in analyzing the Turkish IMST data map, we observe that nearly 10% of its tokens reside in the hard-to-learn region — e.g. Conf \( \leq 0.25 \) and Var \( \leq 0.1 \). This is more than double the density of hard-to-learn points in UDT and VTB, which confirms to the potential conversion issues described by Türk et al. (2019).

In measuring V-Info across treebanks, we observe an entirely different ranking than what was returned by the dataset cartography metrics. Specifically, we note that Japanese GSD, which was ranked among the easiest to parse treebanks by DC, returns the 30th lowest V-Info score (out of 88). We observe a similar effect for English Atis, which drops further to 11th. Turkish IMST, meanwhile, remains near the bottom, yielding the 4th-lowest V-Info in aggregate. On the other end of the spectrum, we make note of other top-10 “easy-to-parse” treebanks (per Conf and Var) among the top 3: Latin LLCT, Romanian SiMoNERo, and Catalan AnCora. Provided these observations, we can interpret V-Info as a means of simultaneously penalizing regularity and stochasticity in data. In other words: homogenous, single-genre treebanks with limited vocabularies (such as English Atis) are likely to produce low V-Info scores, given the uniformity of syntactic structures present therein. Furthermore, treebanks with potential annotation inconsistencies (such as Turkish, where 10% of tokens are “unlearnable”) will likewise yield low overall V-Info, with many of the parser’s decisions amounting to random “guesses”. As an illustration of this, refer to Figure 6.1 (right), where arc-level V-Info scores the three lowest scoring treebanks are overwhelmingly distributed around 0, manifesting as a density “spike”. Conversely, the V-Info scores for the three highest scoring treebanks are much more evenly distributed, resembling a normal distribution. To this end, we surmise that consistently annotated treebanks with diverse vocabularies and varied usage of syntactic structures are likely to return high V-Info, given that the baseline parser will have difficulty learning such patterns.

For MDL, we find that the aforementioned “easy” treebanks (Japanese GSD, English Atis, Turkish Atis) likewise yield the lowest scores. This suggests that they are the easiest to compress, or, alternatively, that they are the most sample efficient. Given the nature of these treebanks, such findings align with our observations above. In contrast to this, we observe a new set of treebanks appearing towards the high end of the MDL score spectrum, with Finnish TDT, Chinese GSD, and Latin PROIEL rounding out the top 3. Intuitively, a high MDL in the case of parsing might suggest that the model is exposed to a larger diversity of token types during training, which could hinder it in learning various types of dependencies. To this end, we observe that the aforementioned treebanks — as well as others yielding high MDL (Estonian, Russian, Turkish) — tend to be morphologically rich. Interestingly, Korean GSD also ranks highly in this regard, indicating that the segmentation issues discussed in Sec-
Figure 6.1. Top: Data maps for the three easiest (top) and hardest (bottom) to parse treebanks, according to Conf (y-axis) and Var (x-axis). Points correspond to individual arcs in the training set; red overlay represents a 2D point density. Bottom: Arc-level V-Info score distributions for the top-3 highest (top) and lowest (bottom) scoring treebanks.
tion 6.2.1 bear an influence in the representation of the morphology of the
language. In an attempt to quantify the correspondence between a
treebank’s attested morphological complexity and its MDL, we compute a series of proxy
metrics, including type-token ratio (TTR), number of feature types, and fea-
ture entropy. We find that each of these metrics yield strong correlations with
MDL, with TTR being the highest ($\rho = 0.58, p < 0.001$). We interpret these
findings to mean that MDL is highly influenced by vocabulary usage, which
itself follows from typological (morphology) or annotation (tokenization) fac-
tors.

6.4 Summary

In this chapter, we investigated RQ4 in the context of Universal Dependencies.
Specifically, we extended the dataset cartography (Swayamdipta et al., 2020),
$\mathcal{V}$-information (Ethayarajh et al., 2022), and minimum description length
(Perez et al., 2021) methods to the structured prediction scenario, training
Dozat et al. (2017)’s parser on a subset of 88 treebanks (including the 13
treebanks discussed in Chapters 3, 4, and 5). We found that each of these
methods provided nuanced perspectives on each surveyed treebank that
would otherwise be obscured by accuracy-based measures. To this end, we
found that Japanese GSD appeared among the easiest to parse and the most
sample efficient treebanks, due to the tokenization strategy applied therein.
Conversely, Turkish ISMT ranked consistently among the hardest to parse
treebanks, with 10% of its training data proving impossible to fit by the parser.
We interpreted this to indicate that this particular treebank contains anno-
tation inconsistencies arising from the numerous conversion process it has
undergone (Sulubacak et al., 2016b; Türk et al., 2019). Overall, such insights
resonate with the findings reported in previous chapters, demonstrating the
need for alternative evaluation metrics and other means of understanding how
models interface with the data on which they are trained.
7. Conclusion

Throughout this dissertation, I investigated the extent to which syntactic knowledge is — or can be — captured by neural language models. I explored this question from the perspective of dependency parsers — structured prediction models specialized for predicting syntactic structure. Doing so allowed me to compare self-supervised language models to fully supervised parsers, which were trained on the exact syntactic structure we hoped to elicit. To this end, I were able to articulate the utility of language model features in downstream syntactic parsing, the differences in how language models and parsers encode syntax, and the influence treebank data can bear on the interpretation of our results. Ultimately, I was able to address the research questions posed at the beginning of this thesis, which I revisit below.

7.1 Research Questions

The research questions posed in Chapter 1 were as follows:

RQ1 How do representations from pre-trained language models affect the behavior of neural dependency parsers?

We find that contextualized embeddings extracted from pre-trained language models can provide a substantial boost to parsing accuracy. This applies to both transition-based and graph-based parsers, with the former enjoying greater improvement with respect to a static embedding baseline. Moreover, we observe that the error profiles associated with each model become virtually identical, equalizing the perceived pros and cons of either paradigm as observed in the pre-neural era.

RQ2 To what extent is syntax encoded in language model components, and how does this vary across different languages?

We show that a structural probe can decode UD-based dependency structure from the hidden states of neural language models. Overall, BERT strongly outperforms ELMo in terms of probing accuracy, with its intermediate layers (6, 7, 8) seemingly encoding the most syntactic information. Likewise, we observe considerable variation across the 13 surveyed languages, which suggests that typological or treebank factors
can affect probing results.

In addition to hidden state representations, we also show that dependency structure can be partially decoded from the attention weights of Transformer-based models. We demonstrate that such structure is distributed across the network, with several attention heads specializing in select dependency relations. This trend generally persists across most languages (of 20), though several languages fail to outperform basic positional baselines. In general, though we fail to localize a generalist head that can perform holistic parsing over full sentences, we nonetheless show that trees can be consistently extracted with an accuracy above that of a right-branching baseline.

RQ3 How is our understanding of language model components affected by various experimental variables, such as the choice of alternative syntactic frameworks or learning objectives?

We find that experimental variables bear a sizeable influence in the interpretation of the aforementioned results. Regarding the probing experiments, we show that UD trees can be decoded more accurately in aggregate than those belonging to SUD — an alternative, parallel syntactic framework. We further demonstrate that the preference for UD or SUD varies highly per language, with Japanese, Hindi, and Italian yielding higher scores for the former, and Basque, Finnish, and Turkish preferring the latter. Ultimately, we find that decoding accuracy for either framework is correlated with graph properties such as tree shape (to which the probe appears sensitive), which are themselves influenced by typological properties and treebank annotation factors.

Regarding the attention decoding experiments, we find that fine-tuning BERT with a dependency parsing objective leads to considerable gains in tree decoding accuracy. This mostly applies to the higher layers of the network, where we observe attention heads to reflect the exact tree structure on which the parser was trained.

RQ4 How can we characterize treebank properties that affect parser learnability, such as annotation quality or tokenization decisions?

We show that metrics like dataset cartography, $\mathcal{V}$-information, and minimum description length can reveal interesting properties of treebanks that would otherwise remain obscured by accuracy-based measures. Dataset cartography, for example, can pinpoint training samples that are either trivial or impossible for a parser to learn. Likewise, $\mathcal{V}$-information can express how a parser performs with respect to a
naive baseline, highlighting samples that require generalization beyond random guessing and memorization. Finally, minimum description length can reveal the sample efficiency of a treebank, which is related to morphological complexity and vocabulary usage.

Taken together, our findings suggest that, while language models’ syntactic knowledge can be operationalized by means of downstream tasks, clarifying the nature of how it is encoded is a challenging endeavor. Indeed, the features extracted from language models are undoubtedly beneficial for supervised parsing. Likewise, it is clear that the components of Transformer-based models like BERT can be steered to reflect syntactic structure, provided that the fine-tuning objective is of the same nature. Such insights reflect the richness of language model representations, as well as the flexibility of the Transformer architecture and the fine-tuning paradigm. However, in the absence of a syntax-oriented objective function, isolating the components which track syntax remains difficult. Indeed, this is mostly due to the highly distributed and non-linear nature of such models, where hundreds of millions of parameters are optimized in unison. The language modeling objective is also relevant in that, unlike parsing, it does not impose any structural restrictions on what token must be predicted — simply that it must be the most probable given the context. As such, though methods like probing can demonstrably offer a glimpse into how vestiges of syntax are reflected in select model components, they cannot provide a comprehensive picture of how syntax is operationalized with respect to each individual parameter — or even if it needs to be. Beyond this, our search for syntax is further complicated by the representations chosen to elicit its abstract nature, as well as experimental factors like model and data selection.

7.2 Beyond Parsing

As noted above, the experiments presented in this dissertation were largely conveyed through the dependency formalism. Among other advantages, doing so allowed us 1) to envisage the utility of language model in an established, well-studied NLP task like dependency parsing, and 2) to make use of the expert-annotated, multilingual syntactic data collected in Universal Dependencies. Though this framing was generally informative, it was likewise bound by various methodological constraints. Chief among these was dependency’s formal restrictions on what can constitute a well-formed syntactic tree — in other words, that relations manifest directly between words and that such relations are asymmetrical. As such, we did not consider other syntactic formalisms, such as constituency, which would require alternative experimental methodologies, evaluations, and data. In addition to this, the focus of our experiments was directed towards individual model components, such as hidden
state representations and self-attention heads. We did not work with language model output directly, and were therefore unable to say whether such models were even capable of generating grammatical utterances in a human-like manner.

In light of these concerns, Paper V situates our work within the broader scope of the interpretability literature. There, we outline three distinct paradigms employed by researchers as a means of eliciting the syntactic capabilities of language models (or lack thereof). One such paradigm is probing, which we discuss at length in Chapters 4 and 5. Another is targeted syntactic evaluation (TSE), which is broadly concerned with comparing the probabilities assigned by language models to grammatical and ungrammatical utterances (Linzen et al., 2016; Gulordava et al., 2018; Marvin and Linzen, 2018). Lastly, we consider downstream NLU evaluation, which seeks to measure how models perform on NLU benchmarks after being deprived of (or, alternatively, imbued with) syntactic structure (Gupta et al., 2021; Sinha et al., 2021a,b). In surveying the research comprising these three paradigms, we observe a broad range of insights that, at times, lead to contradictory conclusions with respect to the question: do language models capture syntax? In an attempt to reconcile these conflicting insights, we propose a set of distinctions that we deem important toward the study of syntax in language models.

Primarily, we stress that coding properties, in themselves, do not represent syntax as a whole. Though a model may exhibit sensitivity to ungrammatical inflections, or, alternatively, an insensitivity to word order when solving tasks downstream, we must avoid conflating select instantiations of hierarchical structure with a model’s acquisition of “syntax” as a holistic system. This likewise applies to syntactic representations (such as Universal Dependencies) which offer a perspective on how sentences are hierarchically organized, but themselves are privy to theoretical preferences and formal constraints. Such concerns tie more broadly into the general question of methodology, and whether or not experimental factors bear a confounding influence on the observed results. In Paper II, we showed that this can indeed occur, as performance of the probe appeared to correlate with underlying properties of the UD and SUD representations that were not necessarily linguistic in nature. Depending on our treatment of such factors, the answers we attribute to our research questions could vary drastically. To this end, it is worthwhile to ponder whether asking if language models can, do, or need to learn syntax carry different implications as research questions.

We conclude Paper V by acknowledging the inherent difficulty associated with the search for syntax. Indeed, we must recall that, after all, syntax is an

1Specifically, Paper V employs Belinkov (2022)’s taxonomy of parametric and non-parametric probing. The structural probe employed in Paper II falls under the former category and attention decoding (Paper III) under the latter.
abstract concept. Though its traces appear in the surface form of sentences, debates about its exact nature, representation, and learnability rage on to this day. In this light, studying syntax through the lens of language models offers numerous advantages. Among other things, language models provide an interface through which the likelihood, internal representation, and learning conditions of syntactic constructions can be studied. In an ideal scenario, such insights can complement studies involving human participants, potentially shedding light on the computational aspects of our own language faculty. However, in order for this undertaking to bear any empirical value, we must apply the same rigor to the computational study of syntax as we do to other fields of scientific inquiry. In the least, doing so should entail conducting a multi-dimensional evaluation of results, a principled appraisal of linguistic data, and a conscientious investigation of all relevant methodological factors and confounds. If implemented correctly, this paradigm has the potential to provide empirical grounding for explanations that were too long shrouded in theory and reinvigorate the study of syntax.

7.3 Future Work

Throughout this thesis, our focus was primarily placed on contextual embedding and fine-tuning approaches. We have demonstrated the efficacy of such methods, showing, for example, how the bidirectional nature of models like ELMo and BERT imbues them with rich feature representations, which can serve as an excellent basis for downstream, supervised tasks. In the present day, however, the NLP research community has turned its attention away from bidirectional models and towards large language models (LLMs) — autoregressive models built upon the Transformer’s decoder component (Brown et al., 2020; Chowdhery et al., 2022; Smith et al., 2022; Zhang et al., 2022). LLMs are typically several orders of magnitude larger than BERT-base (the largest model surveyed in this thesis), both in terms of parameters and training data: for example, Google’s PaLM model contains 540 billion parameters (BERT-base: 110 million) and was trained on approximately 780 billion tokens (BERT-base: 3.3 billion) (Chowdhery et al., 2022). The increased scale of such models has been shown to not only lower test set perplexity (Kaplan et al., 2020), but also to give rise to numerous groundbreaking phenomena (Wei et al., 2022a,b). Chief among these is in-context learning, in which LLMs can generate correct predictions for a task after being conditioned on only a few training examples (Brown et al., 2020). Crucially, this setup is encoded entirely in natural language, wherein a model accepts a conditioning context — a string typically comprising of exemplars (input-output pairs for training) and a prompt (the input sequence for which an output must be generated) — and generates an output string corresponding to the correct class. Certainly, this is a far cry from the supervised learning
paradigm discussed in this thesis, in that it 1) does not presuppose the use of a task-specific model, 2) does not require fine-tuning or gradient updates, and 3) can generalize via a small number of exemplars instead of the entire training set (also referred to as few-shot learning).

The advent of LLMs presents interesting implications for investigating the syntactic knowledge of neural language models. Out of the three methodologies outlined in Paper V, the probing paradigm likely carries the most dubious application to LLMs. Indeed, the concerns around probing discussed throughout this thesis become increasingly salient in the LLM scenario, as such models are often scaled to more than 100 billion parameters\(^2\). Therefore, such high parameter counts make it increasingly challenging to characterize and localize the behavior of a model’s components with respect to a given linguistic property, and the assumption that this can even be done with a lightweight linear model at such scale is questionable. Conversely, TSE seems to be the most readily applicable to the LLM scenario — provided that conditional probabilities can be obtained for a given model. Indeed, benchmarks like BLiMP (Warstadt et al., 2020) or SyntaxGym (Gauthier et al., 2020) can continue to serve as gauges for the overall fluency of LLMs, especially as they are scaled to increasing sizes. To this end, Liang et al. (2022) demonstrate that the largest variant of the GPT-3 model (175B parameters) yields the best overall Exact Match (EM) accuracy across the BLiMP suite, while its smaller counterparts fare considerably worse. In addition to this, TSE benchmarks can aid in isolating the linguistic phenomena that remain problematic for LLMs, despite their otherwise demonstrable fluency. On this note, Liang et al. (2022) show that state-of-the-art instruction-tuned models such as InstructGPT (Ouyang et al., 2022) appear to struggle in producing irregular morphological forms across BLiMP. In this specific scenario, investigating such failure cases in more detail can shed light on the exact nature of the “syntax” internalized by such models, and how techniques like instruction tuning can influence syntactic generalization.

Beyond TSE, downstream NLU evaluation likewise carries considerable potential for articulating the syntactic capabilities of LLMs. In the case of fine-tuning, it has been shown that BERT and similarly-sized models are often insensitive to coding properties (for example, word order) when making predictions at test time (Gupta et al., 2021; Sinha et al., 2021a,b; Clouatre et al., 2022). While this has lead some researchers to surmise that such models do not process language in the same hierarchical manner that humans do (Sinha et al., 2021b), others have instead argued that such behavior is related to the downstream task in question (Clouatre et al., 2022). In support of the latter argument, numerous studies have demonstrated that models trained (or fine-tuned on) tasks like Natural Language Inference (NLI) (Bowman et al., 2015; Williams et al., 2018) had come to rely on various heuristics in order to make

\(^2\) The 540B PaLM model, for example, contains 118 layers, 48 heads, and a hidden state dimensionality of 18432
predictions (for example, sub-sequence overlap or sentence length) — thereby challenging the notion that supervised learning can assess a model’s “understanding” (Gururangan et al., 2018; Poliak et al., 2018; McCoy et al., 2019). The in-context learning paradigm presents an interesting twist to this setup, however, in that it limits all spurious correlations to what is observed in the provided exemplars. Likewise, it does not require any parameter updates. With this in mind, it would be interesting to see whether or not the (in) sensitivity of models to linguistic form likewise persists within in-context learning, and to which tasks, models, or settings this might apply. Specifically, word order would be a particularly compelling setting to revisit, in order to gauge models’ robustness to permutations thereof and the extent to which this corresponds to human comprehension (Mollica et al., 2020). Beyond this, studying in-context learning from a syntactic perspective could potentially aid in demystifying the puzzling findings yielded by recent work: namely, that models can produce accurate predictions even when exemplars are semantically irrelevant (Min et al., 2022; Webson and Pavlick, 2022; Wei et al., 2023).

7.4 Final Remarks

It is not controversial to say that, in the present moment, the field of NLP remains captivated by language models. This fascination does not show many signs of waning, given the rapid pace of innovation and, consequently, adoption. Indeed, as language models garner everyday usage in the form of interactive chatbots and content generators, it becomes critical for us — as researchers, developers, and end users — to understand their behavior. To this end, I hope that this thesis adequately illustrated the difficulty inherent to the task of “interpretation” and “understanding”. Likewise, I hope to have conveyed the considerable nuance that is essential to this undertaking, as well as the importance of careful experimental design and analysis. Though the experiments described here pertain mostly to an older class of models, I hope that they hold relevance for the current state-of-the-art and beyond. After all, there remains so much to learn.
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