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• Tracking electrochemical model param
eters using novel reference performance 
test. 

• Diagnosis of degradation based on 
changes of electrochemical parameters. 

• Gaussian process regression extrapola
tion of electrochemical parameter 
trajectories. 

• Prognosis of battery state-of-health 
using extrapolated electrochemical 
model.  
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A B S T R A C T   

Lithium-ion battery degradation is complex, and many mechanisms occur concurrently. In-depth degradation is 
traditionally investigated by post-mortem characterization in lab-settings. If mechanisms could instead be 
identified in-operando, utilization could be adjusted, and battery lifetime extended. We investigate changes in 
electrochemical model parameters during battery testing and their correlation with degradation observed in a 
traditional post-mortem characterization. Commercial batteries are cycle-aged using different stationary storage 
service cycles and a novel reference performance test is applied intermittently. This test is based on current 
profiles optimally designed with respect to maximized sensitivity for individual electrochemical parameters and 
embedded within a charging procedure. Usage dependency of parameter trajectories over the course of ageing is 
demonstrated and coupled to observed micro-structural changes. Subsequently, the parameter trajectories are 
extrapolated using Gaussian Process Regression for physics-based state-of-health estimation and remaining- 
useful-life prediction. We demonstrate and validate estimation of full cell performance under constant load at 
a later state in life.   
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1. Introduction 

Electrification of personal and commercial vehicles is strongly tied to 
the success of the lithium-ion battery technology [1]. While adoption is 
widespread, many issues remain. This includes fast charging [2], cycle 
life [3] as well as raw material supply [4] and recycling [5]. Increasing 
the lifespan of lithium-ion batteries decreases both the tension in raw 
material supply and dampens required recycling needs. This can be 
achieved in two ways, firstly, by improved cell and system design and 
material development, or secondly by more efficient and smart usage. 
The latter includes second life [6] or vehicle-to-grid applications [7] but 
also aging-sensitive battery control while the system is in use. 

Control of batteries in the battery management system (BMS) is 
responsible for safe operation and maximizing battery lifetime [8] and 
traditionally uses empirical models based on laboratory characterization 
and expert knowledge [9]. Advanced BMS using electrochemical models 
have successfully been demonstrated for adaptive fast-charging [10] or 
state-of-health (SOH) estimation [11]. These models are based on a 
physical description of the internal processes of the battery and contain 
a large number of parameters that must be determined either experi
mentally or by parameter estimation from input-output data [9]. Many 
aging phenomena are known to impact battery capacity and 
rate-capability [3]. These phenomena can stem from unwanted 
side-reactions and be manifested for instance as a 
solid-electrolyte-interphase (SEI) that causes a resistive surface layer. An 
accurate physical description of such a system over time therefore re
quires either discrete aging models that directly predict the increasing 
layer thickness based on driving pattern, or a surface-layer resistance 
parameter that must be updated intermittently [8]. The latter approach 
is more flexible in general, as it does not make a-priori assumptions 
about which aging will be observed and is also applicable for cells with 
unknown histories. Sulzer et al. [12] suggest that advanced reference 
performance tests (RPTs) could be used to estimate parameters of 
physics-based models beyond resistance and capacity. In this work, we 
demonstrate a novel re-parametrization strategy for 7 dynamic and 3 
balancing parameters of the full-order Doyle-Fuller-Newman model 
[13] throughout the cycle life of 12 commercial Ni-rich batteries. 

Bi et al. [11] implemented a particle filter to correct predicted pa
rameters of a reduced-order model in online settings for 220 cycles. 
Mayilvahanan et al. [14,15] first developed a machine learning based 
parametrization scheme for a physics-based model and then evaluated 
model parameters for a lithium-trivanadate electrode during 100 cycles. 
They then perform degradation analysis based solely on the parameter 
estimates and propose links to aging mechanisms. Lyu et al. [16] esti
mate dynamic parameters for a single particle model on a current 
pulse-train and observed significant changes during 140 cycles. As
sumptions made in the reduced-order models might lack important 
features, such as electrolyte dynamics, necessary to track the internal 
degradation. Further, no experimental characterization has been re
ported to support the presented analyses. 

Beyond the diagnosis of present battery health lies the prognosis of 
battery lifetime. Gaussian process regression has received significant 
attention from researchers [17–19] for forecasting battery lifetime. 
Richardson et al. [17] highlighted the intricacies of kernel design and 
proposed the usage of multiple correlated observations to predict the 
capacity decay based only on capacity observations. Yang et al. [18] 
extracted features of a charging procedure as indicators for the 
state-of-health and showed that a Gaussian process trained on such 
informative features could accurately predict battery discharge capac
ity. Tagade et al. [19] used the complete available voltage, current and 
temperature signals as input to train a deep gaussian process and showed 
how electrochemical parameters correlated with hidden layer output of 
the deep gaussian process. To the authors’ knowledge, no previous work 
investigated Gaussian processes to learn and predict electrochemical 
model parameter trajectories directly. 

In previous work, we developed and demonstrated a methodology 

for global optimal experiment design [20]. One optimal experiment was 
designed per target parameter for which Sobol sensitivity is maximized. 
This ensures that both impact of the target is maximized, and impact of 
other parameters is muted. The short optimal experiments (OEs) were 
then included in a charging procedure making it suitable for overnight 
charging in vehicle applications. This intermittent RPT was then 
experimentally performed during a degradation study presented in 
Ref. [21] where batteries were cycle-aged using several stationary 
storage service cycles. In the present study the model parameters are 
estimated for every cell at every checkup. 

We summarize the key contributions of this work as follows.  

1. Demonstration of optimal experiment design RPT for commercial Ni- 
rich lithium-ion batteries during a cycling study with up to 2200 
equivalent full cycles. We show for the first time that it is possible to 
track model parameters of the full-order Doyle-Fuller-Newman 
(DFN) model using a full-cell RPT. The changes in parameter values 
over time depend significantly on cell usage in 3 cycle- and 3 
calendar-aging protocols. 

2. Thorough validation of parameter identifiability and model perfor
mance through identifiability analysis and cross validation. This 
shows that the designed RPTs made all model parameters identifi
able and cross validation confirmed that updating both balancing 
and dynamic model parameters is critical for accurate state predic
tion required for electrochemical control applications. 

3. Correlation of observed parameter changes with post-mortem char
acterization. This highlights how estimated model parameters are a 
useful diagnostic tool for aging.  

4. Extrapolation of estimated electrochemical parameter trajectories 
using Gaussian Process Regression (GPR). We demonstrate this 
fusion of machine learning and physics-based model for the first 
time. GPR is used to extrapolate parameter values and predict dy
namic battery behavior. 

The paper’s contributions are summarized in Fig. 1 and the work is 
organized as follows: first, the physics-based model is summarized, and 
the targeted model parameters are introduced. We then briefly sum
marize the previously developed optimal experiment design methodol
ogy and show the identified experiments. Next, GPR is introduced, and 
the experimental procedure and set-ups are described. We begin the 
results section by showing the capacity fade of the investigated cells. 
Then, the estimated parameters are presented and discussed. This is 
followed by the trajectory extrapolation and a thorough validation of 
model performance, parameter identifiability, trajectory extrapolation 
accuracy, and a correlation of post-mortem characterization with the 
observed parameter estimates. 

2. Physics-based model 

2.1. Model parameters and governing equations 

The Doyle-Fuller-Newman model equations and required parameters 
are given in Table 1 and Table 2. As this model is a standard formulation 
and commonly cited we leave a thorough discussion to existing litera
ture, e.g., Refs. [13,22]. The balancing model that determines the rela
tionship between half-cell state-of-lithiation and full-cell state-of-charge 
is briefly summarized. This work utilizes the PybaMM implementation 
[23] of the DFN model. 

Firstly, measured half-cell potentials U± = f(SOL±) prescribe a 
relationship between open-circuit potential (OCP) and state-of-lithiation 
(SOL). With given maximum concentrations cmax,± the half-cell hosting 
capacity can be evaluated from the volume of the porous domains v± =

2εa,±welhel: 

q±,host = cmax,±v±F 1 
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The total available capacity must be distributed between the positive 
and negative half-cell: 

qLi = SOL+q+,host + SOL− q− ,host 2 

This yields: 

SOL− =
(
ηs,+ − SOL+

) q+,host

q− ,host
3  

Where we define ηs,+ = qLi/q+,host as the ratio between cyclable lithium 
and available hosting capacity in the positive electrode. 

The model given in Table 2 is then fitted to a slow-rate constant 
current experiment between 100 and 0% state-of-charge (SOC) to esti
mate three balancing parameters εa,+, εa,− , and ηs,+. This then allows 
evaluation of the initial concentrations cinit,± in both electrodes. Note 
that determining the active volume fraction in this way will result in a 
changed estimate for the electrode surface area according to Eq. 8 and 
we do take this into account in our discussion of parameter changes in 
section 5. 

2.2. Investigated parameters 

In previous work [20] we targeted 8 model parameters with 8 
parameter specific optimal experiments (OEs). We investigated the 
diffusion coefficient in the negative and positive electrode, the particle 
diameter in the positive electrode, the Bruggeman coefficient in the 
positive electrode, reaction rate-constants in both electrodes (k±), the 
negative electrode porosity, and the solid electrolyte interphase (SEI) 
layer thickness. Due to low sensitivity, the SEI layer thickness parameter 
was discarded. In more recent work [8] we found that the negative 
electrode porosity is most important for the estimation of the electrolyte 

tortuosity for adjusting electrolyte transport properties and does not 
significantly impact electrolyte accumulation in Eq. 4. We therefore 
directly fit electrolyte tortuosities τ±. In both electrodes instead of the 
Bruggeman coefficient in the positive electrode and the porosity in the 
negative electrode in this work. Furthermore, we lumped electrode radii 
and diffusion coefficients into diffusion time constants Δt±. This yields a 
set of two parameters for solid diffusion in the active material, two pa
rameters for reaction kinetics, and two parameters for electrolyte 
transport. Additionally, we add a lumped resistance parameter Rcc,+ that 
is neither distributed in the porous electrode nor has SOL dependency. 
The parameters studied estimation ranges, and identification experi
ments are summarized in Table 3. Parameter constraints are used to aid 
the parameter estimation procedure by limiting the search space to 
physically meaningful values. With a known parametrization for this 
cell-type from previous work [20], ranges where adjusted to reduce 
computational cost during the optimization procedure. 

Note that the used reaction rate constants k include the electrolyte 
concentration [28] k± = k̂±F/ ̅̅̅̅̅̅̅ce,0

√ . 

3. Methodology 

3.1. Global optimal experiment design 

In previous work [20], we developed a methodology to derive 
optimal experiments for parameter estimation in the DFN model. We 
shortly summarize the methodology here, interested readers are referred 
to the original work [20]. The eight optimal experiments are reproduced 
in Figure. S1. 

Candidate experiments were algorithmically generated based on 
three experiment design variables defining initial SOC, current 

Fig. 1. Paper outline. Optimal experiments are performed as part of a novel reference performance test during an aging study on commercial Ni-rich lithium-ion 
batteries. The electrochemical model is used to estimate 10 model parameters during the lifetime of the batteries. The parameters are then used to diagnose the 
microscopic state-of-health of the individual cells. Parameter trends are extrapolated using gaussian process regression and the predicted parameterized model is 
validated against measured 1C discharge capacities. 
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magnitude, and experiment dynamics. A candidate was then investi
gated by means of a global sensitivity analysis. Sobol’ sensitivity indices 
quantify all investigated model parameters’ contribution to model 
variance. High contribution is detrimental to model parameter identi
fiability. This was formalized by a single objective criterion that maxi
mizes the Sobol’ index of the target model parameter. A Bayesian 

optimization algorithm determined one optimal experiment per target 
parameter by exploring the space of possible experiments. 

The methodology’s benefits were demonstrated in a thorough 
experimental validation. We investigated a commercial 2.6 Ah cylin
drical cell with a LiNi0⋅5Mn0⋅3Co0⋅2O2 (NMC532) positive and a graphite 
negative electrode. Our validation showed that physics-based models 
parametrized with OEs had 40% reduced root-mean-square error 
(RMSE). We further constructed three-electrode cells from harvested 
electrode samples and confirmed the improved model performance in 
half-cell validation [20]. 

3.2. Parameter estimation 

Model parameters are estimated by minimizing the residual differ
ence between model predicted cell voltage y(θ̂) with parameter esti
mates θ̂ and the measured cell voltage ym. We use a least-squares 
estimator, this is theoretical equivalent to maximum likelihood esti
mation for gaussian residuals [9]. This is a classical non-linear least-s
quares problem and many algorithms for its solution exist. This 
procedure will yield a parameter-set that fits a given measurement best 

Table 1 
DFN model parameters, the ± index indicates parameters have distinct values in 
positive and negative electrode. Measured parameters are denoted with m, fitted 
parameters with f, and assumed parameters with a.  

Symbol Description   Source 

Dependent variables 
φ± Potential in the solid 

phase    
φe Potential in the 

electrolyte phase    
ce Concentration in the 

electrolyte    
c± Concentration in the 

active material    

Particle 
Domain 

Positive electrode Negative 
electrode   

Δt± =
r2
±

D±

Active material 
diffusion time 
constant 

f f  

d± = 2r± Active material 
particle diameter 

10 × 10− 6 m 15 × 10− 6 m m, m 

Electrode 
Domain 

Positive electrode Negative 
electrode   

Porous electrode properties 
σ± Solid phase 

conductivity 
100 S.m-1 100 S.m-1 [24, 

24] 
Brs,± Solid phase 

Bruggeman coefficient 
1.5 1.5 a, a 

τ± Electrolyte tortuosity f f  
k± Charge-transfer 

reaction rate constant 
f f  

αa,± ,αc,± Anodic, cathodic 
charge-transfer 
coefficient 

0.5/0.5 0.5/0.5 a, a 

U± Open circuit potential f (cs) f (cs) m, m 
ε± Electrode porosity 0.35 0.34 a, a 
εs,± Electrode active 

material volume 
fraction 

f f  

L± Electrode thickness 7.35 × 10− 5 

m 
6.2 × 10− 5 

m 
m, m 

cmax,± Max. concentration in 
active material 

48,240 mol. 
m-3 

28,746 mol. 
m-3 

a [25], 

cinit,± Initial concentration 
in active material 

f (SOL+) f (SOL− )  

wsei SEI layer thickness  5 × 10− 9 m - [26], 
κsei SEI layer conductivity  5 × 10− 6 S. 

m-1 
- [26], 

hel Electrode height 0.645 m 0.645 m m, m 
wel Electrode width 0.059 m 0.059 m m, m 
Electrolyte properties 
De Electrolyte diffusion 

coefficient 
f (ce) [27] 

κ Electrolyte 
conductivity 

f (ce) [27] 

t+0 Electrolyte cationic 
transference number 

f (ce) [27] 

1+
∂f±

∂ln ce 

Activity coefficient f (ce) [27] 

ce,0 Initial salt 
concentration in 
electrolyte 

1000 mol.m-3 [27] 

Separator properties 
εsep Separator porosity 0.4 [25] 
Brsep Separator Bruggeman 

coefficient 
1.5 [25] 

Lsep Separator thickness 1.2 × 10− 5 m [25]  

Table 2 
DFN model equations, boundary, and initial conditions.  

Equation Boundary condition Eq. no. 

Li + transport in electrolyte phase 
∂ε±ce

∂t
+ ∇⋅( − Deff

e,±∇ce) =
(1 − t0+

F

)

itot 
∂ce

∂x

⃒
⃒
⃒
⃒
x=0,L

= 0 
4, 5 

Deff
e,±(ce) = De(ce)

ε±
τ±

6 

itot = iloc,±a± 7 

a± =
3εs,±

r±
8 

Charge conservation 
Electrode domain 
∇⋅( − σeff

± ∇Φ±) = − itot Φ− |x=0 = 0 9, 10  

σeff
−

∂Φ−

∂x

⃒
⃒
⃒
⃒
x=L−

= 0 
11  

σeff
+

∂Φ+

∂x

⃒
⃒
⃒
⃒
x=L− +Ls

= 0 
12  

σeff
+

∂Φ+

∂x

⃒
⃒
⃒
⃒
x=L

= −
Icell
Acell 

13 

σeff
± = σ±

εs,±

τs,±

14 

Electrolyte domain 
∇⋅( − κeff

± ∇Φe) + ∇⋅(κeff
D,±∇ln ce) = itot ∂Φe

∂x

⃒
⃒
⃒
⃒
x=0,L

= 0 
15, 16  

∂ce

∂x

⃒
⃒
⃒
⃒
x=0,L

= 0 
17 

κeff
± (ce) = κ(ce)

ε±
τ±

18 

κeff
D,± =

2RTκeff
±

F

(

1 +
∂ln f±
∂ln ce

)

(1 − t0+)
19 

Charge transfer kinetics 

iloc,± = i0,±
[
exp

(αa,±F
RT

η±

)

− exp
(
−

αc,±F
RT

η±

)]
20 

i0,± =

Fk̂±(cmax,± − csurf,±)
αa,± (csurf ,±)

αc,±
( ce

ce,0

)αa,±

21 

η± = Φ± − Φe − U± − iloc,±Rfilm,± 22 

Rfilm,− =
wSEI

κSEI
,Rfilm,+ = 0  23 

Lithium transport in particle domain 
∂c±
∂t

=
1
r2
±

∂
∂r

(

D±r2
±

∂c±
∂r

)
∂c±
∂r

⃒
⃒
⃒
⃒
r=0

= 0 
24, 25  

D±

∂c±
∂r

⃒
⃒
⃒
⃒
r=R±

= −
iloc,±

F 
26 

t± = r2
±/D± 27 

Porous media properties 
τs,± = ε1− Brs,±

s,±
28 

Cell voltage 
Ucell = φ+|x=L− +Ls+L+ − φ− |x=0 − IcellRcc,+ 29  
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and is therefore inherently bound by model limitations. We cannot show 
the estimated parameters are true, only that they are identifiable (via 
identifiability analysis), predictive (via cross validation) and consistent 
with post-mortem characteristics. 

We employ the gradient free algorithm developed by Cartis et al. 
[29]. The upper and lower bounds θu and θl are chosen to include 
physically feasible parameter values. Note that bounds are merely 
guiding the optimizer where to search and thereby reducing computa
tional cost. A global algorithm with infinite resources will converge to 
the same global optimum for any initial value set. We perform a two-step 
estimation where the first step estimates three balancing parameters 
using C/20 discharge curves and the second step estimates dynamic 
model parameters from the optimal experiments. During the balancing 
step (step 1), dynamic model parameters are kept fixed at their nominal 
values. The impact of unknown dynamic parameters is assumed to be 
negligible at the used C/20 rate. 

We previously proposed a multi-step procedure for identification of 
dynamic parameters in step 2 [20] but had to slightly deviate in this 
work as increase in polarization caused OE1 to be started before equi
librium was reached. To avoid this systematic error influencing esti
mation on all model parameters this experiment is only included in the 
estimation of parameter Δt− . As this experiment (OE1) is modeled as 
starting from an initial equilibrium but during later checkups the 
experiment was started before equilibrium is reached, this will likely 
cause a higher uncertainty in the Δt− estimate. The updated procedure 
for dynamic parameters (step 2) therefore first estimates all dynamic 
parameters except Δt− on all experiments except OE1. These estimates 
are fixed and then Δt− is estimated on all OEs (see Table 3). 

minimize
∑N

k=0
(y(k, θ̂) − ym(k))2 30  

subject to θl ≤ θ̂ ≤ θu 31  

3.3. Gaussian process regression 

Gaussian process regression (GPR) is used to extrapolate from esti
mated parameter estimates. GPR is a form of non-parametric regression. 
The summary below is based on the more elaborate discussion in 
Ref. [30] and the implementation in the present work is based on [31]. 
The prior of regression function is a Gaussian Process (GP): 

f (x) ∼ GP(m(x), κ(x, x′) 32  

Where the mean function is set to zero in this case: 

m(x)= 0 33  

and the kernel function 

κ(x, x′)=E
[
(f (x) − m(x))(f (x′) − m(x′))T

]
34 

For any finite set of inputs X = x1,…, xN this defines a gaussian 
distribution with the mean (m(X) = 0 In this case) and the covariance 
function K(X) with Kij = κ(xi, xj). In this work we use the squared 
exponential kernel: 

κSE(x, x′)= σ2 exp
(

−
x − x′

l2

)

35  

Where σ and l determine the vertical variation and the horizontal length 
scale. The Matérn kernel: 

κMA5(x, x′)= σ2
(

1+
̅̅̅
5

√
(x − x′)

ρ +
5(x − x′)

2

3ρ2

)

exp
(

−

̅̅̅
5

√
(x − x′)

ρ

)

36  

similarly contains the σ parameter controlling vertical variation and ρ 
that controls the length scale. The constant kernel prescribes a constant 
bias in the data independent of x: 

κCO(x, x′)= σ2 37 

The choice of kernel is not trivial and has significant impact on the 
GP’s ability to extrapolate outside of the training range [32]. Fortu
nately, GP kernels are additive, this means preferential properties from 
several kernels can be simply combined. For instance, where one kernel 
predicts short-term variance, and the second kernel predicts a long-term 
trend. Richardson et al. [17] have shown that combinations of different 
Matérn and squared exponential kernels possess suitable properties for 
the prediction of capacity vs. cycle data. They propose usage of corre
lated capacity-fade data from cells used in a similar manner to construct 
multi-output GPs. We adopt their approach to parameter-estimate vs. 
cycle data and use the duplicate cell’s parameter estimates (instead of 
capacity data) to construct the multi-output GP. GPR optimizes the 
kernels’ hyperparameters θ by maximizing the log-likelihood function 
for given observations Y at the coordinates X: 

log p(Y|X, θ) 38 

This problem is not generally convex but random re-initialization of 
the optimizer is expected to nevertheless find a global optimum. In this 
work, we use Latin-hypercube sampling [33] to construct a set of 100 
initial guess samples from variance and length scale hyperparameters. 
We then maximize the likelihood for each initial guess and take the best 
result as the global optimum. 

We apply the approach that Richardson et al. [17] proposed for 
capacity-time series, treating the parameter estimates of target and 
duplicate cells as multiple outputs. The parameter estimates contain 
several distinct features that we attempt to model with different kernels. 
The long-term changes appear relatively slow and smooth, whereas 
some estimates contain quite significant short-term variance. This makes 
a summed squared exponential (SE) and matern52 (Ma5) kernel a robust 
choice [32]. Additionally, we add a constant kernel (CO) to account for a 
non-zero baseline. The total kernel is results in: 

κ= κSE + κMa5 + κCo 39 

For more thorough descriptions of kernel design we suggest 
Ref. [32]. 

4. Experimental 

Commercial 2.6 Ah cylindrical cells were subjected to an accelerated 
degradation study. Acceleration was introduced by elevated tempera
ture and more intense service utilization. The experimental matrix 

Table 3 
Investigated model parameters, feasible identification ranges and the experi
ment they are determined from.  

Symbol Name Feasible Range Experiment 

Δt− Negative electrode diffusion time 
constant 

[100, 10,000] OE1-OE8 

Δt+ Positive electrode diffusion time 
constant 

[1, 2000] OE2-OE8 

k− Negative reaction rate constant [1 × 10− 7, 1 ×
10− 2] 

OE2-OE8 

k+ Positive reaction rate constant [1 × 10− 7, 1 ×
10− 3] 

OE2-OE8 

τ− Negative electrolyte tortuosity [4, 15] OE2-OE8 
τ+ Positive electrolyte tortuosity [0.5, 6] OE2-OE8 
Rcc,+ Positive current collector bulk 

resistance 
[1 × 10− 4, 1 ×
10− 1] 

OE2-OE8 

εs,− Negative electrode active material 
volume fraction 

[0.5, 0.75] C/20 
discharge 

εs,+ Positive electrode active material 
volume fraction 

[0.5, 0.75] C/20 
discharge 

ηs,+ Positive electrode utilization [0.95 1.02] C/20 
discharge  
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consists of 12 cells, cycled or calendar-aged using six different strategies. 
Three dynamic cycling protocols for grid-level energy storage applica
tions were designed [21]. Service cycle one (FR) mimics the fast dy
namics from a grid frequency regulation application. Cycle two 
simulates usage for peak shaving (PS), and cycle three is a combination 
of FR and PS (FRPS). The remaining cells were calendar aged at 50% 

SOC and 25 or 40 ◦C and at 78% SOC at 40 ◦C. The experimental matrix 
is given in Table 4. 

In regular intervals, reference performance tests (RPT) are carried 
out. All RPTs are performed at 25 ◦C in a temperature chamber. The 
discharge capacity between 4.2 and 2.75 V was measured at C/20 and at 
1C rate. Lastly, optimal experiments were performed sequentially during 
a slow charge preceded by a constant voltage-hold at the target potential 
with up to 30 min of rest before each OE. The rest-period length was 
determined to be sufficient at beginning-of-life (BOL). If the cell voltage 
drifted less than 1 mV per 100 s, the OE was started earlier. An example 
current time signal for the OEs sequence during the slow charge is given 
in Supplementary Fig. S 2. 

At end-of-test (EOT), validation tests are performed at 25 ◦C after 
which cells are opened in a glovebox and electrode samples for scanning 
electron microscopy (SEM) are harvested from the middle section of the 
jellyroll. The samples were cross sectioned using a Broad Ion Beam Mill 
(Hitachi ArBlade 5000). The cross-sections were then imaged using 

Table 4 
Experiment matrix of cycle aging study.  

Name Description SOC range C-rate range Temperature 

FR Frequency regulation 45–55% ≤1C 40 ◦C 
PS Peak shaving 22–78% ≤1C 40 ◦C 
FRPS Combined FR + PS 16–84% ≤2C 40 ◦C 
SOC50_40 Calendar aging 50% – 40 ◦C 
SOC78_40 Calendar aging 78% – 40 ◦C 
SOC50_25 Calendar aging 50% – 25 ◦C  

Fig. 2. Capacity and dynamic changes of the 12 cells in 6 different groups. Capacity is measured at a C/20 (circle marker) and 1C (square marker) rate. Subfigure a 
contains C/20 and 1C capacities for cells cycling with different grid-storage service applications. Subfigure b contains C/20 and 1C capacities for cells calendar aged 
at 50% and 78% SOC as well as at 25 and 40 ◦C. Subfigure c shows changes in cell voltage response to two optimal current trajectories from BOL (lighter) to EOT 
(darker) for the PS, FR, and FRPS cells shown in a, remaining experiments are shown in Supplementary Fig. S 3. 
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secondary electrons using the Zeiss Sigma HD. The SEM micrographs 
were processed in ImageJ, where they were segmented, cleaned, and 
quantified. The imaging and subsequent analysis methodology are dis
cussed in detail in Ref. [34]. 

5. Results and discussion 

5.1. Cycle aging results 

The 12 investigated cells were subjected to different cycling and 
calendar aging regimes. The resulting capacity retention at C/20 and 1C 
rates is displayed in Fig. 2 a (cycle aged) and b (calendar aged). Calendar 
aging at elevated temperatures (40 ◦C) does not lead to significant ac
celeration in degradation compared to 25◦, as measured at 50% SOC. 
The combined cycle (FRPS) shows the most rapid degradation. In fact, 
the experiment was stopped after RPT 9 due to a significant resistance 
increase which caused a violation of specified voltage limits. The fre
quency regulation service cycle, micro-cycling around 50% SOC, caused 
more capacity degradation than the comparable calendar aging 
experiment. 

Fig. 2 c shows the three dynamic cells’ responses to the optimal 
current trajectories of OE2 (parameter τ+) and OE6 (parameter Δt+) 
(compare Supplementary Fig. S 1). Here it is evident that PS and FRPS 
protocols had distinct impact on the cells compared to FR cycling, where 
little change in polarization is observed despite similar losses of C/20 
capacity at EOT. It is also evident that the ohmic resistance is not the 
main culprit for this apparent increase in cell resistance, as the ohmic 
drop between zero and active current at the start of the experiments 
remains nearly constant. This shows that resistance and capacity alone 
are not sufficiently descriptive of battery SOH. Cell voltage measure
ments for the remaining OEs are given in Supplementary Fig. S 3. 

5.2. Parameter estimates 

Dynamic and balancing parameters are re-evaluated at every RPT. 
Estimates for all 10 model parameters are given in Fig. 3. Parameter 
trajectories for the three dynamic cycling strategies shown in Fig. 3 a 
and the three calendar aging protocols in Fig. 3 b confirm a strong de
pendency of parameter values over cycling time on specific battery 
usage profiles. Large impact of dynamic cycling, current magnitude, and 
SOC window can be observed in Fig. 3 a. 

Cell balancing is considered through three balancing parameters. 
The parameters stem from the maximum and minimum state of lith
iation in the electrodes, and the balancing represents their individual 
potential in relation to the total cell voltage. The utilized active volume 
fraction in both electrodes decreases continuously for all cells, i.e., the 
amount of stored energy. FRPS-cycling causes the fastest capacity loss. 
Both the utilization of the negative electrode and the positive electrode 
decreases at the same rate, the capacity loss therefore mostly stems from 
loss of lithium. 

The PS- and FRPS-cycling show similar trends in most parameter 
trajectories, indicating a wide SOC window as a main accelerating factor 
for the degradation. This could already be observed from the capacity 
measurements in Fig. 2 a. However, access to dynamic model parame
ters allows dissemination of observed degradation into electrode specific 
mechanistic contributions at a level that is otherwise only available 
through cell opening and half-cell testing. For instance, in Fig. 2 c we 
observe that polarization has increased more in PS cycling than in FRPS 
cycling, indicating that the PS cell usage allowed more severe degra
dation without triggering any cut-off voltage conditions. This is 
confirmed by the tortuosity estimates following a similar trend but the 
higher equivalent cycle count leads to larger tortuosity at EOT for PS. 
When comparing to mild cycling conditions (FRPS vs. FR) we observe 
significant differences in dynamic behavior, despite equivalent C/20 
capacity at EOT. The parameter estimates indicate that this is caused by 
a larger increase in tortuosity in the negative electrode. The tortuosity 

and the electrolyte volume fraction are responsible for effective elec
trolyte transport properties (Eq. 6, 18). A tortuosity increase in the 
negative electrode could be explained by a decrease in electrolyte vol
ume fraction due to SEI layer growth and indicates worsening of effec
tive electrolyte diffusivity and conductivity. This is observed for PS- and 
FRPS-cycling. The SEI layer growth is strongly coupled to loss of cyclable 
lithium (LLI), as lithium gets consumed to form SEI [35]. A high rate of 
LLI was also seen for PS- and FRPS-cycling, from the evolution of the 
balancing parameters. The identified decrease in tortuosity in the posi
tive electrode indicates simpler ionic pathways through the electrolyte, 
this could be caused by swelling of the electrode layers and pore 
expansion. This is observed in the PS- and FR-cycling, whereas for FRPS 
τ+ seems to stay constant. This indicates a larger swelling in those 
positive electrodes than in the calendar aged cells. 

The overpotential ΔUk,R observed when the current is switched on 
after 5 s in Fig. 2 c contains both the charge-transfer kinetics k± and the 
ohmic resistance Rcc. At higher cell voltage (Fig. 2 c, row 2), a significant 
increase can be observed in ΔUk,R,high for the PS cell, whereas at lower 
voltages (Fig. 2 c, row 1) ΔUk,R,low is nearly constant. This concentration 
dependence cannot stem from Rcc and indicates that reaction kinetics are 
changing. For FRPS this effect persists but for FR kinetics appear to be 
barely affected. This analysis is confirmed by the parameter estimates in 
Fig. 3. Kinetic parameters k± are strongly coupled with the electrode 
specific surface area (Eq. 7 and 21), implying that a decrease in rate 
constant could in-fact be caused by a decrease in surface area. A surface 
layer resistance distributed throughout the porous electrode, such as a 
thickening SEI-layer (Eq. 22), has a similar effect on the cell voltage. Jow 
et al. [36] note that at elevated temperatures, it is in fact the SEI that is 
limiting the charge-transfer process in the negative electrode. A decrease 
in rate-constant is observed in the negative electrode for the harsher 
FRPS- and PS-cycling. This points at more severe SEI growth opposed to 
FR-cycling and calendar aging, where k− is changing significantly less. 
PS-cycling also shows a slight increase in rate-constant in the positive 
electrode (faster kinetics). This likely stems from an increase in surface 
area. 

Diffusion time-constants similarly show significant changes based on 
usage. While the accuracy is lower than in other parameters, trends can 
still be observed. In the negative electrode, the diffusion time constant 
increases distinctly for FR and PS cycles. In the combined cycling (FRPS) 
and the calendar aging experiments, a decreasing trend is instead 
observed. An increased diffusion time constant can stem from an in
crease in diffusion length. The parameter might also include other time 
constants such as diffusion limited transport through the SEI in the 
negative electrode [37] or a limiting rock-salt phase at the positive 
electrode surface [38,39]. 

Both in PS and FRPS, the positive diffusion time constant Δt+ seems 
to become sensitive during cycling. Up until that point, it is estimated on 
the lower bound, which indicates that it is too fast to be identifiable. This 
shows that an unidentifiable parameter at BOL can become identifiable 
either by its own impact increasing, or by other parameters becoming 
less sensitive. In the case of increasing impact for diffusion, this could 
happen through a shift in cell-balancing and usage of the electrode in a 
window containing large OCP slopes which are a known pre-requisite 
for diffusion time constant identifiability [40]. An in-depth identifi
ability analysis for dynamic model parameters is presented in the vali
dation section. 

5.3. Validation 

5.3.1. Cross validation 
We performed a validation of the parameter estimation procedure 

using optimally designed experiments in previous work [20] including 
thorough cross validation on full- and half-cell level. In this work, we 
perform the same full-cell cross validation at end-of-test, this is given in 
Fig. 4. Here we first show that beginning of life parameters yield 
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unsatisfactory model performance at EOT. This is shown by the dotted 
line representing residuals between model prediction and measurement. 
The end-of-test parameter estimation significantly improves perfor
mance. The RMSE of BOL model prediction could be more than halved 
for both PS (74–32 mV) and FRPS (62–29 mV) cells by reparametrizing 
on the optimally designed checkup experiments. The FR cycling RMSE is 
very low, but the EOT model still outperforms the BOL parametrization. 
The errors are summarized in Fig. 4 d. Furthermore, we investigated the 
separate impact of dynamic and balancing parameter evolution on the 
model prediction and found that updating dynamic model parameters is 
of equally large importance as updating cell-balancing parameters. We 
highlight this by including EOT balancing parameters but not EOT dy
namic parameters and evaluating the RMSE. We conclude that for wide 
SOC use-cases it is essential to update both dynamic and balancing pa
rameters to preserve model accuracy whereas model accuracy was 
acceptable for the FR case without updating any parameters. Some ef
fects are not accurately reproduced even with updated parameters. This 
can stem both from parameter uncertainty and from model 

shortcomings. The systematic error in OE1 likely influences the accuracy 
of the Δt− parameter. Fitting errors are increasing slightly for the OE1 
experiment but are otherwise relatively constant. They are summarized 
in Supplementary Fig. S 4. Moreover, some mechanisms cannot be 
modeled by changes in targeted dynamic model parameters. The 
relaxation behavior after the constant current segments in Fig. 4 a is for 
instance known to be influenced by particle size distributions [41]. This 
error could therefore be explained by the utilized model’s limitations. 
Already during method development [20], we suggested that SOL de
pendencies in diffusion coefficients could be necessary for accurate 
model predictions at extreme SOCs. Finally, the model itself is only an 
approximation of the real system, this includes for instance the treat
ment of the real-world 3D geometry as a single 1D slice. 

5.3.2. Parameter identifiability 
As part of the validation, we show that identified parameter esti

mates are locally sensitive and the sensitivity vectors are linearly inde
pendent. We base this identifiability analysis on the procedures 

Fig. 3. Log10 of parameter estimates of for the dynamically cycled cells (a) and the calendar aged cells (b). Cell usage significantly changes the parameter trajectories. 
Significant changes in tortuosity are observed for the PS and FRPS cycles. Circles indicate parameter estimates. A comparison of parameter estimates between 
duplicate cells is given in Supplementary Fig. S 6 and Fig. S 8. 
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described in Ref. [9]. First, we performed a local perturbation of each 
parameter for each of the optimal experiments to evaluate the sensitivity 
matrix. If two parameters impact the voltage in the same way, they are 
linearly dependent, and the rank of the sensitivity matrix would 
decrease. Second, average local sensitivities are evaluated and ranked. 
We thus verify that parameters are sensitive and their impact unique, 
which are the two necessary conditions for practical identifiability [9]. 

The sensitivity matrices were full rank in all investigated cases. This 
full sensitivity matrix rank confirmed that all dynamic parameters are 
identifiable from the optimally designed experiments. We followed the 
procedure detailed in Ref. [42]. 

The numerical gradient is evaluated by taking 0.5% of the parameter 
range Table 3 and comparing the perturbed cell voltage with the 
simulation at the nominal parameter estimate. The average residuals for 
the parameters at EOT for each cycling regime are given in Fig. 5. Fig. 5 a 
shows identifiability in the three dynamic cycling protocols and b shows 
parameter identifiability of calendar aged cells. Residual time-series for 

the FRPS cell at EOL are given in Supplementary Fig. S 7. 
All parameters show sensitivity; however, the magnitudes vary 

significantly. The largest residuals are observed for kinetic rate con
stants that are impactful in all 8 optimal experiments, followed by tor
tuosities, diffusion time constants, and finally the least sensitive 
parameter being the current collector contact resistance. This is in 
accordance with the identified parameter trajectories in Fig. 3, where 
the trajectories show a larger variance for diffusion time constants and 
the resistance parameter. 

5.3.3. Microscopy and image analysis 
Cross-section imaging was performed after EOT for FRPS and PS 

samples as well as at BOL for a reference cell. The image of the double- 
sided coated electrode, of the FRPS cell at EOT and the BOL reference are 
given in Fig. 6. A qualitative comparison of the positive electrode in 
Fig. 6 a and b does not allow certain conclusions. The negative electrode 
in Fig. 6 c and d appears less porous at EOT. This aligns with the 

Fig. 4. Cross validation of estimated parameter sets at end of test for PS (a), FR (b) and FRPS (c) and associated RMSE values (d). The residuals of the uncalibrated 
model parameter-sets estimated at beginning of life are shown as dotted lines. For the PS cycle, recalibration of the model lowers the RMSE from 74 mV to 32 mV. For 
the FRPS experiment, the RMSE is lowered from 63 to 29 mV. For the mildest cycling, the RMSE is reduced from 8 mV to 6 mV. We tested a model with updated 
balancing parameters and observed improved performance compared to no calibration. However, the dynamic parameters are responsible for most of the 
observed errors. 
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observed increase in tortuosity in the FRPS and PS cycling. We also 
observed a copper deposit near the separator interface. EDX imaging of 
the region is given in the supplementary material. As the copper was 
likely dissolved from the negative current collector and then redepos
ited, it is likely that this would manifest in a resistance increase, which 
correlates with the observed increase in current collector increase in the 
PS and FRPS cycling in Fig. 3. Graphite delamination was observed in 
the PS negative electrode at EOT (see Fig. 6 e and Supplementary Fig. S 
5). This has been observed before and the crack propagation assigned to 
either solvent co-intercalation or the stress due to lithium intercalation 
[43,44]. 

In a subsequent image analysis of the cross sections, equivalent 
particle diameters and electrode thickness were determined. This is 
shown in Fig. 6 f and g. The PS cycling shows a significantly reduced 
mean particle size (more than 0.5 μm), this implies that more secondary 
particles have broken up into primary particles. This would lead to a 
significant increase in surface area and appear as an increase of the 
positive electrode rate-constant in our parameterization. We observe a 
significantly larger increase in rate-constant in PS than in FRPS in Fig. 3, 
which supports the connection between particle size, surface area, and 
kinetic rate-constants in the positive electrode. This was not the case for 
FRPS cycling or the calendar aged cells at 78% SOC. 

Fig. 5. Posterior parameter identifiability for the last checkup of the dynamic cycles (a) and the calendar aging cycles (b). Bar size indicates identifiable parameters. 
Each of the 8 designed experiments is simulated both with the identified parameter set, and then with a perturbed step for one parameter at a time. The perturbation 
is chosen as 0.5% of the investigated range. Each bar then shows the impact individual perturbations have in a specific optimal experiment by taking the mean of the 
magnitude of the difference between perturbed and un-perturbed simulation of the cell voltage. For instance, in the experiment designed for the negative electrode 
diffusion time constant Δt− the target parameter is the most important one, as it has the highest impact on the cell voltage. Both rate-constants are impactful 
throughout all experiments, indicating a robust identification. Tortuosity is important in the associated experiments but also in the experiment designed for Δt+. The 
parameter with the smallest impact at the identified value is the lumped current collector contact resistance. For the calendar aging experiments, identifiability is 
nearly equivalent between the different aging regimes. 
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We found that both FRPS and PS cycling lead to significant layer 
expansion of ~3% (4–5 μm) of the BOL thickness. Additional to the 
active material, the electrode matrix consists of a carbon additive and a 
binder phase for electrical conductivity and mechanical integrity. The 
binder is known to alleviate stresses generated in the particles [45] and 
electrode swelling has been observed at EOT. This could be caused by a 
plastic deformation and expansion of the binder phase caused for 
instance by particles cracking and applying forces on the binder phase. 
The increase in thickness might be responsible for the decrease in pos
itive electrode tortuosity observed in Fig. 3 for the PS cell. However, a 

nearly constant tortuosity estimate was observed for the FRPS cell which 
does not correlate with the measured thickness increase. The PS 
experiment applied constant currents which causes more lithium con
centration polarization dependent stresses [46] in the particles than the 
more dynamic FRPS experiment. This could result in more cracking 
which would explain the observed decrease in tortuosity in PS vs FRPS 
experiments. The thickness measure does not capture z-direction vari
ation of thickness which might be significant. 

Fig. 6. SEM cross-sections at BOL (a, c) and EOT (b, d, e) for the positive electrode (a, b)) and the negative electrode (c, d). Changes in the positive electrode are 
barely observable. However, in the negative electrode, some copper deposit is observed on a graphite particle near the separator at EOT. Additionally, the negative 
electrode shows an increase in micro-cracks. This is in accordance with behavior observed by Lin et al. [43]. A close-up cross-section of the PS post-mortem samples 
showing graphite delamination is given in e. Subfigure f shows the boxplot of equivalent positive particle diameters (with the mean denoted by a circle) and g reveals 
thicknesses changes of the double-sided positive electrode. Compared to BOL, the FRPS cycle has a similar equivalent diameter, whereas the PS cycle shows a 
significant decrease of the mean particle size by more than 0.5 μm. The electrode thickness increases by 2.5–3% during cycling, whereas it decreases by a similar 
magnitude during calendar aging at high SOC. 
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5.4. Trajectory extrapolation 

It is evident from the parameter estimates shown in Fig. 3 that nearly 
all parameters follow a certain trend. In this section we demonstrate 
extrapolation of parameter trajectories using multi-output GPR. 

As the calendar aging experiments caused very little degradation, we 
focus here on the two dynamic cycling strategies FR, and FRPS. For PS, 
the duplicate cell contained systematic measurement error from a mal
functioning potentiostat channel and could therefore not be included in 
the training set. A single output GPR for the faultless PS cell is shown in 
Supplementary Fig. S 8. Richardson et al. [17] showed that multi-output 
approaches greatly improved GPR predictive capability which our result 
confirms. We therefore focus our analysis on the FR and FRPS cells 
where complete duplicate measurements were available. 

Resulting predictions for FR and FRPS are given in Fig. 7. For the FR 
cycle in Fig. 7 a, 12 RPTs of both FRa and FRb duplicate cells are used to 
train the GP. Further 20 RPTs of FRa are shown as empty markers as 
validation of prediction accuracy. All estimates in the validation set lie 
within the shaded 95% confidence region of the prediction. The poste
rior mean, highlighted by a line, is an accurate prediction of cell 
parameter changes looking ahead more than 1000 cycles. High uncer
tainty of the posterior e.g., for prediction of τ+ and Δt− is a result of the 
larger uncertainty in those parameter estimates, which in turn implies 
their low importance to cell voltage. This will therefore have only a 
small impact on the model uncertainty. 

We use the estimated parameter likelihoods to evaluate 1C discharge 
experiments. The mean parameter predictions are used to evaluate mean 
capacity predictions. Then, samples of the estimated parameter 

Fig. 7. Parameter trajectory extrapolation using a multi-output gaussian process for FR (a) and FRPS (b). For FR in (a) the first 12 RPT of both duplicate cells are part 
of the training set, this is indicated by filled markers. The posterior mean is highlighted by a line and 95% confidence intervals are shown as a shaded area. The 
validation set, shown by empty markers, generally lies within this 95% confidence interval and the posterior mean value is a very good prediction of the parameter 
estimate. For the FRPS cell, where only 9 RPTs were available, all 9 samples of the duplicate cell and 3 samples of the target cell are included in the training set. The 6 
remaining samples are again used for cross validation. All validation samples lie within the confidence interval and the posterior mean of the GPR offers a very good 
prediction of the cell parameters. In case a, the proposed model accurately predicts cell parameters up to 1000 cycles forward when much data is available. In case b, 
only 3 data-points of the target cell are required for an accurate prediction of up to 500 cycles in the future. 

M. Streb et al.                                                                                                                                                                                                                                   



Journal of Power Sources 588 (2023) 233686

13

uncertainty space are drawn using Latin-hypercube sampling. Each 
sample corresponds to a parameter vector and is used to simulate a 1C 
discharge, giving a distribution of 1C discharge capacities at each step. 
The mean capacity predictions and the distributions’ 95% confidence 
interval are shown in Fig. 8. 

For the FR cells in Fig. 8 a, the GP is trained on 12 RPTs for FRa and 
FRb. The prediction is validated against the 1C discharge measurements 
more than 1000 cycles ahead of training data and predicts the measured 
1C discharge capacity with <1% error. For the FRPS cells, only 7 RPTs 
were available until EOT when polarization-increase caused the service 
cycle to break voltage limits. In this case, the full duplicate cell, and 3 
samples of the target cell are used for training, and 4 final samples of the 
target cell are used for validation. The 1C capacity prediction is 
extremely accurate at EOT with <1% prediction error. A comparison 
with a simpler linear model for parameter extrapolation and subsequent 
discharge capacity prediction is given in Supplementary Fig. S 9. Both 
the accuracy of the parameter extrapolation and the capacity prediction 
is significantly worse. Additionally, we include a linear extrapolation 
based on the capacity measurements of the first 12 RPTs, which shows 
an overestimation of the capacity loss. 

Using the available data-set, only a limited validation of the ap
proaches capability was possible as too few data-points were available 
for more heavily degrading cells and the most complete data-set showed 
more linear degradation. We nevertheless believe the proposed 
approach is relevant for applications where data at various SOH is 
available to reinforce the GP. Both to diagnose the batteries present 
SOH, but also for prognosis of future degradation, rate-capability, and 
capacity fade. 

6. Summary and conclusion 

In this paper, we show the evolution of electrochemical model pa
rameters throughout cycle life for three dynamic and three calendar aging 
protocols. Parameter estimation was performed on optimally designed 
checkup experiments that maximize sensitivity based on previous pub
lished work [20]. A balancing model is calibrated at each checkup using a 
C/20 constant current discharge experiment. We first summarized the 
obtained parameter estimates, discussed observed parameter changes, 
and suggested responsible aging mechanisms. We then proposed a 

parameter extrapolation scheme based on Gaussian Process Regression 
(GPR) to extrapolate from observed estimates and tested this approach on 
the three dynamic cycling protocols PS, FR and FRPS. We showed that 
GPR outperforms a linear extrapolation both in parameter and predicted 
model accuracy. We demonstrated the extrapolated model’s accuracy by 
comparing its predictions with measured 1C discharge capacities. To 
validate the parameter estimates, we first showed that the BOL parame
trization is less accurate in all investigated cases. Furthermore, we 
demonstrated that both dynamic and balancing parameters are required 
to accurately predict dynamic model behavior. 

Next, we studied identifiability of the presented parameter estimates 
by evaluating the local derivative of the model output with respect to the 
parameter estimate. We could show that all investigated parameters are 
sensitive, and the optimally designed experiments predicted conditions in 
which parameters are sensitive accurately. Additionally, we confirmed 
that the local derivatives of parameter estimates are linearly independent 
and therefore fulfill the second identifiability requirement of parameter 
impact being unique [9]. Finally, we performed a cell opening and 
compared BIB-SEM cross-sections of the aged materials with BOL sam
ples. Quantitative comparison by means of image analysis showed that 
dynamic cycling caused significant increase in layer thickness and par
ticle size distribution in the positive electrode. In the negative electrode 
an increased delamination of the graphite could be observed. 

We then proposed a parameter extrapolation scheme based on GPR to 
extrapolate from observed estimates and tested this approach on the three 
dynamic cycling protocols PS, FR and FRPS. We showed that GPR out
performs linear extrapolation both in parameter and predicted model ac
curacy. We demonstrated the extrapolated model’s accuracy by comparing 
its predictions with measured 1C discharge capacities. To validate the 
parameter estimates, we first showed that the BOL parametrization is less 
accurate in all investigated cases. Furthermore, we demonstrated that both 
dynamic and balancing parameters are required to accurately predict dy
namic model behavior. With this summary, our key conclusions are.  

• Model parameters change significantly and both dynamic and 
balancing parameters must be updated to preserve model accuracy. 
We show that updating balancing parameters alone comes with a 
significant penalty in model accuracy of 15–50% increased root- 

Fig. 8. 1C discharge prediction and experimental validation for FR (a) and FRPS (b) cells. The EOT 1C discharge is included as a gray dotted line in the upper 
subplots. The lower subplots contain measured, and model estimated 1C discharge capacities as well as 95% confidence intervals of the prediction. It is evident that 
the model accurately matches the real cell at every stage of testing. Furthermore, parameter trends can be interpolated to make a capacity prediction for any given 
use-case at every state-of-health. Parameter trajectories can also be extrapolated beyond the training data as shown in Fig. 7. In a, we show that when using this 
extrapolation, the model accurately predicts 1C discharge capacity at 2100 cycles when using only sub 900 cycle training data. In b, all duplicate cell checkups but 
only the 3 first data-points for the target cell are used for training. 
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mean-square error (RMSE) whereas not updating any parameters at 
all comes with a 30–65% penalty in RMSE.  

• A thorough validation study confirms parameter identifiability by 
showing they are locally sensitive and their impact linearly inde
pendent. We also show how identifiability depends on cycle-life. 
Insensitive parameters at BOL could become sensitive. This is 
observed for the positive electrode diffusion time constant which 
becomes sensitive both for the PS and FRPS cells after 5–8% capacity 
loss.  

• Changes in electrochemical model parameters correlate with 
observed micro-structural changes and are therefore useful in
dicators of state-of-health. We observed an increase in positive 
electrode layer thicknesses using BIB-SEM image analysis which 
explains the decrease in tortuosity observed through re- 
parametrization. The tortuosity increase in the negative electrode 
can be explained by the observed delamination and the SEI layer 
growth. 

• Parameter extrapolation using GPR accurately predicts model pa
rameters both in short- and long-term prediction. For the FR cells, the 
1C discharge capacity after 2200 cycles could be accurately pre
dicted using only <900 cycle training data. Furthermore, the un
certainty of the parameter prediction can be used to estimate 
uncertainty for any sort of prediction. In this case, the 2200 cycle 
capacity is predicted with a 5% SOH confidence interval. 

The combination of the physics-based model with a machine- 
learning based extrapolation approach allows prediction of future 
model behavior in any conceivable use case. Furthermore, we note that 
the approach using optimally designed experiments ensured that pa
rameters were identifiable by both maximizing sensitivity and mini
mizing interdependency. 
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