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Abstract The inclusive Higgs boson production cross-section is measured in the di-photon and the $ZZ^* \rightarrow 4\ell$ decay channels using 31.4 and 29.0 fb$^{-1}$ of $pp$ collision data respectively, collected with the ATLAS detector at a centre-of-mass energy of $\sqrt{s} = 13.6$ TeV. To reduce the model dependence, the measurement in each channel is restricted to a particle-level phase space that closely matches the channel’s detector-level kinematic selection, and it is corrected for detector effects. These measured fiducial cross-sections are $\sigma_{\text{fid,}\gamma\gamma} = 76^{+14}_{-13}$ fb, and $\sigma_{\text{fid,}4\ell} = 2.80 \pm 0.74$ fb, in agreement with the corresponding Standard Model predictions of 67.6 ± 3.7 fb and 3.67 ± 0.19 fb. Assuming Standard Model acceptances and branching fractions for the two channels, the fiducial measurements are extrapolated to the full phase space yielding total cross-sections of $\sigma(pp \rightarrow H) = 67^{+12}_{-11} \text{ pb}$ and $46 \pm 12 \text{ pb}$ at 13.6 TeV from the di-photon and $ZZ^* \rightarrow 4\ell$ measurements respectively. The two measurements are combined into a total cross-section measurement of $\sigma(pp \rightarrow H) = 58.2 \pm 8.7 \text{ pb}$, to be compared with the Standard Model prediction of $\sigma(pp \rightarrow H)_{\text{SM}} = 59.9 \pm 2.6 \text{ pb}$.

Contents

1 Introduction .................................. 1
2 ATLAS detector .............................. 2
3 Data and simulated event samples .......... 2
3.1 Data ..................................... 2
3.2 Simulated event samples ............... 3
4 The $H \rightarrow \gamma\gamma$ measurement ....... 5
4.1 Event reconstruction and selection .... 5
4.1.1 Photon reconstruction, identification and preselection .......................... 5
4.1.2 Primary vertex selection .......... 5
4.1.3 Event selection .................. 5
4.1.4 Fiducial region ................... 6
4.2 Fit procedure ........................... 6
4.3 Signal modelling ..................... 7
4.4 Background modelling ................. 7
4.4.1 Background templates .......... 7
4.4.2 Functional form ................ 8
4.5 Systematic uncertainties ............ 8
4.5.1 Systematic uncertainties in the $m_{\gamma\gamma}$ signal modelling .......... 8
4.5.2 Systematic uncertainties in the $m_{\gamma\gamma}$ background modelling ...... 9
4.5.3 Systematic uncertainties in the $C_F$ correction factor .................. 9
4.6 Results .................................. 10
5 The $H \rightarrow ZZ^* \rightarrow 4\ell$ measurement .... 10
5.1 Event reconstruction and selection .... 10
5.1.1 Electron and muon reconstruction, identification and preselection .......... 10
5.1.2 Primary vertex selection .......... 11
5.1.3 Event selection .................. 11
5.1.4 Fiducial region ................... 12
5.2 Fit procedure ........................... 12
5.3 Reducible background estimation ...... 13
5.4 Systematic uncertainties ............ 13
5.4.1 Experimental uncertainties ........ 13
5.4.2 Theoretical uncertainties ........ 14
5.5 Results .................................. 14
6 Total cross-section measurements ......... 15
7 Conclusion ................................ 16
References .................................. 17

1 Introduction

Since the discovery of the Higgs boson (denoted by $H$ in this paper) by the ATLAS and CMS collaborations [1,2] at the Large Hadron Collider (LHC) [3], a major goal of the physics programme of the LHC experiments has been to measure its properties and determine whether they correspond to those predicted by the Standard Model (SM) of particle physics or involve new phenomena beyond those described by this theory.
Despite the small branching ratios of Higgs boson decays into two photons and four leptons ($ZZ^* \rightarrow 4\ell$, with $\ell = e$ or $\mu$), these decay channels are particularly interesting for this purpose given the excellent mass reconstruction and photon and lepton identification efficiencies of the ATLAS detector.

In 2022 the LHC increased the centre-of-mass energy of the proton–proton ($pp$) collisions to the new world-record value of 13.6 TeV. In the analysis described in this paper, 31.4 and 29.0 fb$^{-1}$ of $pp$ collision data recorded with the ATLAS detector are used to derive the first ATLAS measurements of the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^* \rightarrow 4\ell$ cross-sections at this new energy. The cross-sections are measured inclusively in the production modes. They are derived via a fit to the reconstructed invariant mass spectra. To reduce the model dependence, the measurements are restricted to a kinematic phase space of the Higgs boson decay products defined at particle level that closely matches the selection criteria applied at the detector level, and they are corrected for detector effects (unfolding). This approach is usually referred to as a ‘fiducial cross-section’ measurement. The fiducial cross-sections of the two decay channels are also extrapolated to the full phase space, corrected for the predicted SM decay branching ratios and combined. The ATLAS and CMS experiments have previously published fiducial cross-section measurements for the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^* \rightarrow 4\ell$ processes at different centre-of-mass energies up to 13 TeV [4–12]. These results do not show any significant deviation from the SM predictions.

All results reported in this paper assume a value of the Higgs boson mass of 125.09 ± 0.24 GeV [13].

2 ATLAS detector

The ATLAS experiment [14,15] at the LHC is a multipurpose particle detector with a forward–backward symmetric cylindrical geometry and a near $4\pi$ coverage in solid angle. It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadron calorimeters, and a muon spectrometer (MS). The inner tracking detector (ID) covers the pseudorapidity range $|\eta| < 2.5$. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range of ($|\eta| < 1.7$). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements up to $|\eta| = 4.9$. The MS surrounds the calorimeters and is based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. The MS includes a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system is used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector information to accept events at a rate below 100 kHz. This is followed by a software-based trigger that reduces the accepted event rate to 3 kHz on average, depending on the data-taking conditions. An extensive software suite [16] is used in data simulation, in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated event samples

The data and simulated event samples are summarised in the following.

3.1 Data

The measurement presented in this paper is based on $pp$ collision data recorded by the ATLAS detector during the year 2022. Data are selected only if all the detector components relevant for each channel were known to be in good operating condition. The data samples correspond to an integrated luminosity of 31.4 fb$^{-1}$ for the $H \rightarrow \gamma\gamma$ channel and of 29.0 fb$^{-1}$ for $H \rightarrow ZZ^* \rightarrow 4\ell$ channel. The difference between the sizes of the two data samples is due to additional requirements to remove data-taking periods with lower muon trigger efficiency applied only to the $H \rightarrow ZZ^* \rightarrow 4\ell$ channel. The uncertainty in the integrated luminosity for data recorded in 2022 is 2.2% [17], following the methodology discussed in Ref. [18], using the LUCID-2 detector [19] for the primary luminosity measurements, complemented by measurements using the ID and calorimeters. The mean number of interactions per bunch crossing, called pile-up, averaged over all colliding bunch pairs is about 40.

Only events that satisfied single- or di-photon triggers [20] are used in the $H \rightarrow \gamma\gamma$ measurement. The single-photon trigger required the presence of a photon candidate with at least 140 GeV of transverse energy ($E_T$) in the event. This photon candidate is also required to satisfy loose [20] identification selections, as determined by properties of shower shapes in the calorimeters. The di-photon trigger required the presence of two photon candidates with $E_T$ of at least 25
and 35 GeV, and satisfying analogous medium [20] identification requirements. On average, these trigger requirements are 99.4% efficient for the events that satisfy the analysis selection requirements outlined in Sect. 4.1. The efficiency is predominantly determined by the di-photon trigger; the single-photon trigger adds less than 0.1% of events of interest.

A total of 12 different single-lepton, dilepton, and trilepton triggers [20,21] were employed for the $H \to ZZ^* \to 4\ell$ measurement. The single-lepton trigger thresholds used in 2022 were 24 and 26 GeV for the muon and electron signatures, respectively. The ensemble of the lepton triggers ensures a signal selection efficiency of 98.2% for the events that satisfy the analysis selection requirements outlined in Sect. 5.1.

3.2 Simulated event samples

At the LHC, Higgs bosons are primarily produced through gluon–gluon fusion (ggF), vector-boson fusion (VBF, where $V = W, Z$), and associated production with a vector boson ($VH$) and top- or bottom-quark pairs ($t\bar{t}H, b\bar{b}H$). These signal processes were simulated using the POWHEG BOX v2 [22–26] Monte Carlo (MC) generator. Next-to-leading-order (NLO) accuracy was achieved for the ggF and $VH$ processes with up to one extra parton by following the MiNLO [27–29] approach, while the gg → ZH process was only computed at leading order (LO) in quantum chromodynamics (QCD). The VBF and $t\bar{t}H$ processes were simulated at NLO accuracy in QCD. The $b\bar{b}H$ process was not simulated. Instead, since the acceptance of ggF events is similar to that of $b\bar{b}H$ events, the ggF cross-section is scaled to account for this contribution. The $b\bar{b}H$ contribution accounts for approximately 1% of the total ggF + $b\bar{b}H$ production.

The samples are normalised to the state-of-the-art cross-section predictions [30] interpolated to the new LHC centre-of-mass energy of 13.6 TeV. The interpolation is based on cross-section values available at various centre-of-mass energies ranging from 6 to 15 TeV in 0.5 TeV steps [31]. The ggF sample is normalised to a next-to-next-to-next-to-leading-order (N3LO) QCD calculation with NLO electroweak (EW) corrections [32–43] for the ggF process summed with a $b\bar{b}H$ contribution. The $b\bar{b}H$ contribution is normalised to a calculation that combines the complete NLO contributions that are present in the 4-flavour scheme calculation, including finite $b$-quark mass effects and top-loop induced top-to-bottom Yukawa-coupling interference contributions, with the resummation of collinear logarithms of $m_b/m_H$ as present in the 5-flavour scheme calculation up to next-to-next-to-leading-order (NNLO) [44–47]. No EW corrections are included for $b\bar{b}H$. The VBF sample is normalised to an approximate NNLO QCD cross-section with NLO EW corrections [48–50]. The $VH$ samples are normalised to cross-sections calculated at NNLO in QCD with NLO EW corrections for $q\bar{q}/gq \to VH$ and at NLO and next-to-leading-logarithm accuracy in QCD for $gg \to ZH$ [51–58]. The $t\bar{t}H$ cross-section is taken from a calculation accurate to NLO in QCD with NLO EW corrections [59–62]. Summing up all the production modes, the total predicted SM Higgs boson cross-section at 13.6 TeV is $\sigma(pp \to H)_{SM} = 59.9 \pm 2.6$ pb.

All Higgs boson signal samples used the PDF4LHC 21 set [63] of parton distribution functions (PDFs) in all matrix element (ME) calculations. The samples were interfaced to PYTHIA 8.2 [64] (PYTHIA 8.3 [65]) to simulate $H \to \gamma\gamma$ ($H \to ZZ^* \to 4\ell$) decays and to model the effects of parton showering (PS), hadronisation and the underlying event (UE), with parameter values determined by the A14 set of tuned parameters (tune) [66]. The SM $H \to ZZ^* \to 4\ell$ ($\ell=e, \mu$) branching-ratio prediction is taken from PROPHETY4f [67,68] and includes the full NLO EW corrections, as well as interference effects that result in a branching ratio that is 10% higher for same-flavour final states (4$\mu$ and 4$e$) than for different-flavour states (2$e2\mu$ and 2$\mu2e$). The samples were generated with a Higgs boson mass of 125.0 GeV and a Higgs boson width of 4.07 MeV. The predicted SM branching ratio is $(2.27 \pm 0.07) \times 10^{-3}$ for the $H \to \gamma\gamma$ decay [30] and $(1.25 \pm 0.03) \times 10^{-4}$ for the $H \to ZZ^* \to 4\ell$ ($\ell=e, \mu$) decay, for a Higgs boson mass of 125.09 GeV.

Background simulated event samples for the $H \to \gamma\gamma$ measurement, consisting of non-resonant prompt di-photon production ($\gamma\gamma$) within a di-photon mass range of $90 < m_{\gamma\gamma} < 175$ GeV, were generated with MADGRAPH5_AMC@NLO [69] at an accuracy of NLO for MEs with up to two partons. The NNPDF 3.0 NLO PDF set [70] was used. As with the Higgs boson signal samples, PS, hadronisation and UE were modelled in PYTHIA 8.2 with the A14 tune. The merging of ME and PS was performed following the FxFxs merging scheme [71].

For the $H \to ZZ^* \to 4\ell$ measurement, the largest background contribution is from the $(Z^*\gamma)/(\gamma^\ast)(Z^\ast\gamma)/(\gamma^\ast)$ continuum background, jointly called non-resonant or continuum ZZ$^*$. The ZZ$^*$ continuum background from quark–antiquark annihilation ($qq \to ZZ^*$) was modelled using SHERPA 2.2.12 [72–74], which provides a ME calculation accurate to NLO in QCD for 0- and 1-jet final states, and LO accuracy for 2- and 3-jet final states. The merging with the SHERPA PS [75] was performed using the ME+PS@NLO prescription [76]. Theoretical uncertainties in the $m_{4\ell}$ shape are evaluated by using Run 2 samples (generated at a centre-of-mass energy of 13 TeV) and comparing the baseline

---

2 When computing the total cross-section, the small contribution from $t\bar{t}H$ production (0.1 pb) is also included.

3 A 90 MeV shift is applied to the signal parameterisation used in the fit to the data.
Table 1  Simulated signal and background event samples. The last column shows the total cross-sections used to normalise the signal samples for $m_H = 125.09$ GeV. The uncertainties on the cross-sections are based on the theoretical papers cited in the text and include several components as described in Ref. [30] (missing higher order QCD and EW corrections, PDF, strong coupling constant, quark mass effects, etc.)

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>Showering</th>
<th>PDF set</th>
<th>$\sigma$ [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ggF + bbH$</td>
<td>Powheg Box v2 + MnNLO</td>
<td>Pythia 8.2/8.3</td>
<td>PDF4LHC21</td>
<td>52.7 ± 2.6</td>
</tr>
<tr>
<td>VBF</td>
<td>Powheg Box v2</td>
<td>Pythia 8.2/8.3</td>
<td>PDF4LHC21</td>
<td>4.075 ± 0.89</td>
</tr>
<tr>
<td>$WH$</td>
<td>Powheg Box v2 + MnNLO</td>
<td>Pythia 8.2/8.3</td>
<td>PDF4LHC21</td>
<td>1.453 ± 0.029</td>
</tr>
<tr>
<td>$q\bar{q} \to ZH$</td>
<td>Powheg Box v2 + MnNLO</td>
<td>Pythia 8.2/8.3</td>
<td>PDF4LHC21</td>
<td>0.806 ± 0.029</td>
</tr>
<tr>
<td>$gg \to ZH$</td>
<td>Powheg Box v2</td>
<td>Pythia 8.2/8.3</td>
<td>PDF4LHC21</td>
<td>0.136 ± 0.026</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>Powheg Box v2</td>
<td>Pythia 8.2/8.3</td>
<td>PDF4LHC21</td>
<td>0.569 ± 0.057</td>
</tr>
</tbody>
</table>

$\gamma \gamma, m_{\gamma\gamma} < 90$–175 GeV

SHERPA 2.2.2 sample with a MadGraph5_AMC@NLO sample that uses FxFx merging at NLO for 0- and 1-jet final states, interfaced to PYTHIA 8 for PS.

The gluon-induced $ZZ^*$ production is taken into account by scaling the expected $ZZ^*$ continuum background from quark–antiquark annihilation to the expected cross-section for the sum of the two processes. This scaling is derived using Run 2 simulated event samples (generated at a centre-of-mass energy of 13 TeV) with SHERPA 2.2.2 and also takes into account the slightly different mass shapes of the two processes. Since the total normalisation of the $ZZ^*$ sample is derived from the fit to the data (as described in the following), only the relative normalisation, used to determine the invariant mass shape, is relevant to this study. The higher-order QCD effects for the $gg \to ZZ^*$ continuum production are calculated for massless quark loops \cite{77,78,79} in the heavy top-quark approximation \cite{80}, including the $gg \to H^* \to ZZ^*$ process \cite{81,82}. The $gg \to ZZ^*$ LO cross-section was scaled by a $K$-factor of 1.7 ± 1.0, defined as the ratio of the higher-order to leading-order cross-section predictions. Production of $ZZ^*$ via vector-boson scattering was simulated at LO in QCD with the SHERPA 2.2.2 generator.

The WZ background was modelled using the SHERPA 2.2.12 generator using the same set-up as for the $qq \to ZZ^*$ sample. The triboson backgrounds $ZZZ, WZZ$, and $WWZ$ with four or more prompt leptons were modelled using SHERPA 2.2.12. Other sub-dominant backgrounds like the production of vector bosons in association with a top-quark pair ($t\bar{t}W/Z$) were simulated using the SHERPA 2.2.12 generator.

Events containing Z bosons with associated jets ($Z + \text{jets}$) were simulated using the SHERPA 2.2.12 generator. MEs were calculated for up to two partons at NLO and four partons at LO using COMIX \cite{73} and OPENLOOPS \cite{74}, and merged with the SHERPA PS \cite{75} using the ME+PS@NLO prescription \cite{76}. The NNPDF3.0 NNLO PDF set was used in conjunction with a dedicated set of tuned PS parameters.

The $t\bar{t}$ background was modelled using Powheg Box v2 interfaced to PYTHIA 8.3 for PS, hadronisation, and the UE, and to EVTGEN v2.1.1 for heavy-flavour hadron decays \cite{24,26,83}. For this sample, the A14 tune \cite{84} and NNPDF3.0 NLO PDFs were used. Simulated $Z + \text{jets}$ and $t\bar{t}$ background event samples are normalised to the data-driven estimates described in Sect. 5.3.

All generated signal and background events were passed through a simulation of the ATLAS detector using GEANT4 \cite{85,86}. Scale factors are applied to the simulation to match the performance of the different physics objects to those measured in the data.

A summary of the simulated event samples used in this measurement together with the total cross-section values used for the normalisation of signal processes in the full phase space is provided in Table 1. All the background processes reported in this table (except the small irreducible $VVV$ and $t\bar{t}W/Z$) are directly normalised to the data or derived from data control regions.

The effect of multiple interactions from the same or neighbouring bunch crossings was modelled through the overlap \cite{87} of the hard-scatter signal and background events with a set of simulated inelastic $pp$ events generated by EPOS 2.0.1.4 \cite{88} and PYTHIA 8.2. Events with at least one high transverse-momentum ($p_T$) jet, isolated photon, or lepton from the decay of a $b$-hadron were simulated using PYTHIA 8.2. All other events were simulated using EPOS; a veto on EPOS events with such a high transverse-momentum signa-
ture ensured orthogonality with the PYTHIA 8.2 sample. The EPOS LHC tune was used to set the parameters of the EPOS generation, while the PYTHIA 8.2 parameters were set using the A3 tune [89]. The NNPDF2.3 LO set of PDFs [90] was used. Dedicated weights were used to ensure that the mean number of interactions per bunch crossing observed in the 2022 data is adequately described in these samples.

4 The $H \rightarrow \gamma \gamma$ measurement

4.1 Event reconstruction and selection

The events used in the $H \rightarrow \gamma \gamma$ measurement are selected using a multi-step procedure. Reconstructed photon candidates are first required to satisfy a set of preselection requirements. Subsequently, they are ranked according to their transverse energy and the two highest-$E_T$ candidates are used to build a di-photon system and determine the primary vertex of the event. A final set of requirements is then applied to the di-photon system.

4.1.1 Photon reconstruction, identification and preselection

Photon reconstruction is performed using a dynamic clustering algorithm [91,92] in which variable-sized topological clusters [93] are built from signals significantly above the noise level in EM-calorimeter cells. Additional clusters consistent with energy deposits from the products of photon conversion are added to the original cluster if relevant. Tracks reconstructed in the ID are evaluated based on the quality of their matching to the reconstructed calorimeter-energy cluster. Photon candidates with no matching track are labelled unconverted photons while photon candidates with a matching track with no innermost pixel-layer hits or with two matching tracks are classified as converted photons. All photon candidates are required to be within the acceptance region of the finely segmented first layer of the EM calorimeter, $|\eta| < 2.37$, and outside of the area that falls between the barrel and endcap calorimeters, $1.37 < |\eta| < 1.52$. Their energy measurement is calibrated using the method described in Ref. [92].

The procedure described above is effective at reconstructing not only prompt photons but also other similar objects, such as di-photon decays of neutral hadrons inside jets. These other objects are rejected using an identification algorithm based on calorimeter shower-shape information [94]. The loose [92] working point serves as the initial preselection requirement. It is based on the shape of the shower in the second layer of the EM calorimeter and on the amount of energy deposited in the hadronic calorimeter, and has a nominal prompt-photon efficiency of above 98% for prompt photons with transverse momentum greater than 30 GeV.

An additional preselection requirement retains events with at least two photon candidates, each with $E_T > 25$ GeV, and a di-photon system is built. In events where more than two photon candidates satisfy these preselection requirements, the two highest-$E_T$ candidates are used to construct the di-photon system.4

4.1.2 Primary vertex selection

The primary vertex of the event is selected using a neural-network algorithm [95] trained to distinguish between the hard-scatter vertex of ggF events and vertices from pile-up interactions. The algorithm makes use of information about all reconstructed vertices in the event5 and about the kinematic properties of the two photons forming the di-photon system, as measured in the calorimeter and complemented, in the case of converted photons, by kinematics of matching ID tracks. The use of this neural network provides a vertex selection efficiency of 71.4% for the most abundant ggF process, to be compared with an efficiency of 52.2% when the primary vertex is selected solely based on the sum of the $p_T$-squared of its associated tracks, which is generally the default in ATLAS. This efficiency is estimated by using MC simulation, requiring a distance along the $z$-axis between the particle-level primary vertex and the reconstructed one of less than 0.3 mm. Agreement between data and simulation is validated in the Run 3 data sample using $Z \rightarrow ee$ events, treating the electrons as unconverted photon candidates (i.e., ignoring their track information). A weak dependence of the performance on pile-up levels is observed, but it is well-modelled by the simulation.

Once the primary vertex is selected, the direction of the two photon candidates is re-computed. This has the benefit of improving the $E_T$ measurement of the photon candidates through its dependence on the photon candidate’s direction in $\eta$. It also improves the di-photon invariant mass resolution by about 8%.

4.1.3 Event selection

The event selection is completed by a set of requirements on the two photon candidates that constitute the di-photon system.

First, a matching requirement is applied between the selected photon candidates and the corresponding photons at trigger level, as described in Sect. 3.1. Either one of the photon candidates must be matched to the single-photon trigger, or both photon candidates must be matched to the di-photon trigger.

---

4 The two highest-$E_T$ candidates match the Higgs boson decay products in over 99% of simulated signal events.

5 Reconstructed vertices are required to have at least two associated ID tracks of transverse momentum $p_T > 500$ MeV.
trigger. The leading $E_T$ and sub-leading $E_T$ photon candidates are additionally required to have $E_T/m_{\gamma\gamma} > 0.35$ and $> 0.25$ respectively.

At this stage, a more stringent tight [96] working point requirement is applied. The efficiency of the tight working point requirement varies with the $E_T$ of the photon, ranging from 84\% (85\%) at $E_T = 25$ GeV to 94\% (98\%) at $E_T = 100$ GeV for unconverted (converted) photons. This working point makes use of the same information as the loose working point used for the preselection, albeit with more stringent requirements, and adds information from the finely segmented first layer of the EM calorimeter.

To further reject hadronic background, surviving photon candidates are required to be isolated from other significant activity in the ID or the calorimeters. Track-based isolation is determined by the scalar sum of the $p_T$ of all tracks of at least 1 GeV that are within a cone of $\Delta R = 0.2$ of the photon candidate and are compatible with originating from the selected primary vertex. Track isolation requirements are satisfied if this $p_T$-sum is less than 5\% of the photon candidate’s $E_T$. Calorimeter-based isolation, on the other hand, is defined as the scalar sum of the $E_T$ of all positive-energy topological clusters within the same $\Delta R = 0.2$ cone, excluding the energy of the photon candidate itself. For calorimeter-based isolation, an additional subtraction is performed to remove pile-up and UE contributions. This uses an ambient energy correction based on the low-$p_T$ jets of the event [91,97]. Calorimeter isolation requirements are satisfied if the resulting $E_T$-sum is less than 6.5\% of the photon candidate’s $E_T$. Both the track and calorimeter isolation requirements must be satisfied.

The last requirement restricts the invariant mass $m_{\gamma\gamma}$ of the two photon candidates to be within the range 105–160 GeV.

The number of selected events in the 2022 Run 3 data sample is 307 996. The selection efficiency, relative to the full phase space, is estimated from simulated events to be 36\%.

### 4.1.4 Fiducial region

The fiducial region considered in this measurement is designed to closely match the selection requirements outlined above to minimise model dependence due to acceptance extrapolations. The di-photon fiducial region is defined by the presence of two prompt photons with transverse momentum greater than 0.35 and 0.25 times the di-photon invariant mass. The photons are required to be in the range of $|\eta| < 2.37$ but outside of the region 1.37 < $|\eta|$ < 1.52. They are also required to be isolated, based on a particle-level isolation criterion defined as the transverse energy obtained from the vectorial sum of the momenta of all the stable charged particles (mean lifetime $\tau > 10$ mm) with $p_T$ greater than 1 GeV and within a cone of $\Delta R = 0.2$ around the photon’s direction. This quantity must be less than 5\% of the photon’s $E_T$. The invariant mass of the di-photon system is required to be within the range 105–160 GeV. These requirements are summarised in Table 2.

The signal acceptance of this di-photon fiducial region is 50\% relative to the full phase space. In total, 2117 signal events are expected in the fiducial region assuming SM values for the production cross-section, the acceptance and the di-photon branching fraction. About 1.9\% of the events that satisfy the detector-level event selection fail to satisfy the fiducial selection.

### 4.2 Fit procedure

The methodology used to extract the $pp \rightarrow H \rightarrow \gamma\gamma$ fiducial cross-section closely follows that of a previous ATLAS measurement [6]. The cross-section is measured via an analytic fit to the di-photon mass spectrum. The analytic function used to model the signal distribution is derived mainly from simulation, after applying the relevant calibrations, while the parameters of the analytic function used to model the background distribution are determined from a fit to the data. For this inclusive measurement, the measured signal yields are corrected to particle level using a single correction factor derived from MC simulation. This correction factor takes into account detector effects and out-of-acceptance signal contributions.

The fiducial cross-section is extracted via an unbinned maximum-likelihood fit to the reconstructed di-photon invariant mass spectrum in the range 105–160 GeV. Confidence intervals are based on the profile-likelihood-ratio test statistic [98]. The systematic uncertainties listed in Sect.4.5 are

| Photons |
|-----------------|-----------------|
| Leading (sub-leading) $p_T^\gamma$ | $p_T^\gamma/m_{\gamma\gamma} > 0.35$ (0.25) |
| Pseudorapidity | $|\eta| < 2.37$ and outside 1.37 < $|\eta|$ < 1.52 |
| Isolation ($\Delta R = 0.2$) | $E_T^{iso}/E_T^\gamma < 0.05$ |

| Di-photon system |
|-------------------|-------------------|
| Mass window | 105 GeV < $m_{\gamma\gamma}$ < 160 GeV |

---

**Table 2** Summary of the event selection requirements that define the fiducial phase space for the $H \rightarrow \gamma\gamma$ cross-section measurement

---

 Springer
implemented in the fit as nuisance parameters constrained by additional Gaussian or log-normal likelihood terms. The probability density functions for the signal and background are described by analytic functions detailed in Sects. 4.3 and 4.4. In the likelihood, the signal yield $N_S$ is parameterised in terms of the fiducial cross-section as

$$N_S = \sigma_{\text{fid}} \times L \times C_F,$$  

(1)

where $\sigma_{\text{fid}}$ is the fiducial cross-section, the parameter of interest of the fit, and is defined as the product of the total production cross-section $\sigma_{\text{tot}}$, the di-photon branching ratio $B_{\gamma\gamma}$, and the acceptance $A$:

$$\sigma_{\text{fid}} = \sigma_{\text{tot}} \times B_{\gamma\gamma} \times A.$$  

(2)

The signal acceptance $A$ is the fraction of signal events that passes the particle-level fiducial selection described in Sect. 4.1. The other terms of Eq. (1) are $L$, the integrated luminosity, and $C_F$, the correction factor, defined as the ratio of the number of signal events selected at detector level to the number of signal events selected at particle level after applying the selection criteria described in Sect. 4.1. The correction factor is computed inclusively assuming that the ratio of the different Higgs boson production modes is as in the SM. The value of $C_F$, derived from the signal simulated event samples, is 71.6%. The dependence on the production mode is very weak and ranges from 71.5% for ggF to 72.4% for VBF.$^6$

4.3 Signal modelling

The signal mass shape is modelled with a double-sided Crystal Ball function, detailed in Ref. [99]. This function is characterised by a Gaussian component that describes the central part of the mass spectrum and two independent power-law tails. In total the signal function is described by six shape parameters and one overall-normalisation parameter. Among the shape parameters are the position of the signal peak, linked to the Higgs boson mass, and the experimental resolution. They can be mapped to the mean $\mu_{\text{CB}}$ and the width $\sigma_{\text{CB}}$ of the central Gaussian component. Another four parameters determine the shape of the power-law tails. These six Crystal Ball shape parameters are determined from a fit to the signal simulated event samples and are kept fixed in the fit to the data within the associated systematic uncertainties described in Sect. 4.5.1. Lastly, the overall normalisation is expressed by the parameter $N_S$ previously defined. It is determined in the fit to the data. The validity of the signal parameterisation is checked by a ‘closure test’ performed with a fit to a simulated data sample obtained by injecting known signal yields on top of a background template.

Since the signal samples are generated at a Higgs boson mass of 125.0 GeV, the mean value of the central Gaussian component used in the signal parameterisation is shifted by 90 MeV to emulate a signal at 125.09 GeV [13]. Contributions from the different Higgs boson production modes are added together according to the yield fractions predicted by the SM. No significant differences are found between the signal shapes of the different production modes, indicating that the signal parameterisation is not sensitive to assumptions on their relative normalisation.

Several sources of systematic uncertainty associated with the signal modelling are taken into account. They are described in Sect. 4.5.

4.4 Background modelling

Analytic models are also used to describe the various background contributions. The functional form chosen for the background model is assessed using background templates built using MC simulation and data control regions. These templates are also used for the estimation of related systematic uncertainties.

4.4.1 Background templates

The main sources of background are the non-resonant production of prompt and isolated di-photons ($\gamma\gamma$) and the $jj^7$ and $jj$ processes where one or two hadronic jets $j$ are misidentified as photons. The relative contribution of each background component is measured in data using a two-dimensional double-sideband method [100]. With this method the fraction of the three components is measured to be $73.0 \pm 1.9\%$ for the $\gamma\gamma$, $23.6 \pm 1.5\%$ for the $\gamma j$, and $3.4 \pm 0.4\%$ for the $jj$ process.

A background template of the di-photon invariant mass is built by summing the $\gamma\gamma$, $\gamma j$ and $jj$ components according to the measured fractions. The $\gamma\gamma$ component is directly derived from the simulated background event sample after applying the event selection described in Sect. 4.1. The shape of the sum of the $\gamma j$ and $jj$ components is derived from data control samples defined by inverting the identification and/or isolation requirements of one or both photons. Since the ratio of the $m_{\gamma\gamma}$ distribution of the $\gamma j$ and $jj$ components to that of the simulated $\gamma\gamma$ event sample is found to be described by a simple linear function in $m_{\gamma\gamma}$, a linear fit to the ratio of these distributions is used to provide an $m_{\gamma\gamma}$-dependent weight that is applied to the $\gamma\gamma$ sample to obtain a template that accounts for both the $\gamma j$ and $jj$ components.

$^6$ A larger value of 75% for the correction factor is obtained for the $gg \rightarrow ZH$ process, but in the SM this process only accounts for 0.3% of the selected signal yield.

$^7$ The $\gamma j$ estimate includes both cases where either the leading $E_T$ or the sub-leading $E_T$ photon are from misidentified jets.
To get a better description of the background, a second-order polynomial in \( m_{\gamma\gamma} \) is fitted to the ratio of the template to the data in the sidebands (i.e., excluding the 120–130 GeV mass region) and is used to correct the background template shape.

A second, alternative template used for background modelling studies is created through the implementation of a normalising flow (NF) method [101] that uses a generative machine-learning model based on MADE [102] and MAF [103], developed to emulate the detector response to \( \gamma\gamma \) photons and applied to particle-level simulated \( \gamma\gamma \) events. This method is much faster than the standard full GEANT4 simulation, and can be applied to very large samples. The alternative template is produced using the equivalent of about 3.5 ab\(^{-1}\) of integrated luminosity, compared to the 1.3 ab\(^{-1}\) of the GEANT4-based sample. To correct for the photon identification and isolation efficiencies, which are not part of the learning procedure, a parameterised photon efficiency derived as a function of the photon transverse energy and pseudorapidity from the full simulation is applied to the NF simulated events. The prompt di-photon background component obtained with the NF approach is then corrected to take into account the non-prompt photon contributions using a procedure identical to the one described above for the GEANT4-based sample, including the reweighting of the simulated mass spectrum with a second-order polynomial to the data sidebands.

### 4.4.2 Functional form

The \( m_{\gamma\gamma} \) background distribution is characterised by a smoothly falling spectrum. It can be parameterised by an empirical function selected using the background templates described above. The parameters of this function are fitted to data, but the functional form itself is chosen following a procedure, used in a previous publication [6], which aims to minimise the statistical and systematic uncertainties in the measured signal while still ensuring a good description of the background \( m_{\gamma\gamma} \) spectrum.

Three families of functions are studied for this empirical component: power-law functions, Bernstein polynomials and exponential functions of polynomials. The criteria used to select the background function from among these families and to determine the associated systematic uncertainty, referred to as the spurious signal (SS) [1], are described in the following. The procedure begins by considering functions of lowest order; the order is increased until a function satisfying the criteria is found.

As a first requirement, only functions able to fit the data mass sidebands with a \( \chi^2 \) probability greater than 1% are considered. For all functions that satisfy this criterion, a spurious-signal test is performed. The SS yields are defined as the measured signal obtained in signal-plus-background fits to the background-only templates. They are determined not only for a signal mass of 125 GeV, but for all values of \( m_H \) between 123 and 127 GeV in steps of 0.5 GeV. The maximum absolute value of the SS yield in this mass range is taken to be the background modelling uncertainty. Only functions with an absolute value of the SS yield below 20% of the statistical error of the expected fitted signal yield or below 10% of the expected SM signal yield are considered. Among the functions that satisfy this requirement, those with the smallest number of degrees of freedom are selected to minimise the statistical uncertainty that dominates this measurement. If more than one function passes this final selection, the one with the smallest SS is selected. As a conservative approach, the SS is computed using the two background templates (GEANT4- and NF-based) described in Sect. 4.4.1 and the largest value is selected. The function selected by this procedure is an exponential function of a second-order polynomial in \( m_{\gamma\gamma} \), with an associated SS uncertainty corresponding to 6.2% of the expected SM signal yield.

To test the robustness of the background modelling choice, the procedure described above is repeated on different background templates. These additional templates are obtained using only the prompt-photon simulation reweighted to the data sidebands, either from the full-simulation samples or from the particle-level samples corrected for detector effects with the NF approach. For these additional templates, the procedure still selects the same function and the values of the SS are smaller than those of the original templates described in Sect. 4.4.1, hence no additional uncertainty is associated with this test.

### 4.5 Systematic uncertainties

The measurement of the fiducial \( H \rightarrow \gamma\gamma \) cross-section is affected by several sources of uncertainty, which can be broken down into three categories: those that affect the shape of the \( m_{\gamma\gamma} \) signal distribution, those that affect the background modelling, and those that impact the detector and fiducial corrections to the measured signal yields and thus the correction factor \( C_F \). The uncertainty in the luminosity measurement also affects the fiducial cross-section measurement, as illustrated by the relation in Eq. (1). This uncertainty, described in Sect. 3.1, is evaluated to be 2.2%.

#### 4.5.1 Systematic uncertainties in the \( m_{\gamma\gamma} \) signal modelling

Since the fiducial cross-section is measured from a fit to the \( m_{\gamma\gamma} \) spectrum, any sources of uncertainty that affect the peak position or the width of the signal peak will have an impact on the cross-section measurement. Uncertainties in the photon-energy scale result in a shift of the position of the signal peak, while uncertainties in the photon-energy resolution result in the broadening or narrowing of this peak. These uncertainties
are evaluated as described in Refs. [92,104] using Run 2 data and simulation. Additional uncertainties are included to take into account the change in conditions between Run 2 and Run 3, and changes to the MC simulation. The uncertainty arising from differences in the photon-energy scale between data and simulation has a modest impact of under 0.25% on the position of the peak; an additional 0.4% uncertainty accounts for changes in the detector simulation between Run 2 and Run 3. The photon-energy resolution uncertainty is the single largest contributor to the signal shape uncertainty, with a total error of about 10% in the width of the peak.

The peak position is also affected by the uncertainty in the Higgs boson mass, taken as 0.24 GeV from the combination of the Higgs boson mass measurements performed by the ATLAS and CMS collaborations during the first run of the LHC [13]. This uncertainty has an impact on the cross-section measurement of 0.1%.

4.5.2 Systematic uncertainties in the mγγ background modelling

The choice of the analytic function used to model the background mγγ distribution can affect the measured cross-section, and the associated impact is quantified through the spurious signal yield described in Sect. 4.4.

4.5.3 Systematic uncertainties in the CF correction factor

Both experimental and theoretical uncertainties can affect the correction factor CF, and in the case of theoretical uncertainties, introduce a slight model dependence into the measurement. These sources of uncertainty also have an impact on the fiducial acceptance, and they are relevant when extrapolating the fiducial cross-section measurement results to the full phase space.

Several experimental uncertainties impact the CF correction factor. These include uncertainties related to the efficiency of the photon trigger, identification and isolation selections, to the impact of the di-photon vertex selection, and to the estimation of the photon-energy scale and resolution.

The efficiency of the di-photon trigger is estimated with an uncertainty of about 2% for Run 3 data based on the bootstrap method [20,105]. The single photon trigger contributes only to 0.1% of the selected signal events and its uncertainty is therefore neglected. All other photon-related uncertainties are assessed using Run 2 data and additional uncertainties take into account effects from the change in conditions between Run 2 and Run 3, and changes to the MC simulation.

The photon identification efficiency in simulated events is corrected to match the efficiency observed in data as detailed in Ref. [92]. The uncertainty in the simulation-to-data correction is estimated to have an impact of about 5% on CF. The uncertainty in the photon isolation efficiency is derived from a similar methodology to that of the photon identification as detailed in Ref. [92]. The photon isolation efficiency uncertainty is estimated to have a 1.6% impact on CF. The efficiency of the vertex selection algorithm is computed both in data and in simulation. As described in Sect. 4.1, the difference between the two is evaluated using Z → ee events. The resulting impact on CF from this efficiency uncertainty amounts to below 0.03%.

Changes to the photon-energy scale and resolution result in the migration of events into and out of the fiducial region, with a maximal impact on CF below 0.1%.

The uncertainty in the modelling of pile-up is evaluated by varying by ±9% the value of the visible inelastic cross-section used to reweight the pile-up distribution in the simulation to that observed in the data [106]. The uncertainty in the modelling of pile-up is estimated to have an impact of about 1.2% on CF.

Several sources of theoretical uncertainty are also considered. The correction factor CF is computed by combining all production modes of the Higgs boson assuming SM cross-sections. Values of CF that are different between production modes introduce a model dependence through the SM cross-section assumption. A signal composition uncertainty is therefore derived by varying the cross-section of each production mode within its measured uncertainty as determined in Ref. [107]. The impact of this uncertainty on CF is 0.02%. Uncertainties in CF due to the ME generator, scale and PDF set choice, and the modelling of the PS, UE and hadronisation, are all small and neglected in the fit model.

Additional uncertainties are considered when extrapolating the fiducial cross-section to the full phase space to derive the total cross-section. They include uncertainties in the acceptance that are derived following the same procedure as in Refs. [6,108], mainly originating from missing higher-order terms in the perturbative QCD calculations, the modelling of PS, the PDFs and the value of αs, for a total amount of 1.4%. An uncertainty in the H → γγ branching ratio of 2.9% [30] is also included.

4.6 Results

The invariant mass spectrum, superimposed with the background and signal functions obtained from the fit to the data, is shown in Fig. 1.

The value of the fiducial cross-section, extracted from the fit to this mγγ spectrum, is measured to be

\[ \sigma_{\text{fid}} = 76 \pm 11 \text{ (stat.)} \pm 9 \text{ (syst.)} \text{ fb} \]

and is in agreement with the SM prediction of \( \sigma_{\text{fid,SM}} = 67.6 \pm 3.7 \text{ fb} \). The SM prediction is derived using the cross-section calculations described in Sect. 3.2 and corrected for acceptance effects, assessed using the simulated event samples.

\[ \sigma_{\text{fid}} \]
5 The $H \to ZZ^* \to 4\ell$ measurement

5.1 Event reconstruction and selection

The selection of events for the $H \to ZZ^* \to 4\ell$ measurement relies on the reconstruction and identification of lepton (electron and muon) candidates, used to build a quadruplet that defines the Higgs boson candidate. It closely follows the analyses reported in Refs. [5,109]. A brief description is provided below.

5.1.1 Electron and muon reconstruction, identification and preselection

Electron reconstruction is performed using energy clusters in the EM calorimeter built with a dynamical, topological cell-based approach [91,92] similar to the one described for photons in Sect.4.1.1. These clusters are required to be matched to reconstructed ID tracks. A Gaussian-sum filter algorithm [110] is used to compensate for radiative energy losses in the ID for the track reconstruction. Electron identification is based on a likelihood discriminant that combines the properties and transition radiation response of the track, the EM shower shape of the energy cluster and the quality of the track-to-cluster matching. A loose likelihood working point selection [92], applied in combination with track hit requirements, serves as a preselection requirement and provides an electron reconstruction and identification efficiency of at least 90% for isolated electrons with $p_T > 30$ GeV and within the range of 85–90% for isolated electrons with $p_T < 30$ GeV [92]. The energy of electron candidates is calibrated as described in Ref. [92]. All electron candidates are required to have $E_T > 7$ GeV and be within the acceptance of the ID, $|\eta| < 2.47$.

Muon reconstruction [111] in the range of $|\eta| < 2.5$ is primarily performed through a global fit to fully reconstructed tracks in the ID and the MS. Muon candidates are identified using a loose [111] identification criterion and required to have $p_T > 5$ GeV. The identification criterion has an efficiency of 98% for isolated muons with $p_T = 5$ GeV, and rises to 99% for muons with higher $p_T$. At the centre of the detector ($0 < |\eta| < 0.1$), where the MS geometrical coverage is reduced, muon candidates are also identified through the matching of a fully reconstructed ID track to either an MS track segment or a calorimeter energy deposit consistent with a minimum ionising particle (calorimeter-tagged muons). In these two cases, the muon candidate’s momentum is measured using only the ID track. For calorimeter-tagged muon candidates, the $p_T$ requirement is raised to $p_T > 15$ GeV. No more than one calorimeter-tagged muon is allowed per event. The momentum of muon candidates is calibrated using the procedure described in Ref. [111].

---

---

**Table 3** Breakdown of the relative uncertainties in the inclusive di-photon fiducial cross-section measurement

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical uncertainty</td>
<td>14.0</td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>10.3</td>
</tr>
<tr>
<td>Background modelling (spurious signal)</td>
<td>6.0</td>
</tr>
<tr>
<td>Photon trigger and selection efficiency</td>
<td>5.8</td>
</tr>
<tr>
<td>Photon energy scale &amp; resolution</td>
<td>5.5</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.2</td>
</tr>
<tr>
<td>Pile-up modelling</td>
<td>1.2</td>
</tr>
<tr>
<td>Higgs boson mass</td>
<td>0.1</td>
</tr>
<tr>
<td>Theoretical (signal) modelling</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Total</td>
<td>17.4</td>
</tr>
</tbody>
</table>

---

---

8 Electron efficiency values are taken from Run 2, and additional systematic uncertainties are included to take into account the change in conditions between Run 2 and Run 3, and changes to the MC simulation.
Table 4 Summary of the event selection requirements for leptons and Higgs boson candidates outlined in Sect. 5.1. SFOC lepton pairs are same-flavour opposite-charge lepton pairs. For the mass requirement of the subleading lepton pair, \( m_{\text{threshold}} \) is 12 GeV for \( m_{4\ell} < 140 \text{ GeV} \), and rises linearly to 50 GeV for \( m_{4\ell} = 190 \text{ GeV} \).

| Leptons | \( p_T > 5 \text{ GeV}, |\eta| < 2.5 \) |
|---------|---------------------|
| Electrons | \( E_T > 7 \text{ GeV}, |\eta| < 2.47 \) |

### Lepton selection and pairing

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton kinematics</td>
<td>( p_T &gt; 20, 15, 10 \text{ GeV} )</td>
</tr>
<tr>
<td>Leading pair ( (m_{12}) )</td>
<td>SFOC lepton pair with smallest (</td>
</tr>
<tr>
<td>Subleading pair ( (m_{34}) )</td>
<td>Remaining SFOC lepton pair with smallest (</td>
</tr>
</tbody>
</table>

### Event selection (at most one Higgs boson candidate per channel)

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass requirements</td>
<td>( 50 \text{ GeV} &lt; m_{12} &lt; 106 \text{ GeV} ) and ( m_{\text{threshold}} &lt; m_{34} &lt; 115 \text{ GeV} )</td>
</tr>
<tr>
<td>Lepton separation</td>
<td>( \Delta R(\ell_i, \ell_j) &gt; 0.1 )</td>
</tr>
<tr>
<td>J/( \psi ) veto</td>
<td>( m(\ell_i, \ell_j) &gt; 5 \text{ GeV} ) for all SFOC lepton pairs</td>
</tr>
<tr>
<td>Impact parameter</td>
<td>(</td>
</tr>
<tr>
<td>Mass window</td>
<td>( 105 \text{ GeV} &lt; m_{4\ell} &lt; 160 \text{ GeV} )</td>
</tr>
<tr>
<td>Vertex selection</td>
<td>( \chi^2/N_{\text{dof}} &lt; 6(9) ) for 4( \mu ) (other channels)</td>
</tr>
<tr>
<td>If extra lepton with ( p_T &gt; 12 \text{ GeV} )</td>
<td>Quadruplet with largest matrix element value</td>
</tr>
</tbody>
</table>

#### 5.1.2 Primary vertex selection

The events used in the \( H \rightarrow ZZ^* \rightarrow 4\ell \) measurement are required to have at least one reconstructed vertex with at least two associated ID tracks of transverse momentum \( p_T > 500 \text{ MeV} \). If more than one reconstructed vertex is found, the vertex with the largest \( \sum p_T^2 \) (counting all of its associated tracks) is selected as the primary interaction vertex.

The impact parameters of electron and muon candidates are computed relative to the primary interaction vertex.\(^9\) Muon candidates with transverse impact parameter \( d_0 \) greater than 1 mm are rejected. Both muon and electron candidates are required to have a longitudinal impact parameter \( |z_0 \sin \theta| \) less than 0.5 mm.

#### 5.1.3 Event selection

The rest of the event selection is focused on the selection of a Higgs boson candidate using four lepton candidates. It is first required that the selected leptons can be matched to at least one of the leptons that triggered the event as described in Sect. 3.1.

Same-flavour opposite-charge (SFOC) lepton candidate pairs are first selected using all electron and muon candidates in the event that satisfy the preselection. The SFOC pair with mass closest to the \( Z \) boson mass (\( m_Z = 91.188 \text{ GeV} \)) is called the leading pair and its mass is labelled \( m_{12} \), while the other becomes the subleading pair, with mass \( m_{34} \). If multiple combinations of SFOC pairs can be formed, a Higgs boson candidate is chosen based on the combination resulting in a leading pair mass \( m_{12} \) closest to the \( Z \) boson mass. If there is more than one type of quadruplet (4\( \mu \), 2\( e \)2\( \mu \), 2\( \mu \)2\( e \) or 4\( e \)) satisfying these selection criteria in the event, the quadruplet from the channel with highest selection efficiency is chosen as the Higgs boson candidate.

At this stage, the three leading lepton candidates of each Higgs boson candidate are required to satisfy \( p_T > 20, 15 \) and 10 GeV respectively. Higgs boson candidate events are subjected to further selection requirements on the SFOC pair masses, the lepton candidate separation, a \( J/\psi \) mass veto, the impact parameter significance \( (d_0/\sigma(d_0)) \) of the lepton candidates, and the quality of the vertex of the event, as outlined in Table 4.

In addition, track- and calorimeter-based isolation requirements are imposed on the lepton candidates to suppress contributions from the \( t\bar{t} \) and \( Z + \text{jets} \) reducible backgrounds. A track-based isolation requirement is defined using the scalar \( p_T \) sum of all tracks with \( p_T > 500 \text{ MeV} \) that lie within a cone of \( \Delta R = 0.3 \) around the muon or electron candidate and that either originate from the primary vertex or have \( |z_0 \sin \theta| < 3 \text{ mm} \). For lepton candidates with \( p_T > 33 \text{ GeV} \), the size of this cone falls linearly as a function of \( p_T \) to a minimum cone size of 0.2 at 50 GeV. Similarly, a calorimeter-based isolation requirement based on the scalar \( E_T \) sum is calculated from the positive-energy topological clusters that are not associated with the lepton candidate’s track within a cone of \( \Delta R = 0.2 \) around the lepton candidate. This

\(^9\) The transverse impact parameter \( d_0 \) of a charged-particle track is defined in the transverse plane as the distance from the primary vertex to the track’s point of closest approach. The longitudinal impact parameter \( z_0 \) is the distance in the \( z \) direction between this point and the primary vertex.
calorimeter-based isolation is corrected for electron shower leakage, and pile-up and UE contributions. Both the track- and calorimeter-based isolation are corrected for track and topological-cluster contributions from the other lepton candidates. For muons, the sum of the track isolation and 0.4 times the value of the calorimeter isolation is required to be less than 15% of the lepton candidate’s $p_T$ and the calorimeter isolation is required to be less than 20% of the lepton candidate’s $p_T$.

If an extra prompt lepton candidate with $p_T > 12$ GeV and passing all identification and isolation requirements detailed above is present in the event, the quadruplet of lepton candidates selected as the Higgs boson candidate is chosen using a method based on the ME. The ME for the Higgs boson decay is calculated at LO using MADGRAPH5_AMC@NLO for each quadruplet in the event, and the quadruplet with the highest ME value is chosen, with the reconstructed lepton momentum vectors used as inputs to the calculation. This procedure increases the probability of selecting the correct Higgs boson candidate in cases where the extra lepton comes from the decay of a vector boson or top quark in $V H$-leptonic or $t \bar{t} H/tH$ production.

The quadruplet defined at this stage of the selection is determined to be the final Higgs boson candidate.

The four-lepton mass resolution (in particular the long radiative mass tail) is improved by accounting for reconstructed final-state radiation (FSR) photons originating from the $Z$ boson decay products, as described in Refs. [5,109]. The Higgs boson candidate is required to have a four-lepton mass of $105 < m_{4\ell} < 160$ GeV.

The selection efficiency, relative to the full phase space, is estimated from simulated events to be 27%, 23%, 14% and 13% for the $4\mu$, $2e2\mu$, $2\mu2e$ and $4e$ final states, respectively.

### 5.1.4 Fiducial region

The fiducial region is defined using simulation at particle level and the selection requirements outlined in Table 5. To minimise model-dependent acceptance extrapolations, these are chosen to closely match the selection requirements outlined in Sects. 5.1.1–5.1.3.

The fiducial selection is applied to final-state electrons and muons that do not originate from hadrons or $\tau$-lepton decays, after ‘dressing’, where the four-momenta of photons within a cone of size $\Delta R = 0.1$ around the lepton are added to the lepton’s four-momentum. Photons that originate from hadron decays are excluded from this procedure.

The quadruplet selection using the selected dressed leptons follows the same procedure as in Sect. 5.1.3. In the case of $V H$ or $t \bar{t} H$ production, additional leptons not originating from a Higgs boson decay can induce a ‘lepton mispairing’ when assigning them to the leading and subleading $Z$ bosons. To improve the lepton pairing efficiency, the ME-based pairing method described in Sect. 5.1.3 is employed.

The acceptance of the fiducial selection, defined as the ratio of the number of events passing the particle-level selection to the number of events generated in a given final state (relative to the full phase space of $H \to ZZ^* \to 4\ell$), where $\ell, \ell' = e$ or $\mu$, is about 49% for each final state. About 1.4% of the events that satisfy the detector-level selection fail to satisfy the particle-level selection. This is mostly due to resolution effects.

### 5.2 Fit procedure

The $pp \to H \to ZZ^* \to 4\ell$ fiducial cross-section is extracted using a procedure analogous to the one presented in Sect. 4.2 for the $H \to \gamma\gamma$ measurement. The signal yield
\(N_S\) is parameterised as in Eqs. (1) and (2), with the fiducial cross-section similarly defined as the product of the total cross-section, the \(H \rightarrow ZZ^* \rightarrow 4\ell\) branching ratio and the fiducial acceptance determined by the selection of Sect. 5.1.4. The correction factor \(C_F\), derived from the signal simulated event samples, has values of 55\%, 47\%, 30\% and 26\% for the 4\(\mu\), 2\(e\)2\(\mu\), 2\(\mu\)2\(e\) and 4\(e\) final states respectively. The value of \(C_F\) for the different production modes ranges from 43\% for VBF to 29\% for \(t\bar{t}H\), and has value of 39\% for the dominant production mode ggF. When averaging the four final states and assuming a relative composition of production modes as in the SM, the value of \(C_F\) is 40\%.

To extract the number of signal events in each decay final state, invariant mass templates for the Higgs boson signal process and for the background processes are fitted to a \(m_{4\ell}\) state, invariant mass templates for the Higgs boson signal.

The systematic uncertainties detailed in Sect. 5.4 are included in the fit and implemented as nuisance parameters. They include, among other things, variations of the signal and background template shapes, and variations of the reducible background normalisation.

### 5.3 Reducible background estimation

Background contributions from processes such as \(Z + \) jets, \(t\bar{t}\) and \(WZ\) can satisfy the event selection due to the presence of at least one jet, one photon or one lepton from a hadron decay that is misidentified as a prompt lepton. These reducible backgrounds are significantly smaller than the non-resonant \(ZZ^*\) background and are estimated by using data where possible with different approaches as described in Refs. [5, 109] and outlined below. Due to the comparatively higher rate of misidentification at lower momentum, the data driven approaches are split into \(\ell\ell + \mu\mu\) and \(\ell\ell + ee\) final states, which refer to the channels where the sub-leading lepton pair consists of muons or electrons respectively. All the control regions directly used to estimate the reducible backgrounds are mutually exclusive to each other and to the signal regions.

In the \(\ell\ell + \mu\mu\) final states, the normalisations of the \(Z+\)jets and \(t\bar{t}\) backgrounds are determined by performing fits to the invariant mass spectrum of the leading lepton pair in dedicated independent control regions that target each of the two background processes for each final state. Depending on the background process being targeted, the control regions are formed by relaxing the \(\chi^2\) requirement on the four-lepton vertex fit, and by inverting or relaxing isolation and/or impact-parameter requirements on the subleading muon candidate pair. Additional control regions \((e\mu\mu\mu\mu\mu)\) are used to improve the background yield estimate by reducing the statistical uncertainty in the fitted normalisation. Transfer factors to extrapolate from the control regions to the signal region are obtained separately for \(t\bar{t}\) and \(Z + \) jets using simulation. The \(m_{4\ell}\) shape for the two processes in each final state is obtained from simulation.

For the \(\ell\ell + ee\) final states, an \(\ell\ell + ee\) control region selection requires the electrons in the subleading lepton candidate pair to have the same charge, and relaxes the identification, impact parameter and isolation requirements on the electron candidate with the lowest \(E_T\). This electron candidate, denoted by \(X\), can be a light-flavour jet, an electron from a photon conversion or an electron from a heavy-flavour hadron decay. The heavy-flavour background, which accounts for about 35\% of the reducible background in these channels, is determined from simulation, whereas the light-flavour and photon-conversion backgrounds are obtained using the sPlot method [112]. This method is based on a fit to the number of hits in the innermost ID layer, performed in the data control region. Transfer factors to extrapolate from the \(\ell\ell + ee\) control region to the signal region for the light-flavour jets and converted photons are obtained from simulated event samples, and are corrected using a \(Z + X\) data control region. The \(m_{4\ell}\) shape is taken from the control region for the light-flavour jets and converted-photons components and from simulation for the heavy-flavour background. The agreement between simulation and data of the reducible background mass shape is checked in a region where the selection criteria on the \(d_0\) and isolation are relaxed [5, 109] and no significant discrepancies are found.

Additional contributions from rare processes, such as \(t\bar{t}Z\), \(t\bar{t}W\) and \(VVV\) are estimated from simulation.

### 5.4 Systematic uncertainties

The \(H \rightarrow ZZ^* \rightarrow 4\ell\) fiducial cross-section measurement is affected by both experimental and theoretical uncertainties. Experimental uncertainties include uncertainties in the efficiency of electron and muon reconstruction, identification, isolation and trigger selections, and in electron and muon energy calibration. Theoretical uncertainties include the modelling of the signal and background processes.

#### 5.4.1 Experimental uncertainties

Uncertainties in the electron (muon) reconstruction, identification, energy-momentum scale and resolution, and isolation efficiency have an impact on the expected signal yield
and on the shape of the signal and ZZ* background. These uncertainties have an impact of approximately 6.3% (3.8%) on the measurement. The electron (muon) uncertainties are assessed using Run 2 (Run 3) data and simulation with methods described in Refs. [92,104,111]. For electrons, additional uncertainties are included to take into account the change in conditions between Run 2 and Run 3, and changes to the MC simulation. Lepton trigger efficiency uncertainties have a negligible impact.

The impact of the precision of the Higgs boson mass measurement of $m_H = 125.09 \pm 0.24$ GeV [13] is also negligible.

The uncertainty in the predicted yields due to uncertainties related to the pile-up modelling is below 1%.

The uncertainty in the luminosity measurement impacts the expected yields of both the signal and background contributions, except for background estimates in which the data-driven methods can reduce its impact. As discussed in Sect. 3.1, the luminosity uncertainty is 2.2%.

For the data-driven measurement of the reducible background, three sources of uncertainty are considered following the strategy described in Ref. [5]: a statistical uncertainty, an overall normalisation systematic uncertainty for each of $\ell\ell + \mu\mu$ and $\ell\ell + ee$, and a shape systematic uncertainty that varies for each final state. The joint impact of these sources of uncertainty on the cross-section measurement is below 1%.

### 5.4.2 Theoretical uncertainties

Sources of theoretical uncertainty include the effects of missing higher-order corrections, PS and UE modelling, and PDF plus $\alpha_s$ uncertainties. They affect the modelling of both signal and background processes.

For the signal, the sources of theoretical uncertainty are the same as those described in Sect. 4.5 for the $H \to \gamma\gamma$ measurement. For the fiducial cross-section measurement, they impact the expected signal yield through their effect on the correction factor $C_F$, which includes the effects of the selection efficiency and of out-of-acceptance corrections.

Uncertainties due to missing higher-order QCD effects for the signal are estimated by using the same scheme as in Refs. [113,114]. These uncertainties have a negligible impact on the fiducial cross-section measurement.

The effects of PS and UE modelling uncertainties are estimated by using tune eigenvector variations and comparisons between acceptances calculated with PYTHIA 8 and HERWIG 7 PS algorithms. This uncertainty has a negligible impact on the fiducial cross-section measurement.

The impact of the PDF uncertainty is estimated by using the 30 eigenvector variations of the PDF4LHC_NLO_30 Hessian PDF set calculated at NLO, following the PDF4LHC recommendations [115]. This uncertainty has a negligible impact on the fiducial cross-section measurement.

Finally, additional uncertainties in $C_F$ arise from uncertainties in the relative production mode composition, which can introduce a bias in the unfolding method. The size of the uncertainty is assessed by varying the production cross-sections within their measured uncertainties, as taken from Ref. [116], with a resulting impact of less than 1%.

When extrapolating to the full phase space to derive the total cross-section measurement the impact of these sources of uncertainty on the acceptance is also included, alongside an uncertainty in the $H \to ZZ^* \to 4\ell$ decay branching ratio of 2.2% [67,117]. At this stage the PS and UE modelling uncertainties are no longer negligible, and have an impact of 1.4%.

The ZZ* process normalisation is derived from a simultaneous fit to the signal region and to sideband regions, hence the theoretical uncertainties in the ZZ* normalisation such as from missing higher-order effects in QCD, PDF uncertainties and PS modelling do not have any impact on this measurement. In addition, the $m_{4\ell}$ shape obtained from SHERPA is compared with that obtained from MADGRAPH5_AMC@NLO, and the difference is taken as an additional source of systematic uncertainty. The difference between SHERPA and MADGRAPH5_AMC@NLO on the predicted $m_{4\ell}$ shape varies linearly from approximately $\pm$3% at low $m_{4\ell}$ to $\pm$3% at high $m_{4\ell}$. These sources of uncertainty have an impact of about 1% on the cross-section measurement.

The uncertainty in the gluon-induced ZZ* process is taken into account by changing the relative composition of the quark-initiated and gluon-initiated ZZ* components according to the theoretical uncertainty in their respective predicted cross-sections. This uncertainty has a negligible impact on the fiducial cross-section measurement.

### 5.5 Results

The observed number of events in each of the four decay final states ($4\mu, 2e2\mu, 2\mu2e$ and $4e$), and the expected signal and background yields after the fit to the data (post-fit), are presented in Table 6. For illustrative purposes, the events shown in this table are selected in a narrower mass window ($115 < m_{4\ell} < 130$ GeV) relative to that used in the fit to the data.

Figure 2 shows the expected (post-fit) and observed (data) four-lepton invariant mass distribution.

The value of the fiducial cross-section, extracted from the $m_{4\ell}$ template fit described in Sect. 5.2, is measured to be

$$\sigma_{\text{fid}} = 2.80 \pm 0.70 \text{ (stat.)} \pm 0.21 \text{ (syst.)} \text{ fb}$$

and is in agreement with the SM prediction of $\sigma_{\text{fid,SM}} = 3.67 \pm 0.19$ fb. The breakdown of the total uncertainty into its different components, derived with the procedure described in Sect. 4.6, is detailed in Table 7.
Table 6 Predicted SM signal (pre-fit), expected (post-fit) and observed numbers of events in the four decay final states after the event selection, in the mass range 115 GeV < m_{4\ell} < 130 GeV. The sum of the post-fit Higgs boson events and the estimated background yields (reported as Total) are compared with the data. Combined statistical and systematic uncertainties are included for the predictions (see Sect. 5.4)

<table>
<thead>
<tr>
<th>Final state</th>
<th>Signal SM (pre-fit)</th>
<th>Signal (post-fit)</th>
<th>ZZ*background</th>
<th>Other backgrounds</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>4\mu</td>
<td>14.8 ± 1.0</td>
<td>11.3 ± 0.8</td>
<td>8.3 ± 0.6</td>
<td>1.0 ± 0.3</td>
<td>20.6 ± 1.0</td>
<td>23</td>
</tr>
<tr>
<td>2e2\mu</td>
<td>11.1 ± 0.8</td>
<td>8.5 ± 0.6</td>
<td>6.5 ± 0.4</td>
<td>1.0 ± 0.3</td>
<td>16.0 ± 0.8</td>
<td>13</td>
</tr>
<tr>
<td>2\mu2e</td>
<td>7.0 ± 1.3</td>
<td>5.4 ± 1.0</td>
<td>3.2 ± 0.6</td>
<td>0.9 ± 0.1</td>
<td>9.4 ± 1.2</td>
<td>12</td>
</tr>
<tr>
<td>4e</td>
<td>7.4 ± 1.5</td>
<td>5.7 ± 1.1</td>
<td>3.1 ± 0.7</td>
<td>0.8 ± 0.2</td>
<td>9.6 ± 1.4</td>
<td>9</td>
</tr>
<tr>
<td>Total</td>
<td>40.3 ± 3.8</td>
<td>30.9 ± 2.9</td>
<td>21.1 ± 2.0</td>
<td>3.6 ± 0.7</td>
<td>55.6 ± 4.4</td>
<td>57</td>
</tr>
</tbody>
</table>

Fig. 2 The observed and expected (post-fit) inclusive four-lepton invariant mass distribution for the selected Higgs boson candidates, shown for an integrated luminosity of 29.0 fb⁻¹ at \( \sqrt{s} = 13.6 \) TeV. The uncertainty in the prediction is shown by the hatched band, and includes the theoretical uncertainties in the SM cross-section for the signal and the main background processes. The \( t\bar{t}W \) label indicates the sum of the \( t\bar{t}W \) and \( t\bar{t}Z \) processes.

Table 7 Breakdown of the relative uncertainties in the fiducial \( \mathcal{H} \rightarrow ZZ^* \rightarrow 4\ell \) cross-section measurement

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical uncertainty</td>
<td>25.1</td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>7.9</td>
</tr>
<tr>
<td>Electron uncertainties</td>
<td>6.3</td>
</tr>
<tr>
<td>Muon uncertainties</td>
<td>3.8</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.2</td>
</tr>
<tr>
<td>ZZ* theoretical uncertainties</td>
<td>0.7</td>
</tr>
<tr>
<td>Reducible background estimation</td>
<td>0.6</td>
</tr>
<tr>
<td>Other uncertainties</td>
<td>&lt; 1.0</td>
</tr>
<tr>
<td>Total</td>
<td>26.4</td>
</tr>
</tbody>
</table>

6 Total cross-section measurements

Assuming SM values for the fiducial acceptances and for the branching fractions of the two channels, the fiducial measurements are extrapolated to the full phase space. When performing the extrapolation to the full phase space, additional uncertainties in the acceptance and in the branching fraction are considered (see Sects. 4.5, 5.4). The total Higgs boson production cross-section at 13.6 TeV is measured to be \( \sigma(pp \rightarrow H) = 67 \pm 12 \) pb using the \( H \rightarrow \gamma\gamma \) channel and \( \sigma(pp \rightarrow H) = 46 \pm 12 \) pb using the \( H \rightarrow 4\ell \) channel. The two measurements are compatible with a p-value of 20%.

A likelihood combination of the two decay channels is performed, following the method described in Ref. [118].

Experimental and theoretical uncertainties that affect both channels are correlated via common nuisance parameters. The correlated experimental uncertainties include the uncertainties in the integrated luminosity, in the description of pile-up in the simulation, in the common electron–photon energy scale, in the Higgs boson mass value, and in the relative contributions of the different Higgs boson production modes. Additionally, the common sources of theoretical uncertainty in the \( H \rightarrow ZZ^* \rightarrow 4\ell \) and \( H \rightarrow \gamma\gamma \) branching fractions (\( \alpha_s, b- \) and c-quark masses, and partial decay widths into the main decay channels, such as two vector bosons, two gluons, or a \( bb \) pair) are also correlated. Finally, the theoretical uncertainties in the acceptance factor due to missing higher-order QCD effects, PDF variations, variations of the modelling of the PS, and signal composition are also correlated.

The asymptotic approximation [98] for the distribution of the profile likelihood ratio is assumed in the computation of uncertainties. The validity of this approximation was verified in previous analyses by performing pseudo-experiments.

The total Higgs boson production cross-section, obtained by combining the \( H \rightarrow \gamma\gamma \) and \( H \rightarrow ZZ^* \rightarrow 4\ell \) results, is \( \sigma(pp \rightarrow H) = 58.2 \pm 8.7 = 58.2 \pm 7.5 \) (stat.) \( \pm 4.5 \) (syst.) pb at 13.6 TeV. All three results (\( H \rightarrow \gamma\gamma, H \rightarrow ZZ^* \rightarrow 4\ell \) and their combination) are in agreement with the SM prediction of \( \sigma(pp \rightarrow H)_{\text{SM}} = 59.9 \pm 2.6 \) pb.
Fig. 3 Values of the $\sigma(pp \rightarrow H)$ measurements from this and previous [119,120] ATLAS publications as a function of the $pp$ centre-of-mass energy. The SM predictions and their uncertainties are shown by the shaded band. The individual channel results are offset along the $x$-axis for display purposes.

The nuisance parameters associated with the position of the signal mass peak do not show any significant pull.

The values of the total cross-section determined from this analysis, and those from previously published ATLAS studies [119,120], are shown in Fig.3 as a function of the $pp$ centre-of-mass energy. The measurements at the new centre-of-mass energy of 13.6 TeV are in good agreement with the SM prediction.

7 Conclusion

The $pp$ collision data recorded with the ATLAS detector at $\sqrt{s} = 13.6$ TeV are used to derive the first measurement of the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^* \rightarrow 4\ell$ cross-sections at this new LHC centre-of-mass energy, with corresponding integrated luminosities of 31.4 and 29.0 fb$^{-1}$, respectively. The cross-section measurements are restricted to kinematic phase spaces of the Higgs boson decay products that closely match the selection criteria applied at detector level, and are corrected for detector effects. The measured fiducial cross-sections are $\sigma_{\text{fid},\gamma\gamma} = 76^{+14}_{-13}$ fb for the $H \rightarrow \gamma\gamma$ channel and $\sigma_{\text{fid},4\ell} = 2.80 \pm 0.74$ fb for the $H \rightarrow ZZ^* \rightarrow 4\ell$ channels. They are in agreement with the corresponding Standard Model predictions of 67.6 $\pm$ 3.7 fb and 3.67 $\pm$ 0.19 fb.

Assuming SM values for the acceptances and the branching fractions of the two channels, the fiducial measurements are extrapolated to the full phase space, yielding total Higgs boson production cross-sections $\sigma(pp \rightarrow H) = 67^{+12}_{-11}$ pb and $\sigma(pp \rightarrow H) = 46 \pm 12$ pb at 13.6 TeV for the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^* \rightarrow 4\ell$ channels, respectively. These measurements are combined into a measurement of $\sigma(pp \rightarrow H) = 58.2 \pm 8.7$ pb, in agreement with the SM prediction of $\sigma(pp \rightarrow H)_{\text{SM}} = 59.9 \pm 2.6$ pb.
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