Computational simulation and acoustic analysis of two-dimensional nano-waveguides considering second strain gradient effects

Bo Yang a,b,c, Michele Bacciochi d, Nicholas Fantuzzi a,* , Raimondo Luciano c , Francesco Fabbrocino b,*

a Department of Civil, Chemical, Environmental and Materials Engineering, University of Bologna, Viale del Risorgimento 2, 40136 Bologna, Italy
b Department of Engineering, Telematic University Pegaso, Centro Direzionale ISOLA F2, 80143 Napoli, Italy
c Division of Applied Mechanics, Department of Materials Science and Engineering, Uppsala University, 75103 Uppsala, Sweden
d Department of Economics, Sciences and Law, University of San Marino, Via Consiglio del Sessanta 99, 47891 Dogana, San Marino

Keywords:
Periodic nano-waveguides
Wave propagation
Dispersion relation
Stop band
Second strain gradient elasticity
Parameters sensitivity

Computers and Structures 296 (2024) 107299

ARTICLE INFO

Exploring the wave propagation in nano-waveguides enables the development of on-chip nano-resonators, leading innovative capabilities that enhance acoustics and micro-mechanics. This paper conducts a numerical investigation into the dynamic properties of periodic nano-waveguides. The Second Strain Gradient (SSG) elasticity, which captures the size effects, is used in the determination of the constitutive relations. The weak form including the element matrices is deduced by the Hamilton’s principle. Furthermore, a finite element method, based on the periodic structure theory, is introduced to explore the free wave propagation by solving the eigenvalue problems. The stiffness hardening phenomenon manifested in the dispersion curves, band structures, and energy flow vector fields is discussed. The sensitivity of higher order parameters existing in the SSG theory is analyzed. The numerical investigation for wave propagation in the periodic nano-waveguides through the SSG theory is an innovative work, highlighting the significance of the proposed methodology in explaining the special dynamic characteristics of complex nano-waveguides.

1. Introduction

The investigation for nano-phononic crystals has attracted much attention because of their great potential for improving the development and performance of the wave and energy controlling systems, as well as their wide range of engineering applications, including signal processing, molecular manipulation and sensing. Notably, the excellent acoustic and mechanical characteristics of different periodic nano-waveguides make it a promising material for resonators. The application of different heterogeneous nano-waveguides enables the realization of a phononic crystal with on-chip scale.

The structural properties of nano-waveguides are different from the ones of macro-waveguides due to the existence of the size effects, which can be categorized into three major aspects, namely the large surface-volume ratio [1–3], the non-local interactions [4–6], and the micro-deformations (e.g., micro-rotation and micro-stretch) [7–9]. Because of the presence of size effects, the conventional Classical Theory (CT) of elasticity can no longer adequately account for the wave propagation behavior in nano-waveguides [10,11]. To delve into the size-related properties of nano-waveguides, the application of non-classical elasticity theories within the continuum framework has been proposed, which can be classified into the strain gradient family [12–14], the micro-continuum theory [15,16], the surface elasticity theory [17,18] and the non-local elasticity theory [19–21], where the strain gradient family consists of the First Strain Gradient (SG) theory [22,23], the Second Strain Gradient (SSG) theory [24–27], the couple stress theory [28–30] and the modified couple stress theory [31–33]. Under the framework of the couple stress theory, the strain energy not only encompasses conventional deformations but also considers the gradient of the rotation vector. The modified couple stress theory asserts that the couple stress tensor achieves symmetry by enforcing an equilibrium condition for couples’ moments. Additionally, the micro-continuum theory [34] comprises the micro-stretch theory, the micro-polar theory, and the micro-morphic theory. The micro-stretch theory incorporates the independent stretch scalar of the micro-material. In the domain of micro-polar theory, the independent rotation scalar is employed to characterize the
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rotational behavior of micro-materials within a structure. Meanwhile, the micro-morphic theory permits the independent rotation and stretch of micro-materials. As suggested by Kroner [35], the stress at a single point within a continuum is influenced by the strains occurring at all points across the body in non-local elasticity theory. A widely accepted model of surface elasticity, as delineated by Gurtin [36], was developed by considering a scalar coefficient representing residual surface tension. The SSG theory was established to provide a comprehensive explanation for the transformation of tension that occurs on a surface of solid plane, by presenting the potential energy as a function of the first, second and third gradient of displacement. The utilization of the SSG theory presents three significant advantages: first, by considering the double stresses and triple stresses, it can eliminate the singularities of physical fields, such as the elastic bend-twist tensor which is singular in the SG theory [37,38]. Second, it allows for the validation of higher order deformations arising from a higher order characteristic length. Last, it demonstrates the occurrence of stiffness hardening resulting from non-local or long-range interactions. Utilizing a third strain gradient theory is unnecessary because, according to the SSG theory, all physical state quantities are smooth and non-singular already.

The above-mentioned theories have garnered widespread attention in the exploration of the properties of nano-sized structures within the framework of analytical and traditional numerical solution. For example, Fantuzzi et al. [39] employed a homogenization technique that is augmented with the micro-polar theory, to determine the constitutive parameters of composite materials. Baccioechi et al. [40,41] developed a finite element approach to examine the vibratory behavior of laminated plates, incorporating the impact of nonlocal strain gradient phenomenon. Furthermore, Fu et al. [42] conducted a comprehensive investigation of the dynamic characteristics of isotropic materials through the utilization of the analytical strain gradient elasticity. The result is the accurate prediction of the material length-scale parameters. Tuna et al. [43,44] investigated the “explicit” and “implicit” non-local continuum models through the micro-polar theory [43,44]. Their findings indicate that the proposed method serves as a valuable tool for deciphering the mechanical behavior of complex materials. Meanwhile, Tocci Monaco et al. [45] explored the bending behavior of nanoplates under the influence of sinusoidal and uniform loads, using the semi-analytical strain gradient theory. The result displays a good concurrence with the previously literature.

Recently, the Wave Finite Element Method (WFEM) [46] has been proposed as a numerical technique that can be derived from conventional finite element packages, aimed at examining the wave propagation within intricate periodic nano-waveguides. By drawing upon the principles of periodic structure theory [47–49], the representation of the overall periodic structure can be distilled into a single unit cell, which can reveal the dynamic attributes of the global periodic structure through spectral analysis alone.

This paper introduced several novel contributions. Firstly, the 2D periodic structure technique equipped with the SSG theory was applied to the heterogeneous 2D nano-waveguides for the first time to investigate the 2D wave motion. This approach allows for the examination of slowness surfaces, band structure, and energy flow in complex 2D nano-waveguides, which has not been explored before. Secondly, the paper enriched the exploration of dynamic properties in nano-waveguides. There are more complex waves in realistic structures, including higher order waves. Studying only conventional waves such as bending, tension, and shearing is insufficient to understand the potential dynamic properties of complex nano-waveguides. Therefore, investigating multimode propagation becomes crucial. Furthermore, the paper presented new insights into stiffness hardening phenomenon and size-dependent characteristics. These properties significantly influence the results but cannot be explained by classical theories. Incorporating size effects and stiffness hardening, induced by higher order parameters, into the WFEM framework offers a novel and valuable approach to effectively study the dynamic properties of nano-waveguides. Lastly, the paper integrated the Fourier Amplitude Sensitivity Test (FAST) method with the SSG theory to explore the parameters’ sensitivity for the first time. By doing so, it presented a viable solution for conducting sensitivity analysis on higher order parameters.

The main objectives of this work are, firstly, to confirm the element discretization of complex nano-waveguides through the application of the SSG theory, then to delve into the exploration of wave motion characteristics by employing the WFEM method to solve eigenvalue problems, and ultimately, to illustrate the effect of higher order parameters on wave propagation.

The article is structured as follows: The constitutive relations of the nano-waveguides through the SSG theory and the weak form incorporating the element matrices are introduced in Section 2. In Section 3, the WFEM framework is utilized to solve for free wave propagation, and the sensitivity analysis of higher order parameters is confirmed. Section 4 delves into the wave propagation characteristics and sensitivity analysis. The paper concludes with some conclusions in Section 5.

2. Modeling of nano-waveguides

In this Section, firstly, a nano resonator is introduced as an engineering application and the SSG theory is employed to confirm the matrix form of the strain energy density and the constitutive relations of nano-waveguides in the nano resonator. Subsequently, by applying Hamilton’s principle, the weak form is derived, incorporating the element stiffness and mass matrices.

In order to explore the dynamic properties of nano-waveguides, as shown in Fig. 1, a nano-electromechanical resonator with two different on-chip periodic nano-waveguides is proposed. The intensity at electrical excitation port is modulated at frequency ω, causing a periodic motion. The motion can be detected by monitoring the reflected intensity at electrical detection port. The resonant frequency can be tuned by using a tuning voltage to change the tension of the waveguide. The manufacturing can be realized through the 3D nano-printing technology [50].

2.1. Strain energy density via SSG theory

As introduced by Mindlin in his work on the SSG theory [24], the strain energy density (S) is a function that is contingent upon the strain
\( \varepsilon \), as well as its first and second gradients, namely \( \varepsilon_1 \) and \( \varepsilon_2 \), respectively:

\[
\overline{\varepsilon} = \overline{\varepsilon}(\varepsilon_1, \varepsilon_2),
\]

where \( \varepsilon = \text{sym}(\nabla \mathbf{W}) \), \( \varepsilon_1 = \nabla \varepsilon \), and \( \varepsilon_2 = \nabla \nabla \mathbf{W} \), with \( \nabla \mathbf{W} = \nabla \nabla \mathbf{W} \) for Mindlin’s form I. Here, \( \nabla \) stands for the gradient operator, and \( \mathbf{W} \) is the displacement vector. In accordance with the principles of 3D elasticity theory, the displacement vector, as specified within the 3D Cartesian coordinate framework, is given by:

\[
\mathbf{W}(x, y, z, t) = \begin{bmatrix} w_1(x, y, z, t) \\ w_2(x, y, z, t) \\ w_3(x, y, z, t) \end{bmatrix}^T,
\]

in which the displacements along \( x, y \) and \( z \) are denoted by \( w_1, w_2, \) and \( w_3 \), respectively.

The \( \varepsilon, \varepsilon_1 \) and \( \varepsilon_2 \) addressed in the strain energy density can be illustrated by applying the derivatives of the displacement field of first, second, and third order, respectively:

\[
\varepsilon = \Phi_1 \mathbf{W}, \quad \varepsilon_1 = \Phi_2 \mathbf{W}, \quad \varepsilon_2 = \Phi_3 \mathbf{W},
\]

where \( \Phi_1, \Phi_2, \) and \( \Phi_3 \) are the operators addressed in Appendix A. Then, the constitutive relations for 3D model based on SSG theory can be established as [51]:

\[
\tau = \mathbf{L} \varepsilon + \mathbf{L}_e \varepsilon_1, \quad \mathbf{r}_1 = \mathbf{L}_e \varepsilon_2 + \mathbf{L}_e \tau_1, \quad \mathbf{r}_2 = \mathbf{L}_e \varepsilon_2 + \mathbf{L}_e \tau_2,
\]

in which, \( \mathbf{L}_{(n=0)} \) is the conventional matrix that incorporates the Lamé parameters \( \lambda \) and \( \mu \) related to the Young’s modulus \( E \), the Poisson’s ratio \( v \) and the shear modulus \( G \), defined as \( \lambda = E(1 + v)(1 - 2v) \), \( \mu = \frac{G}{2(1 + v)} \). \( \mathbf{L}_{(n=0)} \) is a matrix that includes higher-order parameters \( a_{b(n=1..5)} \) to characterize the first-order spatial derivatives of the strain tensor. Each \( a \) is related to \( \varepsilon_1 \), \( \varepsilon_2 \), and \( \varepsilon_3 \) respectively. Furthermore, \( \mathbf{L}_{(n=30)} \) is a matrix that includes higher-order parameters \( b_{b(n=0..3)} \) to characterize the second-order spatial derivatives of the strain tensor. Each \( b \) is related to \( \varepsilon_1 \), \( \varepsilon_2 \), and \( \varepsilon_3 \) respectively. Additionally, \( \mathbf{L}_{(n=60)} \) is a matrix that includes higher-order parameters \( c_{b(n=0..3)} \) to incorporate the coupled influence of strain tensor and second-order spatial derivatives of the strain tensor. Each \( c \) is related to \( \varepsilon_1 \), \( \varepsilon_2 \), and \( \varepsilon_3 \) respectively. Here, the values of \( n, j, k \) and \( l \) range from 1 to 3, respectively. The higher-order parameters, achieved through the utilization of the inter-atom potential function method, are demonstrated by Shodja [52]. Finally, the expression of the strain energy density within the SSG theory framework can be reformulated in matrix form:

\[
\overline{\varepsilon} = \frac{1}{2} \mathbf{\tau}^T \mathbf{\tau} + \frac{1}{2} \varepsilon_1^T \mathbf{\tau}_1 + \frac{1}{2} \varepsilon_2^T \mathbf{\tau}_2.
\]

### 2.2. Weak form derivation

Once the form of the strain energy density is obtained, the weak form will be illustrated. According to the finite element method, the interpolation functions of the hexahedral element can be confirmed by expanding the 1D interpolation functions to 3D. According to the SSG theory, the parallel order of the shape derivaties is two, so the \( C^2 \) continuous interpolation functions can be employed to ensure the continuity of the second order derivatives of the strain. Firstly, the interpolation functions of the 1D \( C^2 \) continuous along local coordinate \( \Xi \) are introduced. The six nodal degree of freedoms (DOFs) of 1D element along \( \Xi \) are expressed as:

\[
\mathbf{w}_i(\Xi) = \begin{bmatrix} w_i(\Xi = -d_e) \\ \frac{d w_i}{d \Xi} |_{\Xi = -d_e} \\ \frac{d^2 w_i}{d \Xi^2} |_{\Xi = -d_e} \\ w_i(\Xi = d_e) \\ \frac{d w_i}{d \Xi} |_{\Xi = d_e} \\ \frac{d^2 w_i}{d \Xi^2} |_{\Xi = d_e} \end{bmatrix}^T,
\]

where \( d_e \) is the half length of the 1D element. Then, the six-term polynomial function is used to interpolate the 1D scalar field \( w_i(\Xi, t) \) along \( \Xi \) direction. This yields:

\[
w_i(\Xi, t) = \begin{bmatrix} 1, x, x^2, x^3, x^4, x^5 \end{bmatrix}^T \begin{bmatrix} h_{0i}, h_{1i}, h_{2i}, h_{3i}, h_{4i}, h_{5i} \end{bmatrix}^T = \mathbf{x}_h.
\]

By incorporating Eq. (7) into Eq. (6), the computation of a 1D nodal displacement vector \( \mathbf{w}_i(t) \) can be derived as follows:

\[
\mathbf{w}_i(t) = \begin{bmatrix} d_1, d_2, d_3, d_4, d_5, d_6 \end{bmatrix}^T = \mathbf{h}_i.
\]

Then, the displacement vector \( \mathbf{w}_i(\Xi, t) \) along the \( \Xi \) direction can be represented through the utilization of six quintic Hermite polynomial interpolation functions and the nodal displacement vector, as expressed below:

\[
w_i(\Xi, t) = \mathbf{x}_d^{-1} \mathbf{w}_i(t) = \mathbf{H}(\Xi) \mathbf{w}_i(t),
\]

where the interpolation function \( \mathbf{H}(\Xi) \) along \( \Xi \) direction is introduced as:

\[
\mathbf{H}(\Xi) = \left[ H^0(\Xi), H^1(\Xi), H^2(\Xi), H^3(\Xi), H^4(\Xi), H^5(\Xi) \right].
\]

The representation of \( \mathbf{w}(\Xi, \mathbf{y}, \mathbf{z}) \), namely the displacement vector within a 3D hexahedral element, can be facilitated through the utilization of the nodal DOFs \( \mathbf{w}(t) \) in conjunction with the interpolation function \( \mathbf{H}(\Xi, \mathbf{y}, \mathbf{z}) \):

\[
\mathbf{w}(\Xi, \mathbf{y}, \mathbf{z}, t) = \mathbf{H}(\Xi, \mathbf{y}, \mathbf{z}) \mathbf{w}(t),
\]

in which \( \mathbf{w} = [w_1^T, w_2^T, w_3^T]^T, \mathbf{w}_p^T = [w_1^T, w_2^T, ..., w_p^T]^T \) for \( p = 1, 2, 3 \). The interpolation function \( \mathbf{H}(\Xi, \mathbf{y}, \mathbf{z}) \) can be deduced by expanding the 1D interpolation functions to 3D:

\[
\mathbf{H}(\Xi, \mathbf{y}, \mathbf{z}) = \left[ H^0(\Xi, \mathbf{y}, \mathbf{z}), H^1(\Xi, \mathbf{y}, \mathbf{z}), H^2(\Xi, \mathbf{y}, \mathbf{z}), H^3(\Xi, \mathbf{y}, \mathbf{z}), H^4(\Xi, \mathbf{y}, \mathbf{z}), H^5(\Xi, \mathbf{y}, \mathbf{z}) \right].
\]

where \( p = 1, 2, 3, q = 1, 2, 3, i = 1, ..., 8, l, m, n = 0, 1, 2, l', i'' \) and \( i''' \) takes 1 and 2 respectively. After the calculation of interpolation functions, the exploration of the element matrices is then proposed through the utilization of the Hamilton’s principle:

\[
\int_0^{t_2} \left( \delta \mathbf{V} - \dot{\delta \mathbf{S}} + \delta \mathbf{K} \right) dt,
\]

in which the virtual strain potential energy \( \delta \mathbf{S} \) can be obtained by integrating the strain energy density across its volume:

\[
\delta \mathbf{S} = \int \delta \mathbf{\overline{\Xi}} d \mathbf{V} = \frac{1}{2} \delta \mathbf{w}^T \mathbf{K} \mathbf{w},
\]

where \( \mathbf{K} \), as the element stiffness matrix, is expressed as:

\[
\mathbf{K} = \int \left( \mathbf{H} \varepsilon_1 \mathbf{L}_1 \mathbf{L}_2 \mathbf{L}_3 \mathbf{H} + \mathbf{H} \varepsilon_2 \mathbf{L}_1 \mathbf{L}_2 \mathbf{H} + \mathbf{H} \varepsilon_3 \mathbf{L}_1 \mathbf{L}_3 \mathbf{H} + \mathbf{H} \varepsilon_4 \mathbf{L}_2 \mathbf{L}_3 \mathbf{H} + \mathbf{H} \varepsilon_5 \mathbf{L}_1 \mathbf{L}_2 \mathbf{L}_3 \mathbf{H} \right) d \mathbf{V}.
\]
Meanwhile, the expression for virtual kinetic energy $\delta K$, which comprises both classical and non-classical components, is manifested as follows [53]:

$$
\delta K = \frac{1}{2} \left[ \int_{\Omega} \left( \frac{\partial^2 W}{\partial x^2} \right)^T \frac{\partial^2 W}{\partial x^2} \, d\Omega + \int_{\Omega} \left( \frac{\partial^2 W}{\partial x^2} \right)^T \frac{\partial^2 W}{\partial y^2} \, d\Omega \right]
$$

where $\rho$ is the linear mass density, and $l_1$ and $l_2$ denote the higher-order length-scale parameters. Here, it is assumed that the micro-inertia associated with the non-classical component in virtual kinetic energy is disregarded for two reasons: Firstly, as postulated by Mindlin’s SSG theory, the mass is divided into two parts within the micro-structure. The first part originates from the macro-material per unit volume, constituting the majority. The second part arises from micro-material per unit volume, representing a minute proportion. In SSG theory, the primary influence on the mechanical properties of the micro-structure is attributed to the higher-order strain terms in the strain energy density and macro-inertia per unit volume. The impact of micro-inertia becomes prominent at high frequencies [54], but its proportion is secondary when compared to the influence of macro-inertia. Secondly, the material employed in this study is pure aluminum with large identical crystal grains. There is an absence of other micro-materials within the crystal. Consequently, the micro-inertia stemming from micro-material is disregarded in this work. This yields:

$$
\delta K = \frac{1}{2} \rho \int_{\Omega} \left( \frac{\partial \mathbf{W}}{\partial t} \right)^T \frac{\partial \mathbf{W}}{\partial t} \, dV + \frac{1}{2} \left( \frac{\partial \mathbf{W}}{\partial t} \right)^T \mathbf{M} \frac{\partial \mathbf{W}}{\partial t}.
$$

in which the mass matrix $\mathbf{M}$ is written as:

$$
\mathbf{M} = \int_{V} \mathbf{H}^T \rho \mathbf{H} dV.
$$

Furthermore, the expression for virtual work $\delta V$ performed by external forces can be represented as:

$$
\delta V = \int_{\Omega} \mathbf{W}^T \mathbf{f}_A dA + \int_{\Omega} \mathbf{W}^T \mathbf{f}_f dV = \delta \mathbf{W}^T \mathbf{F}.
$$

in which $\mathbf{f}_A$ represents the face force, and $\mathbf{f}_f$ indicates the volume force. The force vector is introduced as follows:

$$
\mathbf{F} = \int_{\Omega} \mathbf{H}^T \mathbf{f}_A dA + \int_{V} \mathbf{H}^T \mathbf{f}_f dV.
$$

### 3. Wave motion and sensitivity of higher order parameters

#### 3.1. Wave motion investigation

Based on the WFEM, the traditional finite element method is employed for modeling a single unit cell, whose dynamic equilibrium formulation can be written as:

$$
\mathbf{D}\ddot{\mathbf{w}} = \mathbf{f},
$$

where $\mathbf{D} = (1 + i\eta)\mathbf{K} - \omega^2\mathbf{M}$, whereas the unit cell stiffness matrix $\mathbf{K}$ and the unit cell mass matrix $\mathbf{M}$ are both derived from the assembly of individual element stiffness ($\mathbf{K}$) and mass ($\mathbf{M}$) matrices, respectively. $\eta$ indicates the damping loss factor, the amplitudes $\mathbf{W}$ and $\mathbf{f}$ of the nodal displacement vector $\mathbf{W}$ and force vector $\mathbf{f}$ are respectively determined. Fig. 2(a) presents the scheme of a 2D periodic unit cell. The nodal DOFs in the unit cell can be expressed as: $\{\mathbf{W}_I \} = \{\mathbf{W}_I^T, \mathbf{W}_I^T, \mathbf{W}_I^T, \mathbf{W}_I^T, \mathbf{W}_I^T, \mathbf{W}_I^T\}$. Here, it is assumed that $\mathbf{f}_I = 0$, which means that the external loads do not influence the internal DOFs. Then, Eq. (22) will be re-written by partitioning the DOFs into boundary (Bd) and internal (I), leading to:

$$
\begin{bmatrix}
\mathbf{D}_{Bd,Bd} & \mathbf{D}_{Bd,I} \\
\mathbf{D}_{I,Bd} & \mathbf{D}_{II}
\end{bmatrix}
\begin{bmatrix}
\mathbf{W}_{Bd} \\
\mathbf{W}_I
\end{bmatrix} = \begin{bmatrix}
\mathbf{f}_{Bd} \\
\mathbf{0}
\end{bmatrix}
$$

The nodal DOFs can be described by the propagation constants $\lambda_x$ and $\lambda_y$ based on the periodic structures theory:

$$
\mathbf{W}_{Bd} = \mathbf{T}_R \mathbf{\hat{W}}_b,
$$

with

$$
\mathbf{T}_R = \begin{bmatrix}
t_s & \lambda_x & \lambda_y & \lambda_x & \lambda_y & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_x & \lambda_y & 0
\end{bmatrix}^T
$$

where $\mathbf{\hat{W}}_b = \{\mathbf{W}_b^T, \mathbf{W}_b^T, \mathbf{W}_b^T\}^T$, $\lambda_x = \pm i \omega a_L$, and $\lambda_y = \pm i \omega s$. The identity matrices of size $s$, $s$, and $s$ are represented as $t_s$, $i_s$, and $i_s$, respectively. The variation of wavenumbers $\kappa_x$ and $\kappa_y$ within the Brillouin zone is depicted in Fig. 2(b). On the other hand, the nodal forces can be confirmed as:

$$
\mathbf{T}_I \mathbf{f}_{Bd} = \mathbf{0},
$$

with

$$
\begin{bmatrix}
t_s & \lambda_x & \lambda_y & \lambda_x & \lambda_y & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_x & \lambda_y & 0
\end{bmatrix}
$$

In order to solve the eigenvalue problems of Eq. (23), the direct form and inverse form solutions are proposed respectively.

Firstly, for the direct form, the frequency $\omega$ and one wavenumber are given, the other wavenumber needs to be calculated. The Eq. (23) will be re-expressed after the dynamic condensation:

$$
\mathbf{D}_{Bd} \ddot{\mathbf{w}}_{Bd} = \mathbf{f}_{Bd},
$$

where the condensation is expressed as: $\mathbf{D} = \mathbf{D}_{Bd,Bd} - \mathbf{D}_{Bd,I} \mathbf{D}_{I,Bd}^{-1} \mathbf{D}_{Bd,I}$, in which subscript I and Bd are the internal and boundaries DOFs respectively. Submitting Eq. (24) and Eq. (26) into Eq. (28), as a result:

$$
\mathbf{T}_I \mathbf{D}_{Bd} \ddot{\mathbf{w}}_{Bd} = \mathbf{0}.
$$

Suppose one of \((\lambda_x, \lambda_y)\) is given (in this work \(\lambda_x\) is given as 1). Then, Eq. (29) can be formulated as:

\[
\frac{1}{\lambda_x} (\lambda_x^2 G + \lambda_x N + J) \hat{v}_{\hat{\nu}b} = 0.
\]  (30)

where \(G\), \(N\) and \(J\) are addressed in Appendix C. The linearization outlined below can be employed to solve the quadratic eigenvalue problem expressed in Eq. (30):

\[
\left[ \begin{array}{ll}
-J & iI \\
0 & iI
\end{array} \right] \left[ \begin{array}{c}
\hat{v}_{\hat{\nu}1} \\
\hat{v}_{\hat{\nu}2}
\end{array} \right] = \lambda_x \left[ \begin{array}{ll}
-N & G \\
iI & 0
\end{array} \right] \left[ \begin{array}{c}
\hat{v}_{\hat{\nu}1} \\
\hat{v}_{\hat{\nu}2}
\end{array} \right],
\]  (31)

in which \(i\) is the identity matrix.

Secondly, for the inverse form, the frequency \(\omega\) needs to be calculated based on the two given wavenumbers \(\kappa_x\) and \(\kappa_y\). The nodal DOFs of a unit cell can be represented by the \(\hat{v}_{\hat{\nu}1}, \hat{v}_{\hat{\nu}2}, \hat{v}_{\hat{\nu}B}, \hat{v}_{\hat{\nu}L}\), as a result:

\[
(\hat{v}_{\hat{\nu}B}, \hat{v}_{\hat{\nu}L})^T = \left[ \begin{array}{c}
T_L \ 0 \\
0 \ iI
\end{array} \right] \left( \hat{v}_{\hat{\nu}1}, \hat{v}_{\hat{\nu}2} \right)^T.
\]  (32)

where \(iI\) represents the identity matrix of size I. On the other hand, for the nodal forces:

\[
\left[ \begin{array}{ll}
T_L & 0 \\
0 & iI
\end{array} \right] \left( \hat{F}_{bd} \ 0 \right) = 0.
\]

Then, submitting Eq. (32) and Eq. (33) into Eq. (23), the standard, linear eigenvalue problem in \(\omega^2\) will be confirmed as:

\[
(\mathbb{K}^* - \omega^2 \mathbb{M}^*) (\hat{v}_{\hat{\nu}1}, \hat{v}_{\hat{\nu}2}, \hat{v}_{\hat{\nu}L}, \hat{v}_{\hat{\nu}B})^T = 0,
\]  (34)

with

\[
\mathbb{K}^* = (1 + i\omega) \left[ \begin{array}{c}
T_L \\
0 \\
iI
\end{array} \right] \mathbb{K} \mathbb{M}^* = M \left[ \begin{array}{c}
T_L \\
0 \\
iI
\end{array} \right].
\]  (35)

3.2. Sensitivity analysis

The properties of nano waveguides based on the SSG theory are different from the ones of macro-level. It is of importance to explore the influence of higher order parameters existing in SSG theory. The Fourier Amplitude Sensitivity Test (FAST) [55] provides an available solution for the sensitivity analysis of higher order parameters. This global sensitivity investigation method, based on variance decomposition, allows for the exploration of the entire design space and the interpretation of the interactions between input parameters.

In order to analyze the sensitivity of input parameters, firstly, a real valued function \(Y = f(p)\) with \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) is defined, which can map a vector of input parameters \(p = (p_1, \ldots, p_n)\). Here, it should be pointed out that the input parameter \(p\) can be expressed as \(p = (a_1, b_1, c_1)\), where \(a_{i_1,i_2,\ldots,i_n}, b_{i_1,i_2,\ldots,i_n}, c_{i_1,i_2,\ldots,i_n}\) denote higher order parameters in SSG. The output variance \(D(Y)\) can be expressed as the sum of its conditional variances:

\[
D(Y) = D_0 + \sum_{i=1}^{n} D_i(p_i) + \sum_{i=1}^{n} \sum_{j=i+1}^{n} D_{ij}(p_i, p_j) + \ldots + D_{1\ldots n}(p_1, \ldots, p_n).
\]  (36)

Then, the sensitivity indexes, which quantify the influence of each variable in a system on the outcome, are defined as:

\[
SI(q) = \frac{D_q}{D(Y)},
\]  (37)

with \(q = 1, \ldots, n\). However, the calculation of all the sensitivity indexes requires expensive computational effort. The FAST method can provide the most insight into the effect of a parameter by calculating the first-order sensitivity and total sensitivity indexes. Based on the FAST, the discrete sampling vector is given by [56]:

\[
p_i = \frac{1}{2} \left[ 1 + \frac{1}{\pi} \arcsin(\sin(\theta_i) + \theta_i) \right].
\]  (38)

Table 1

| \hline
| \hline
| \hline

To reduce interference between input samplings, the frequencies \(\omega_i\) are chosen to be integers. \(\theta_i \in [0, 2\pi]\) are random real numbers. The integer set frequencies \(\{\omega_i\}\) is interference free up to order \(U\) under the condition:

\[
\sum_{i=1}^{n} v_i \omega_i \neq 0,
\]  (39)

where \(v_i \in \mathbb{Z}\) and \(\sum_{i=1}^{n} |v_i| < U\). \(\omega_i\) denotes a parameter at the investigator disposition. A input sampling is illustrated by utilizing samples number \(N > 20\omega_n + 1\) in the \([0, 2\pi]\) interval. In [55], the frequencies \(\omega_i\) for \(U\) (usually set as \(U = 4\)) and less than 19 parameters have been given, as shown in Table 1. The total variance \(D(Y)\) can be confirmed by using the Fourier coefficient \(F_{1j}\) and \(F_{2j}\):

\[
D(Y) = 2 \sum_{j=1}^{(N-1)/2} (F_{1j})^2 + (F_{2j})^2.
\]  (40)

with:

\[
T_{1j}^2 = \frac{2\pi}{2} \int_{0}^{2\pi} f(p_1, \ldots, p_n) \cos(js) ds,\]

\[
F_{2j}^2 = \frac{2\pi}{2} \int_{0}^{2\pi} f(p_1, \ldots, p_n) \sin(js) ds.
\]  (41)

The contribution of input parameter \(i\) is estimated by:

\[
D_i = 2 \sum_{j=1}^{M} (F_{1j}(\omega_i))^2 + (F_{2j}(\omega_i))^2.
\]  (42)

As a result, the main effect of input parameter \(i\) is confirmed as:

\[
\text{ME}(i) = \frac{D_i}{D(Y)}.
\]  (43)

On the other hand, the total sensitivity index (TSI) of higher order input parameter \(i\) is then given as:

\[
\text{TSI}(i) = 1 - \frac{D_{-i}}{D(Y)}.
\]  (44)

where \(D_{-i}\) denotes the partial variance related to all higher order input parameters except \(i^{th}\).

4. Numerical results

As shown in Fig. 3, two different unit cells of periodic nanowaveguides are introduced, whose material is Aluminum (Al) with \(L_x = 200\mu m, L_y = 160\mu m, L_z = 10\mu m, L_{x1} = L_{x2}/8, L_{y1} = L_{y2}/8, L_{z1} = 2L_{z2}, L_{z2} = L_z\) (the lattice parameter \(a_0 = 4.046 \times 10^{-10} m\), \(\rho = 2700\) (kg/m³) is the mass density, \(70 \times 10^3\) (Pa) is Young’s modulus. Damping loss factor \(\eta = 1 \times 10^{-3}\). Table 2 presents the higher order parameters associated with Aluminum (Al) [52].

4.1. Dispersion relation

In this part, in order to investigate the wave propagation along the \(x\) direction, as shown in Fig. 4, the dispersion relations of two waveguides are illustrated by the WFEEM direct form. At low frequency, the red
Fig. 3. Two different meshed unit cells in periodic nano-waveguides.

Table 2
Higher order parameters $a_i$, $b_i$, and $c_i$ for material Aluminum. (The unit of $a_i$ and $c_i$ is $eV/\text{Å}$, the unit of $b_i$ is $eV\cdot\text{Å}$.

\begin{tabular}{cccccccc}
$a_1$ & $a_2$ & $a_3$ & $a_4$ & $a_5$ & $b_1$ & $b_2$ & $b_3$ \\
0.1407 & 0.0027 & -0.0083 & 0.0966 & 0.2584 & 0.7927 & 0.0644 & -0.1943 & -0.0009 & 0.0009 \\
$c_1$ & $c_2$ & $c_3$ & $c_4$ \\
16.1566 & 48.5291 & 0.5041 & 0.3569 & 0.1782
\end{tabular}

Fig. 4. Dispersion relations of two waveguides by the WFEM direct form. W1: waveguide 1, W2: waveguide 2. 1: bending, 2: shearing, 3: tension. 4: higher order mode. $\omega_0$ is the first nature frequency of a unit cell.

The curves generated via the SSG theory are close to the black curves generated by the CT, however, as the frequency increases, the divergence between them becomes more evident, suggesting that size effects in nano-waveguides become more pronounced. According to the SSG theory, the stiffness hardening phenomenon appears in nano-waveguides at high frequencies due to the presence of non-classical components in SSG, stemming from the non-local interactions between microscopic particles. On the other hand, in order to verify the results of WFEM direct form, the inverse form solution is applied, which can only predict the real parts of the first three modes: bending, shearing and tension. The curves of the first three modes by the inverse form match the ones by the direct form well. At the same time, the tension, shearing, and bending vibration of waveguide 1 are validated by applying the classical analytical methods outlined in [57], showing consistency with the WFEM direct form at the low frequency. Despite the wide use of classical analytical methods, it is not possible to predict high-order modes, such as mode 4. Furthermore, as illustrated in Fig. 4, the wave propagation characteristics of the two waveguides vary. Waveg-
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Fig. 5. Band structures of two waveguides by the WFEM inverse form. W1: waveguide 1, W2: waveguide 2. Blue points: the first three modes from the WFEM direct form. 1: bending, 2: shearing, 3: tension.

Fig. 6. The first three slowness surfaces of two waveguides in the first quadrant by the SSG. W1: waveguide 1, W2: waveguide 2.

waveguide 1 does not possess any band gaps, whereas waveguide 2 does, thus providing increased capability for wave or energy control due to the additional beams on the plate. In the context of waveguide 2, the band gap refers to a range of frequencies within which waves cannot propagate through the waveguide. This phenomenon is often associated with periodic structures in waveguides. The physical meaning of the band gap in waveguide 2 is related to the concept of forbidden energy ranges for the guided modes within the waveguide structure. In a periodic waveguide structure, the introduction of periodic variations in the geometry creates a band structure for the guided modes. This band structure consists of allowed and forbidden frequency ranges. The restriction on certain frequencies is a result of constructive and destructive interference within the periodic structure, leading to the formation of a band gap. On the contrary, in waveguide 1 without any periodic structures or variations in material properties, there are no band gaps. The absence of periodicity typically means that the wave can propagate freely, and there are no forbidden frequency ranges for wave propagation. Waveguides without band gaps are still employed in various applications, especially when continuous and broadband transmission of waves is desired.

4.2. Band structures

Next, in order to analyze wave propagation along the x and y directions, the WFEM inverse form is utilized to introduce the band structures of two nano-waveguides. As presented in Fig. 5, a study is conducted of the first five band structure branches along the O-A-B-C-O boundary. Results from the SSG theory are represented by the red lines and those from the CT by the black lines. At low frequencies, the band structure curve from the SSG is similar to that from the CT; however, the discrepancy between the results from the two approaches increases with increasing frequency. The SSG has a greater frequency value than the CT at the same k-space location due to the special stiffness hardening character of nano-waveguides. So as to verify the results of band structure, a Component Mode Synthesis (CMS) method [58] is applied, which shows a good matching with the WFEM inverse form. Furthermore, in the waveguide 2, there exist visible band gaps between the different branches. For example, at the k-space position A, the first band gap of mode 1 starts at around ω/ω₀ = 50 by CT but ω/ω₀ = 55 by SSG. The first band gap of mode 2 starts at around ω/ω₀ = 160 by CT but ω/ω₀ = 180 by SSG. What is more, the first band gap of mode 3 starts at around ω/ω₀ = 300 by CT but ω/ω₀ = 340 by SSG. The band gap range is the widest from tension, but the narrowest from bending.

4.3. Slowness surfaces

In this part, the wave propagation in the first Brillouin zone is introduced based on the SSG. The 3D surfaces in Fig. 6 demonstrate a symmetric property with respect to wavenumbers kₓ and kᵧ, hence only the first three slowness surfaces of the two waveguides in the first quadrant are calculated. The energy in waveguide 1 is greater than that of waveguide 2 at the same k-space point, as evidenced by the fact that the first and third slowness surfaces of waveguide 1 are higher than those of waveguide 2. However, the surface position of waveguide 1 is lower than waveguide 2 in the second slowness surfaces, which indicates that the energy in the waveguide 1 is smaller than the energy in the waveguide 2. On the other hand, waveguide 1 has a high capacity for wave propagation and a low capacity for wave control, whereas waveguide 2 has a low capacity for wave propagation and a high capacity for wave control. What is more, the energy across the 1st Brillouin zone of the 1st slowness surface is uniformly distributed. However, on the 2nd and
3rd slowness surfaces, the main energy is distributed in some specific regions. For example, most of the energy on the 2nd slowness surface is situated in the center of the first quadrant, while on the 3rd slowness surface, the bulk of the energy is localized at A in the x-direction and C in the y-direction in k-space.

4.4. Energy flow vector fields

In this part, the SSG and CT are employed to examine the energy flow on the first two slowness surfaces to further investigate the wave propagation in the nano-waveguides, as illustrated in Fig. 7, with arrows denoting the direction and gradient of the energy flow. The iso-frequency contours of the first and second slowness surfaces are selected at ratios of \(\omega/\omega_0 = 20\) and \(\omega/\omega_0 = 50\), respectively, with respect to the normalized frequency. In the middle of the slowness surface, the arrows by the SSG and the CT almost overlap on the xy plane, which means that the direction and gradient of energy flow projected onto the xy plane by the SSG and CT are basically equivalent at the same k-space point. However, as the wavenumber increases, the energy direction and gradient by the SSG become different from the ones by CT. The consideration of high-order parameters within the framework of SSG theory, which captures the non-local characteristics, leads a “hardening” of the nano-waveguide, thereby altering wave propagation. Furthermore, on the first slowness surface, the wave outwards in all directions. The iso-frequency contour of the SSG is situated within the CT’s contour in the x-axis, yet beyond the CT’s contour in the y-axis. On the second slowness surface, the energy propagates outward in the middle, but inward at the edge. At the midpoint of the slowness surface, the iso-frequency contour of the SSG lies outside of the one by the CT, whereas at the edge of the slowness surface, the iso-frequency contour via the SSG is located inside the contour via the CT in the y direction and outside in the x direction.

The harmonic displacement, subject to the Born-von Karman boundary conditions [10,58], are investigated, and it is approximated that the response is unaffected by boundary conditions in damped systems. The conventional FE method expresses the harmonic displacement fields of nano waveguides with 10 unit cells along the x and y directions via the equation \((1 + in')\delta_{x} - \omega^2 M_{x} \delta_{x} = F_{x}[10]\), in which \(\delta_{x}\) and \(M_{x}\) are the stiffness and mass matrices of the global structure, respectively. In this work, a harmonic load with unit amplitude is applied at the middle point of the waveguide along the z direction, subject to a free boundary condition, with a loss factor \(n'\) equal to 0.5. As presented in Fig. 8, the harmonic displacement response exhibits directional patterns that are consistent with the expectations derived from the energy flow vector fields. Furthermore, the wave propagation range of SSG and CT is the same at low frequency, with the wave propagating in all directions. At high frequency, however, the range of wave propagation by SSG and CT are dissimilar. For example, as presented in Fig. 9, at a normalized frequency of \(\omega/\omega_0 = 50\), which is a high frequency, the iso-displacement contours confirmed at \(\zeta/z_0 = 0.05\) by both CT and SSG show a strong and evident beaming in the x and y directions, with the wave spreading only in those directions. The high-order parameters that capture non-local properties result in a “hardening” phenomenon, leading a reduced wave propagation range for SSG compared to CT in the x direction.

4.5. Sensitivity of higher order parameters

In this part, firstly, the statistics of the output set with inputs for dispersion relation (bending, shearing and tension) of waveguide 1 are discussed. Here, the input parameter \(p\) in Eq. (36) can be expressed as \(p = \{a_i, b_i, c_i\}\), where \(a_i, b_i, c_i\) are higher order input parameters existing in the SSG. The sampling bounds for higher order input parameters are addressed in Table 3. The overall influence of 15 higher order parameters is shown in Fig. 10. There are multiple frequency zones that can be discerned. The real part of bending wave, including mean absorption and standard deviations, increases steeply up to \(\omega/\omega_0 = 50\), then decreases till to \(\omega/\omega_0 = 280\) and increases after \(\omega/\omega_0 = 280\) again. The real parts of mean absorption and standard deviations of shearing and tension waves increase up to \(\omega/\omega_0 = 230\) and \(\omega/\omega_0 = 370\) respectively and then decrease. On the other hand, for all modes (bending, shearing and tension), as frequency increases, the range between +standard deviation and −standard deviation increases continuously. Also, it shows that the 15 higher order parameters have the greatest impact on bending wave, especially at high frequency.

Then, the total sensitivity of each higher order parameter for real part of bending mode in waveguide 1 is discussed. The first set of parameters, denoted as \(a_i\), characterizes the first-order spatial derivatives of the strain tensor, capturing variations in strain across the material. The second set, represented by \(b_i\), elucidates the second-order spatial derivatives of the strain tensor, describing the curvature of the strain field and providing information about how the strain varies spatially. Additionally, the third set of parameters, \(c_i\), incorporates the coupled influence of strain tensor and second-order spatial derivatives of the strain tensor. As shown in Fig. 11(a), for parameters \(a_i\), the sensitivity in-

---

**Table 3**

<table>
<thead>
<tr>
<th>Input factors Lower bound</th>
<th>Upper bound</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_i (i = 1,...,5))</td>
<td>-100(a_i)</td>
<td>100(a_i)</td>
</tr>
<tr>
<td>(b_j (i = 1,...,7))</td>
<td>-100(b_i)</td>
<td>100(b_i)</td>
</tr>
<tr>
<td>(c_l (i = 1,...,3))</td>
<td>-100(c_i)</td>
<td>100(c_i)</td>
</tr>
</tbody>
</table>
The harmonic displacement generated by SSG and CT. \( z_c \) is the central point amplitude. \( n_x \) and \( n_y \) are the number of unit cell along \( x \) and \( y \) direction, respectively. W1: waveguide 1, W2: waveguide 2.

Fig. 9. Normalized forced response contours by SSG and CT. \( n_x \) and \( n_y \): unit cell number along \( x \) and \( y \) direction, respectively. \( z/\zeta = 0.05 \) in which \( \zeta \) is central point amplitude.

Ex of \( a_x \) increases firstly and then decreases with frequency increases. The sensitivity indexes of \( a_1, a_3, a_4, a_5 \) decrease with the frequency increases. The parameter \( a_x \) has the biggest influence on the result. For parameters \( b_1 \), as illustrated in Fig. 11(b), the sensitivity index of \( b_1 \) decreases firstly and then increases with the frequency increases. The sensitivity indexes of \( b_1, b_2, b_3, b_4 \) and \( b_5 \) increase with the frequency increases. The parameter \( b_2 \) has the biggest influence on the result. Furthermore, as shown in Fig. 11(c), for parameters \( c_1 \), the sensitivity indexes of \( c_1 \) and \( c_3 \) decrease firstly and then increase with the frequency increases. The sensitivity index of \( c_2 \) increases with the frequency increases. The parameter \( c_1 \) has the biggest influence on the result at low frequency but \( c_3 \) has the biggest influence on the result at higher frequency. In general, the sensitivity of higher-order parameters \( a_i \) to wave propagation at low frequencies is more pronounced than that at high frequencies. However, the sensitivity of higher-order parameters \( b_i \) and \( c_i \) to wave propagation at high frequencies is more significant than that at low frequencies. The physical meaning of these higher-order parameters lies in their ability to capture the effects of strain gradients at different orders. Including higher-order terms allows the theory to account for size-dependent material behavior and better describe the mechanical response of materials at small scales or in the presence of microstructures. To validate the outcomes obtained from FAST, the Fourier Amplitude Sensitivity Test with Correlation (FASTC) method [59] is employed. The results obtained from FASTC align with those derived from FAST, affirming the validity of the methodology employed in this study.

5. Conclusions

In this paper, by utilizing the WFEM framework, the SSG theory is applied to analyze the wave propagation in two complex nano-waveguides, which is an original research. The results demonstrate that the proposed method is effective in elucidating the special dynamic features of the periodic nano-waveguides. In order to achieve the numerical modeling, firstly, the constitutive relations of the three-dimensional nano-waveguides are explained through the SSG. The weak form comprising of the element stiffness and mass matrices is studied by applying Hamilton’s principle and the corresponding equivalent dynamic equation is derived.

Subsequently, the dispersion relations and band structures for two nano-waveguides are calculated via the WFEM direct form and inverse form, respectively. The result shows that the first three wave modes by the direct form solution confirm the ones by the inverse form. The incorporation of non-classical components into the SSG can result in a stiffness-hardening phenomenon. In the waveguide 1, there is no band gap. But in the waveguide 2, there exist band gaps, which shows a strong wave or energy controlling capacity. At the same time, the harmonic displacement response’s directional patterns correlate with the energy flow vector fields’ forecasts.

Lastly, the FAST is used to analyze the sensitivity of higher order input parameters on the dispersion relation under the SSG theory. For the statistics of the output set with inputs, the 15 higher order parameters have the greatest impact on bending wave, especially at high frequency. On the other hand, \( a_x \) has the biggest influence on the result among the higher order parameters \( a_x, b_x \) has the biggest influence on the result among the higher order parameters \( b_x \). Furthermore, among the higher order parameters \( c_i \), the parameter \( c_1 \) has the biggest influence on the
result at low frequency but $c_2$ has the biggest influence on the result at higher frequency.
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Appendix A. The matrices $\Phi_1, \Phi_2$ and $\Phi_3$ in Eq. (3)

\[
\Phi_1 = \begin{bmatrix} x_1 & y_1 & z_1 \end{bmatrix}, \quad \Phi_2 = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}, \quad \Phi_3 = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix}, \quad \Phi_4 = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}
\]

\(\otimes\) stands for the Kronecker product. The vectors $\beta_1$ and $\beta_2$ have dimensions $6 \times 1$ and $10 \times 1$ respectively, with each element having a value of 1. $\psi_1 = [0, 0, 0, 0, 0, 0]^T$, $\psi_2 = [0, 0, 0, 0, 0, 0]^T$, $\psi_3 = [0, 0, 0, 0, 0, 0]^T$, $\psi_4 = [0, 0, 0, 0, 0, 0]^T$.

Appendix B. Definition of $H_0^0(\Sigma)$, $H_1^0(\Sigma)$, $H_0^1(\Sigma)$, $H_0^0(\right)$, $H_0^1(\right)$ and $H_0^2(\right)$ in Eq. (10)

\[
H_0^0(\Sigma) = \frac{5}{16} (8d_1^2 + 15\Sigma T(16d_2 - 3\Sigma T)/16d_1^2 + 2d_2^2 - 1)/2
\]

\[
H_1^0(\Sigma) = 9d_1^2/16 - 7\Sigma T/16 - 2x_2^2/8d_1 + x_2^2/16d_2 - 3\Sigma T/8d_1^2, \quad H_2^0(\Sigma) = d_2^2/16 - d_3^2/16 - x_1^2/8 + x_3^2/16d_2
\]

Appendix C. Expressions of the coefficients $G$ and $J$ in Eq. (30)

\[
G = \begin{bmatrix} G_{11} & G_{12} & G_{13} & G_{14} & G_{15} \\ G_{21} & G_{22} & G_{23} & G_{24} & G_{25} \\ G_{31} & G_{32} & G_{33} & G_{34} & G_{35} \\ G_{41} & G_{42} & G_{43} & G_{44} & G_{45} \\ G_{51} & G_{52} & G_{53} & G_{54} & G_{55} \end{bmatrix}, \quad J = \begin{bmatrix} J_{11} & J_{12} & J_{13} & J_{14} & J_{15} \\ J_{21} & J_{22} & J_{23} & J_{24} & J_{25} \\ J_{31} & J_{32} & J_{33} & J_{34} & J_{35} \\ J_{41} & J_{42} & J_{43} & J_{44} & J_{45} \\ J_{51} & J_{52} & J_{53} & J_{54} & J_{55} \end{bmatrix}
\]
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