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The increasing energy consumption of the Information and Communication Technology sector amid climate change concerns underscores the urgency for energy efficiency improvements in computing. This thesis focuses on optimizing the energy efficiency of Java, a widely used programming language, and its implementation in OpenJDK. Specifically, our focus is on enhancing the energy efficiency of concurrent garbage collection.

As a starting point for our work, we assessed the energy consumption of various garbage collection algorithms within OpenJDK, establishing concurrent garbage collectors as the least energy-efficient. This prompted further investigation into methods to enhance their energy consumption. We investigated methods like dynamically adjusting the memory size required by an application based on how much of the computer's processors one wants to use for garbage collection. We also looked into scheduling garbage collection tasks to run on specific types of computer cores that use less energy and running these tasks when the computer is not being actively used.

We implemented all the abovementioned strategies in one of Java’s concurrent garbage collectors, ZGC. Through our experiments, we showed that these techniques can significantly reduce the amount of energy used by garbage collection without slowing down the performance of the programs running on the computer. Overall, our research contributes to making computing more environmentally friendly by finding ways to use less energy while still getting the same results.
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1. Introduction

In recent years, the Information and Communication Technology (ICT) sector has emerged as a significant consumer of electricity, constituting around 3% (805TWh) of global energy consumption in 2019, according to [51]. Projections suggest that this trend is poised to continue its upward trajectory, as highlighted by Belkhir and Elmeligi [11], Andrae and Edler [5]. Addressing the environmental impact of this sector, particularly in terms of carbon emissions, is paramount. If the rate of carbon emissions growth mirrors that of the period between 2007 and 2020, global greenhouse gas emissions associated with the ICT sector could surge from 3.0–3.6% in 2020 to 14% by 2040 [136]. This forecast underscores the urgent necessity for strategies aimed at reducing the sector’s carbon footprint. The escalating costs of energy and the global imperative for low-carbon emission policies further heighten the urgency for companies and individuals to adopt and prioritize energy-efficient measures.

Java is one of the most popular programming languages and there is evidence of its energy inefficiency [56]. It runs on Virtual Machines (VMs/JVMs), for example, OpenJDK, estimated by Oracle at over 60 billion instances in 2024 [97]. Garbage collection, done by garbage collectors (GCs), is present in every running instance of JVM and manages the allocation and deallocation of memory. If the energy consumption of garbage collection is reduced even by 1%, it would be equivalent to reducing the environmental impact of 600 million JVM instances.

There are many GC algorithms in OpenJDK, from simple stop-the-world to complex fully-concurrent\textsuperscript{1}, meaning running at the same time with application threads. These collectors are critical for a large number of latency-sensitive workloads, such as e-commerce platforms, content management systems, social media platforms, and online banking portals. In this thesis, we first investigated the energy impact of different GC algorithms, concluding that fully concurrent collectors use more energy than other alternatives. So, in further research we focused on fully concurrent GCs, in particular, ZGC, leaving other GCs for future work.

Thus, the aim of this thesis is the following. In light of the current climate and energy crises, it is important to focus research efforts on enhancing the environmental sustainability of the ICT sector. While this problem certainly

\textsuperscript{1}In this thesis, we refer to collectors as fully concurrent if they do not stop the entire program to do garbage collection work that is proportional to the size of the heap. The garbage collector we use as a basis for our proofs-of-concept, ZGC, has several short stop-the-world pauses in every GC cycle, but these have essentially a fixed, short duration.
cannot be addressed in full in a single PhD thesis, every contribution counts. The objective of this research is to enhance the energy efficiency of managed programming languages such as Java, primarily through optimizing garbage collection, with a specific emphasis on concurrent GCs. This approach enables us to reduce energy consumption without necessitating intervention from end-users. Given the extensive usage of managed programming languages like Java, our optimizations hold the potential to impact billions of instances globally. By focusing on optimizing GC, particularly with concurrent garbage collectors like ZGC, we ensure that energy-efficient practices seamlessly propagate to all users employing these technologies. This automatic dissemination of energy-efficient techniques is crucial, as it addresses barriers that often impede the widespread adoption of proposed solutions, thus representing a significant step towards enhancing sustainability within the ICT domain.

The goal of the following chapters is to introduce a reader to the main concepts used in the thesis (section 2.1), describe the state of the art in energy-efficiency for Java memory management (section 2.2.1), and then outline broader context (section 2.2.2). Chapter 4 summarises each paper and explains the main findings.

This research was supported by the Swedish Research Council through the projects Accelerating Managed Languages (2020-05346_VR), Optimizing for performance and energy efficiency with speculative compilers and co-designed hardware (2016-05086_VR), and by the Swedish Foundation for Strategic Research through the project Deploying Memory Management Research in the Mainstream (SM19-0059), and by donations from Oracle Corporation.
2. Background

This chapter aims to prepare readers to understand the practical aspects of this thesis. We start by explaining the main concepts and overviewing the state of the art, starting with the more specific topic of energy efficiency in memory management before going into a broader angle of energy efficiency in ICT. Understanding the current state of the art is crucial for contextualizing the thesis and its findings. We will finish with some conclusion remarks on expected outcomes and success metrics.

2.1 Main Concepts

To understand this thesis, it is useful to be familiar with several fundamental concepts used throughout the underlying work. Memory management and the idea of garbage collection are at the forefront, a critical aspect of memory management. In particular, we will go into additional details of ZGC (the Z Garbage Collector), which is used extensively in the experimental part of the work.

2.1.1 Memory Management

Memory management is a fundamental aspect of computer systems that involves organizing and controlling the allocation and deallocation of memory resources [101]. It is a critical function that ensures efficient memory utilization and is crucial in a computing system’s overall performance and stability [16].

There are two main ways to manage memory: manual—explicit and automatic—dynamic. Manual memory management means that a programmer explicitly allocates and deallocates memory in a program. Manual memory management offers several benefits. For example, programmers having direct control over memory allocation and deallocation allows for fine-tuning of memory usage, which can be critical in resource-constrained environments or performance-sensitive applications. On the other hand, manual memory management adds complexity to programming tasks. This complexity increases the likelihood of errors [39] such as memory leaks (failure to deallocate memory), dangling pointers (accessing memory after deallocation), and buffer overflows (writing
beyond the allocated memory boundaries), which can lead to program crashes and bugs [52, 87, 53] as well as security vulnerabilities [58, 129].

Automatic memory management (including garbage collection) streamlines programming tasks by relieving programmers from the burden of explicit memory allocation and deallocation. This simplification reduces the occurrence of memory-related errors and enhances code readability, writability, and maintainability [76].

The choice between the two approaches is unclear as both have advantages and disadvantages [149, 68, 65, 17]. Recently, Sareen and Blackburn [115] looked into the costs and benefits of automatic memory management compared to a manual approach. Specifically, they highlight the memory overhead of automatic memory management and its potential negative effects on performance.

An advantage of encapsulating memory management within a dedicated automatic module is the potential for global reduction in energy consumption without requiring individual developers to invest additional effort. For instance, even a marginal enhancement, such as a 1% increase in the energy efficiency of a garbage collector, can yield substantial benefits when scaled across all applications utilizing automatic memory management (as discussed in chapter 1).

Thus, automatic memory management stands out as a compelling target for optimization for its potential to deliver salable energy efficiency.

2.1.2 Garbage Collection

Garbage collection performed by GC is an automatic memory management technique used in programming languages and runtime environments to reclaim memory that is no longer used by the program. GC is commonly associated with imperative programming languages like Java, C#, and JavaScript and functional languages like LISP, ML, Haskell, and Miranda. These languages have built-in GCs that automatically manage memory, eliminating developers’ need to allocate and deallocate memory for objects manually. To automate deallocation, GC implements algorithms for identifying memory that is no longer reachable by the program and for releasing it.

Approaches to Track Liveness of Objects

A common way to identify unreachable objects is the reachability analysis used in tracing GCs. The basic idea is to walk the object graph reachable from a root set (e.g., variables on the stack and global variables). If an object cannot be reached from any root, it is considered garbage, and the memory it occupies will be available after a memory reclamation process, which will be discussed in the next section.
Another way to track the liveness of objects is through reference counting. When an object’s reference count drops to zero, it means the object is no longer accessible and can be safely reclaimed. Reference counting is straightforward to implement but has limitations, particularly in handling cyclic object structures (reference cycles), where objects reference each other in a loop, and in incurring overhead when reference counts change frequently. An advantage of reference counting over tracing GC is the promptness of reclamation: memory can be reclaimed as soon as it becomes unreachable, without waiting for a garbage collection cycle (which e.g., involves walking the reachable object graph). Another benefit of reference counting is that its performance impact is deterministic as it does not depend on external factors such as heap size, allocation patterns, or execution time [76]. This can make it easier to reason about a program’s performance and memory requirements and debug memory issues.

Limited-field reference counting, introduced by Deutsch and Bobrow [41], is a memory management technique that extends the traditional reference counting approach with certain optimizations. This technique was specifically developed to address some of the limitations and performance issues associated with reference counting. In traditional reference counting systems, every time a reference to an object is created or destroyed, the reference count for that object needs to be updated. This operation can become a performance bottleneck, especially in multi-threaded environments where multiple threads may simultaneously create or destroy references to objects. Each object has a reference count limit associated with it in limited-field reference counting. Instead of maintaining an exact reference count, the system only tracks the reference count until it reaches the limit. When the reference count exceeds the limit, it is treated as an overflow event. Overflow events can be detected and handled by the GC. Limiting the number of bits used to represent reference counts reduces memory overhead compared to traditional reference counting, where each reference count typically requires an entire machine word. Another benefit is reduced performance overhead associated with frequent reference count updates, especially in multi-threaded environments. This is because limited-field reference counting addresses this issue by reducing the frequency of reference count updates. Once the reference count exceeds the limit, it is treated as an overflow event, which can be less frequent than updating the count for every individual reference.

**Common GC Phases**

There are many GC algorithms, and delving into each of them in detail would require considerable space. However, it is crucial to understand three primary phases: *marking*, *sweeping*, and *compacting*, as they play fundamental roles and are frequently utilized [76].
Marking is the process of walking the object graph to identify which objects in memory are still reachable. Collectors that use this technique are called tracing GCs.

After marking, sweeping involves identifying unreachable objects and reclaiming the memory they occupy. Not all objects marked as live during the marking phase are unreachable.

In addition to marking and sweeping, some GCs include a compacting phase. Compacting is an optional step that aims to reduce memory fragmentation. During this phase, live objects are rearranged in memory to be densely packed together, leaving fewer fragmented gaps between objects. This process helps optimize the system’s memory usage. Compaction is often implemented to avoid the need for sweeping by copying all live objects off of a region in memory that can subsequently be used for new allocations. This can be very efficient as the number of live objects is typically smaller than the number of unreachable ones.

Generational vs. Non-Generational GCs

To make marking more efficient, many GCs partition the heap into multiple regions based on the age of objects and perform GC in one region at a time [113]. This strategy aligns with the “most objects die young” principle, known as the weak generational hypothesis [85, 128]. Concentrating GC efforts on the region containing the youngest objects typically yields the greatest return on investment regarding memory reclamation, making GC more efficient.

Collections that target the younger generations of objects are commonly referred to as minor collections. In contrast, collections focusing on older generations are known as major collections. When the memory management system lacks this division of objects into age-based regions, it is referred to as a non-generational collector [119].

Heap Size

Regardless of the algorithm in terms of concurrency or the approach to identifying live (reachable) objects, all GCs have a notion of a heap size—the size of memory that an application has at its disposal. OpenJDK is unique in its requirement to set a maximum heap size, which can be set manually or set by the GC to a default on start-up that depends on a collector. The connection between heap size and performance is crucial [140]. If the memory is insufficient, an application might crash or perform terribly as GC runs frequently.

On the other hand, if too much heap memory is available, an application might experience more cache misses as object locality deteriorates [143, 1] or pause times increase significantly as there are more objects in memory to trace.

Determining the heap size is crucial but not intuitive. In the upcoming sections, we delve into the challenges of choosing a suitable heap size (section 3.3).
and explore potential solutions (section 4.2). We discuss various methods, including the common practice of selecting default heap sizes around three times larger than the minimum required for application execution without out-of-memory errors. Additionally, we highlight the dynamic nature of heap size selection, influenced by factors like allocation rate and live object sizes during runtime. Ultimately, our discussion will lead to introducing a dynamic approach in Paper II.

**Stop-the-World, Mostly Concurrent, and Fully Concurrent GCs**

GC algorithms can be categorized into three primary groups based on the level of concurrency they exhibit – stop-the-world, mostly concurrent, and fully concurrent. In stop-the-world GC, application threads are paused to perform GC. Although all these algorithms can be parallel in the sense of using multiple threads to perform GC work, their advantage lies in their implementation simplicity, which introduces latency due to these pause times.

Mostly concurrent GCs combine stop-the-world pauses with concurrent execution of most GC phases alongside application threads (mutators). On the other hand, fully concurrent collectors aim to operate concurrently with mutators without any stop-the-world pauses. In practice, it is challenging to eliminate short synchronization pauses since GCs manipulate the same objects that the mutators operate on. For scalability, synchronization pauses mustn’t increase as the heap size grows. Long synchronization pauses can lead to undesirable consequences, such as degraded user experience, increased latency, and potential disruptions in real-time or interactive applications. For example, in a server application handling user requests, long pauses during garbage collection can result in delayed responses, leading to poor overall service quality and user dissatisfaction.

The key distinction among the three categories is their performance, either in terms of execution time (throughput) or latency. Stop-the-world pauses can significantly impact latency since they disrupt mutators, making fully concurrent collectors more suitable for achieving low latency [21, 98]. In contrast, stop-the-world collectors typically achieve high throughput, although they may not offer the best latency performance [57, 133].

### 2.1.3 Z Garbage Collector (ZGC)

Our work is specifically centered around fully concurrent GCs. To this end, this section overviews one such collector, ZGC. Other fully concurrent collectors exist. In OpenJDK, there is Shenandoah [49]. Outside of OpenJDK there is e.g., C4 [125] and Pauseless [31], which inspired ZGC.

ZGC is a concurrent collector in OpenJDK. Initially designed as a non-generational collector, it has since evolved into a generational collector. ZGC is a low-latency, parallel, concurrent, compacting, generational GC. Yang and
Wrigstad [142] describe the non-generational ZGC algorithm in more detail. With the introduction of the generations, ZGC distinguishes between minor cycles, which collect garbage in the young generations, and major collections, which collect garbage both in the young and old generations. While a major collection always starts with a minor collection, minor and major collections can operate in parallel.

To facilitate concurrent compaction, ZGC employs load barriers and write barriers (the latter only in the generational version) to intercept accesses to relocated objects and remap dangling pointers to their updated locations before any further accesses can proceed. Barriers are an additional piece of code executed when references are loaded from or written to the heap. When an application thread encounters such a barrier, it checks whether the reference it is about to access has been validated in the current GC cycle. If not, the load triggers the necessary actions to update the reference to its new location, if necessary, and marks the reference as validated in this cycle. For additional actions in a barrier, threads take a so-called slow path. In the context of barriers, we distinguish between fast paths and slow paths. The former is the case when a barrier check does not result in any additional work; otherwise, it is the slow path. In essence, barriers ensure that references to objects remain valid even in the presence of concurrent garbage collection activity, which may move objects around.

The ZGC algorithm mandates that all pointers within the heap are remapped once during each GC cycle, which validates the references. The remapping process involves using atomic operations like compare and set to synchronize the actions of GC workers and program threads that are concurrently operating on the same objects. Consequently, ZGC engages in a complex interaction with mutators.

As long as the reclamation rate of the concurrent worker threads can match the pace of the memory allocation in the application threads, ZGC’s operations do not result in mutator threads blocking, except for brief stop-the-world pauses where no substantial GC work is conducted.

After each phase transition, such as moving from the marking phase to the relocation phase, mutator threads are compelled to verify the validity of all pointers on their first subsequent access. This verification process triggers a wave of mutator threads to encounter a slow path, potentially leading to a temporary reduction in application throughput [67].

One pivotal outcome of executing all GC activities concurrently with the application, in contrast to stop-the-world or mostly concurrent GC approaches, is that the speed of GC worker threads should not affect application latency,
provided that the system has enough headroom. This is because mutator threads are never subjected to blocking due to GC operations\(^1\).

The primary objective of a concurrent GC is to keep up the rate of memory reclamation with the application’s allocation rate while minimizing the impact on overall performance. In pursuit of this goal, ZGC employs sophisticated heuristics to make critical decisions, including when to initiate a GC cycle to prevent Out-Of-Memory (OOM) errors and how many threads should be used during marking and compaction.

For instance, ZGC dynamically determines the optimal number of GC worker threads needed to avert OOM errors by analyzing the durations of past GC cycles and adapting the worker count to the available hardware resources. To control the reclamation speed, ZGC predicts the anticipated duration of the upcoming GC cycle based on the configured number of GC workers and computes the appropriate start time for that cycle.

Various triggers prompt GC cycles in ZGC, such as a high rate of memory allocation, elevated heap usage, or a lack of collection activity for a specified period, typically around 5 minutes. Additionally, ZGC may periodically initiate the collection of objects in the old generation, even without specific triggers. These heuristics carefully consider factors like available free memory and estimated time until a potential OOM error based on historical allocation rates and adapt to unforeseen changes in the application’s behavior, ensuring proactive memory management.

2.2 State of the Art of Energy Efficiency for Java Memory Management and ICT

This section is split into two parts. In the first part, we examine the current research on energy efficiency in Java memory management, a key focus of this thesis. We start by closely examining existing literature to spot gaps or areas needing further exploration. By doing so, we hope to show how our thesis work can fill these gaps and contribute to advancing knowledge in this field.

In the second part, we broaden our perspective to examine energy efficiency research from a wider angle. We explore various methods, frameworks, and approaches used across different domains. Through this exploration, we aim to highlight the many energy efficiency challenges and stress the importance of taking an interdisciplinary approach to tackling them effectively.

\(^1\)Sufficient headroom implies the presence of ample CPU and RAM resources. A concurrent collector risks frequent stalls without these resources and cannot adapt to the application’s allocation patterns.
2.2.1 Energy Efficiency for Java Memory Management

This section aims to overview what has been done in the field of saving energy for Java memory management. This overview will help to position the thesis in the general context.

The primary objective of this section is to address two research questions:
1. What are the existing techniques described in the literature for reducing the energy consumption of Java memory management?
2. What are the gaps or unexplored areas in this domain?

These research questions aim to identify and analyze various techniques that could be further explored and investigated, filling existing gaps in knowledge.

The search for candidate papers was conducted in the IEEE Digital Library, ScienceDirect, the digital library of the ACM, and Scopus using the search string — energy AND java AND ( "memory manag*" OR "garbage collect*" ).

The search string includes relevant terms and was formulated to identify a wide selection of candidate publications.

After the primary selection of candidate papers by applying the search strings to the digital libraries, duplicates were removed and the candidate publications were first analyzed by inspecting the titles then filtered based on a set of eligibility criteria to construct a final selection of relevant studies.

Papers were selected based on the following inclusion criteria: studies that (1) suggest a technique for reducing energy consumption and (2) focus on the memory management aspect of Java. Exclusion criteria were any of the following: (1) publications that were not original research papers (e.g., index, abstract, or poster); (2) studies that did not focus on memory management optimizations for energy efficiency; (3) studies that did not use Java for the empirical evaluation.

A total of 130 candidate publications were identified; however, only 32 studies met the eligibility criteria and were included in the final selection in this section; 15 were published from 2011 to 2021, and 17 were published before that. Many of the excluded papers are discussed in the next chapter, in which we discuss energy efficiency in a broader context. The chosen studies focused on diverse application domains, including embedded systems, Java for Android, and general-purpose systems. Furthermore, these studies can be categorized based on the stack level where the solutions were implemented, distinguishing between hardware-level and software-level solutions table 2.1.

**Embedded Systems**

In early 2000, energy efficiency research focused on embedded systems and mobile devices. The most prominent GC type was stop-the-world. This era laid the foundation for exploring energy consumption in Java programs, with particular attention to GC, as evidenced by pioneering studies such as Vijaykrishnan et al. [134]. Their findings shed light on the inherent challenges of GC, notably its tendency to exhibit poor data locality due to the traversal of
non-contiguous data structures within the heap. Consequently, its energy consumption attributed to data accesses surpasses that attributed to instruction accesses. A subsequent study by Velasco et al. [130] extended this analysis by comparing various GC algorithms commonly used at the time: the classic mark-and-sweep algorithm [69]; copying compacting semi-space collection, \textit{i.e.}, using half of the memory which is copied and compacted into the other half when full [114, 112]; one generational hybrid and one non-generational hybrid of copying compacting semi-space collection in the young generation and mark-and-sweep in the old generation [84, 29, 47]; generational collectors using copying compacting semi-space collection in both young and old generations [148].

A key observation from work by Velasco et al. is that in scenarios where benchmarks allocate primarily large objects, the percentage of energy used during the collection phase ranges from 25% to 50% of the total JVM energy consumption. Comparing hybrid GCs (use both copying and mark-and-sweep) to pure copying GCs (use only copying), they found that hybrid GCs consume up to 40% less energy during garbage collections, despite applications consuming less energy when using only copying. As a result, hybrid GCs achieve an energy reduction of 5% compared to pure copying GCs. The study also identified the most energy-efficient collector as a hybrid of copying and mark-and-sweep [29, 47]. Furthermore, variations in energy consumption between GCs can be influenced significantly by the memory hierarchy, \textit{e.g.}, L1 associativity, with differences of up to 50% observed in the collection phase and an additional 20% variation in energy consumption during the mutator phase. Consequently, the overall variation in energy consumption can reach up to 40%. All of this indicates that GC can consume a significant portion of total energy, which undoubtedly inspired further research on GC energy efficiency.

A prevalent technique in embedded systems for minimizing energy consumption through memory management involves leveraging energy-efficient memory types, such as scratchpad memory (SPM), specifically for garbage collection instructions or metadata storage [132, 131], for frequently accessed long-lived objects [30] or for unmodified Java bytecode [93]. SPM is a type of on-chip memory manually managed by software rather than automatically

<table>
<thead>
<tr>
<th></th>
<th>Embedded/Android</th>
<th>General Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware</td>
<td>[23, 24, 26, 80, 66, 30, 93, 120, 131, 132, 122]</td>
<td>[116, 88, 109, 73]</td>
</tr>
<tr>
<td>Software</td>
<td>[22, 59, 130, 60, 144, 70, 100]</td>
<td>[20, 2, 96, 3, 137, 27]</td>
</tr>
<tr>
<td>Energy analysis</td>
<td>[134, 33, 122, 71]</td>
<td>[33]</td>
</tr>
</tbody>
</table>
managed by hardware like caches. It is known for offering lower access times and energy consumption compared to traditional cached memory, making it particularly beneficial for real-time and energy-efficient computing applications. Developers or compilers specify which data or code segments to store in SPM, enabling more predictable performance and efficient use of memory resources, especially in systems with limited power or processing capabilities. For example, Nguyen et al. [93] demonstrates a 21.8% reduction in energy consumption by placing unmodified Java bytecode to SPM, implemented entirely within a JVM instead of relying on compiler support.

Non-volatile memory (NVM) is another special memory type widely used in embedded and general-purpose computers. NVM retains data without power, contrasting with volatile memory like RAM, which loses data when powered off. While using NVM in Big Data systems or critical embedded systems makes sense for data preservation, it is also challenging due to its higher access latency and lower bandwidth than DRAM. For instance, NVM read latency is about 2–4 times longer than DRAM, and its bandwidth is roughly 1/8 to 1/3 of DRAM’s, posing significant performance implications. Thus, making GC aware of NVM in addition to DRAM is crucial [137, 27]. In addition, GC generates many extra writes to NVM when NVM has limited write endurance, and writes are expensive operations in terms of both time and energy. Thus, Pan et al. [100] proposed various techniques to reduce the number of writes. For example, instead of physically moving objects during GC, live objects can be remapped, meaning dynamically reassigning addresses from one location to another without needing to rewrite the data. Akram et al. [3] also tried to tackle the issue of extensive writing to NVM. By modifying a GC, they improved the algorithm for placing highly mutated objects in DRAM and read-mostly objects in NVM.

Alternatively, instead of using special types of memory, developers may opt to utilize a portion of on-chip memory as local memory for similar efficiency-enhancing purposes [80]. This approach involves implementing the object allocation strategy using an annotation-based method, effectively reducing memory system energy consumption by up to 39%. Annotations are inserted into the bytecodes, allowing exploitation by the JVM implementation to facilitate allocations in the local memory.

Another approach involves leveraging lower power modes of memory, such as shutting off SDRAM banks [24, 23, 131] or cache lines, particularly when they are not actively storing live objects [26, 144]. For instance, a study by Chen et al. [26] highlighted that a significant portion of leakage energy is squandered on retaining objects beyond their last usage. Unlike dynamic energy consumption, which depends on component access, static power, including leakage energy, is consumed regardless of access frequency. To mitigate leakage, one approach involves completely gating the supply voltage of cache lines. However, this action results in the loss of data stored in the affected cache lines. The researchers implemented three strategies to address
this: first, they switched off cache lines with collected garbage. Second, they utilized escape analysis to identify method-local objects and switched off corresponding cache lines upon method completion. Third, they pinpointed the last use of an object by identifying the instruction preceding its disposal, allowing for immediate cache line deactivation. Lastly, they focused on objects with extended intervals between successive accesses, turning off cache lines containing such objects. By combining these methods, they achieved a notable 21% reduction in data cache leakage energy. Chen et al. [23] advocated for a more frequent invocation of GC based on the dynamic runtime behavior of applications. This approach aimed to promptly identify and dispose of garbage, allowing for a more aggressive power supply shutdown of memory banks. Their research demonstrated a noteworthy reduction of 28.4% in average heap energy consumption due to this technique.

Another trend of the time for energy reduction was adaptive micro architectures where resources can be dynamically tuned to match program runtime requirements [4, 50, 107]. One feature of adaptive microarchitecture can be selective cache ways. It allows disabling a subset of the ways in a set associative cache during periods of modest cache activity, while the full cache may remain operational for more cache-intensive periods [4]. Hu and John [66] explored the impact of GC on such a system. They concluded that GC benefits from simple cores with small caches. The results were later supported and utilized by Cao et al. [20], who used heterogeneous general-purpose architectures composed of simple in-order cores and complex out-of-order cores (see section 2.2.1 for details.)

Software

So far, we have explored strategies to use less energy by adjusting an environment (using special memory or architecture) rather than changing GC algorithms. Efforts to discover more energy-efficient memory management algorithms are also prevalent.

For instance, Chen et al. [22] explored the energy impact of compressing memory in embedded devices and concluded that it is an efficient technique even considering runtime overheads, leading to approx. 20.9% energy reduction on average. Griffin et al. [59, 60] updated a classical Mark-Sweep-Compact algorithm with deferred limited-field reference counting introduced by Deutsch and Bobrow [41] (see section 2.1). The proposed scheme was implemented into Sun KVM[121] and showed to reduce power consumption by as much as 27% compared to the default Sun KVM. The K Virtual Machine (KVM) originates from the JVM specification and is tailored for compact devices possessing 128K to 256K of memory. Its primary focus is on minimizing memory usage, hence the 'K' in KVM symbolizing kilobytes, highlighting its operation within kilobytes of memory rather than megabytes.
Olson et al. [96] extended the HotSpot VM to divide the application’s heap into separate regions for objects with different (expected) usage patterns, such as hot and cold. Then, this information is communicated to the operating system, which uses it to map the logical application pages to the appropriate DRAM modules according to user-defined provisioning goals. The idea is that hot and cold objects if co-located, can use similar power states. This technique achieves a best-case total energy reduction of 8.8%. Hussein et al. [71] explored the effects of generational garbage collection and concurrency policies on Android devices’ energy consumption and application performance. They drew multiple conclusions, e.g., that increased throughput (larger heap) does not always correspond to better energy consumption. This is because GC work is memory-bound and, therefore, limited by the memory access speed. Thus, choosing a higher CPU frequency to perform the work does not necessarily improve throughput; a lower frequency can get the same work done in the same amount of time at lower energy.

**Hardware**

In this section, we delve into a spectrum of hardware-based strategies tailored to enhance the energy efficiency of Java memory management. Ranging from hardware-level optimizations within existing architectures to dynamic voltage and frequency scaling and leveraging heterogeneous computing paradigms, these approaches offer diverse avenues for improving the efficiency of Java runtime environments.

As the exploration of Java’s energy efficiency expanded to encompass high-performance systems, researchers, such as Contreras and Martonosi [33], devised methodologies tailored to real-world hardware environments. Their work established a methodology for rigorous energy measurements using specialized equipment like the DBPX255 development board [35]. However, with the evolution of hardware-integrated solutions, our approach diverges from traditional methodologies. The emergence of novel techniques directly integrated into existing hardware simplifies energy analysis and enhances accessibility, rendering previous methodologies obsolete.

Sun and Zhang [120] delve into three hardware-based code caching strategies to accelerate the writing and reading speed of dynamically generated code while consuming less energy than conventional JVMs. Unlike traditional JVMs, which typically write binary code into the data cache and then load it into the instruction cache through the shared L2 cache or memory—inefficient in both time and energy consumption—directly writing code into the instruction cache can significantly boost the performance of various Java applications. On average, these enhancements amount to a 9.6% improvement, with potential gains peaking at 42.9%. Moreover, this approach can achieve an average reduction of 6% in the overall energy dissipation of these Java programs. Reducing memory traffic was also explored by Sartor et al. [116]. In
their work, they reduced DRAM traffic by 59% and thus total DRAM energy by 14% by creating a hardware-software solution to communicate to hardware the information about dirty cache lines with dead objects after garbage collection to reduce the number of write-backs. Rodchenko et al. [109] reduced energy in memory hierarchy by proposing a software-hardware co-design to efficiently handle type information in objects. The focus is on using tagged pointers in 64-bit architectures to eliminate the need for storing a pointer to type information within each object. Instead, it proposes hardware extensions for efficient type information retrieval and compression-decompression of tagged object pointers. This technique was shown to reduce dynamic DRAM energy up to 50%.

Tang and Liu [122] studied the correlation between energy and heap size. The results show that with a very small heap/memory, GC would occur often, leading to massive CPU activities and energy inefficiency. On the other hand, with a large heap/memory, although GC frequency and, consequently, CPU cost are reduced, memory cost increases. For example, they compared 3 different heap sizes: 30Kb, 50Kb and 70Kb. While the CPU energy reduces from 38% to 30% with increased memory, in 70Kb heap size configuration, memory costs as much as 38% total energy consumption. To mitigate this, the authors recommend using a hardware accelerator [124, 123] to decrease GC overhead, providing at least 20% total energy reduction.

In the context of accelerators, Maas et al. [88] proposed a versatile hardware GC accelerator compatible with both stop-the-world and pause-free collectors. Their prototype performs the mark phase of a tracing GC at 4.2× the performance of an in-order CPU, and the estimated energy improvement is 14.5%. Jang et al. [73] create the first 3D stacked memory-based hardware accelerator. 3D stacked memory refers to a type of memory architecture where multiple layers of DRAM chips are vertically stacked on top of each other and interconnected using through-silicon vias [77]. This type of memory enables efficient processing on near-memory logic and provides ample memory bandwidth, which is so crucial for GC work and is often limited by memory bandwidth as claimed by Jang et al. [73].

Dynamic Voltage/Frequency Scaling (DVFS) could be done in addition to other methods described above. DFVS creates energy-efficient modes by lowering the voltage and frequency. Since GC is a canonical example of the memory-bound workload that best responds to such scaling, Hussein et al. [70] explores the impact of frequency scaling for GC in a real mobile device running Android’s Dalvik VM, which uses a concurrent collector. They can reduce power significantly by controlling the frequency of the core on which the concurrent collector thread runs. Running established multi-threaded benchmarks shows that total processor energy can be reduced up to 30%, with end-to-end performance loss of at most 10%.

Like DVFS, heterogeneous architectures with energy-efficient and performance cores, aka AMPs, can take advantage of running GC at a lower fre-
quency on more energy-efficient cores. Cao et al. [20] explored the energy impacts of running mostly concurrent GC on small energy-efficient cores. This study concluded that in terms of energy efficiency, GC threads are best suited for small clocked-down in-order cores as they are bound to wait for memory most of the time (see also work by Maas et al. [88]). On the other hand, when GC is on a critical path, which happens during stop-the-world pauses or critical sections, GC would benefit from boosting its priority as showcased by Akram et al. [2].

In this review (table 2.1), we classified the papers into distinct categories based on their focus areas: Embedded Systems and Android vs. General Purpose, and their approaches: Hardware Support vs. Software Solutions. This classification provides an overview of the current research landscape in energy-efficient memory management in Java. Further analysis, especially within the Software Solutions for general-purpose applications, reveals a gap:

**Knowledge Gap.** *Current research lacks systematic studies on energy for fully concurrent GCs (see section 2.1).*

The gap sets a basis for this thesis.

### 2.2.2 Energy Efficiency Broad Perspective

Energy optimization can and should happen at the entire system stack, from application software and algorithms to programming languages, compilers, instruction sets, and microarchitectures to hardware design. This is because energy is consumed by the hardware performing computations, but the control over the computation ultimately lies within the applications running on the hardware [43].

This section provides a non-exhaustive list of techniques for energy efficiency at different levels of the system stack to indicate possible angles for examining the energy efficiency problem. The papers are divided into the following categories: hardware, compilers, OS, runtimes, programming languages, and development frameworks. Most of the papers included in this section are byproducts of the literature review described in the previous section.

#### Hardware

Hardware optimizations for energy have a rich spectrum and grand possibilities. This section gives examples of the following optimization techniques:

- Specialized hardware and accelerators [10, 74, 102, 28, 79].
- Optimizing memory transfers [118, 110, 62].

**Specialized Hardware and Accelerators** Energy efficiency can be increased using an architecture that is well-suited for an application.
Beck et al. [10] examine Java processors’ performance and energy efficiency compared to RISC ones, particularly in embedded systems. A Java processor is a type of microprocessor designed to execute Java bytecode directly from the hardware without requiring a JVM. This approach leads to fewer memory accesses and cache misses, especially in instruction memory, thereby reducing energy consumption by up to around 80% for instruction memory.

Similarly, the DianNao neural network accelerator demonstrates considerable advancements in energy efficiency for on-device deep neural network processing. Chen et al. [28] detail an experimental setup where the DianNao architecture achieves a remarkable reduction in energy consumption compared to conventional SIMD and GPU configurations. Specifically, DianNao utilizes a specialized architecture with 256 16-bit truncated multipliers and adder trees that operate every cycle, facilitating a throughput of 496 fixed-point operations per cycle at a frequency of 0.98GHz. This design allows DianNao to consume 21.08 times less energy than SIMD, largely due to its efficient handling of computations and memory accesses. The energy savings are attributed to the use of compact, custom storage closely integrated with the computational units, significantly minimizing the energy costs associated with memory access.

Building upon the concept of specialized architectures for enhanced energy efficiency, the MAHA (Memory Architecture for Hierarchical Access) framework introduces a novel approach by integrating in-memory computing within NAND Flash storage. NAND memory storage is a type of non-volatile flash memory, meaning it can retain data without needing a continuous power supply. It is a popular form of storage for a wide range of electronic devices, including smartphones, SSDs (solid-state drives), USB flash drives, and memory cards. Paul et al. [102] describe an architecture that reconfigures the conventional NAND Flash memory into a computational powerhouse by organizing it into Memory Logic Blocks, significantly reducing off-chip data transfer. The simulation results demonstrate that MAHA leads to substantial improvements in both energy efficiency and performance. Specifically, MAHA achieves up to 91.2 times higher energy efficiency and a 75% reduction in execution time for data-intensive applications compared to a traditional CPU setup with separate memory and compute units.

Architectural support for inefficient but common operations can significantly improve energy efficiency. For example, Kim et al. [79] propose architectural enhancements for efficient execution of dynamic scripting languages like JavaScript and Lua on low-power, resource-constrained devices. The focus is on extending the ISA to include typed instructions that reduce the overhead of dynamic type checks, a common source of inefficiency in scripting languages. By embedding high-level type information within the ISA and performing type checks in hardware, this approach significantly reduces instruction count and memory footprint, leading to energy savings. The eval-
evaluation shows Typed Architectures improve the energy-delay product (EDP) by 19.3% for JavaScript and 16.5% for Lua, with a minimal area overhead of 1.6%, which is important in IoT devices.

Other common operations are object serialization and deserialization (S/D). Object serialization is the process of converting an object’s state into a format that can be stored or transmitted (e.g., into a byte stream or string format) and later reconstructed. Deserialization is the reverse process, where the byte stream or string is used to recreate the original object in memory. This is crucial for saving object states to a file, sending objects over a network between different components of a distributed system, or for other forms of object persistence and communication. Optimizing S/D operations is crucial for big data analytics frameworks where S/D operations can be a significant overhead. Jang et al. [74] introduce “Cereal,” a specialized hardware accelerator designed to improve the efficiency of object S/D operations. Cereal co-designs the serialization format with hardware architecture to exploit parallelism in the S/D process, delivering high throughput and efficient object packing to compress metadata. The evaluation demonstrates that Cereal significantly outperforms existing Java S/D libraries, offering up to $43.4 \times$ higher average S/D throughput and achieving considerable speedups and energy savings by up to $227.75 \times$ and $136.28 \times$ respectively in real-world Spark applications.

Memory One way to optimize energy at the hardware level is to reduce data transfers. For example, Singh et al. [118] introduce a time-based coherence framework for GPUs named Temporal Coherence (TC), which leverages synchronized counters in single-chip systems to develop a streamlined GPU coherence protocol. This approach eliminates all coherence traffic and protocol races by enabling coherence transitions, like invalidation of cache blocks, to happen synchronously. The implementation of TC called TC-Weak significantly improves the performance of GPU applications with inter-workgroup communication by 85% over disabling the non-coherent L1 caches in the baseline GPU and reduces interconnect energy usage by up to 40% across different communication patterns.

Ros and Kaxiras [110] introduces Racer, a protocol designed to simplify coherence in multicore systems. Racer is particularly effective for the Total Store Order (TSO) memory model, common in x86 processors, and it operates without needing explicit software annotations for synchronization. This approach offers a 26.4% improvement in energy consumption over traditional directory-based protocols by dynamically detecting read-after-write (RAW) races. When such a race is detected, Racer triggers self-invalidation of the affected cache lines, ensuring that memory reads always fetch the most up-to-date data. When a RAW situation is detected in a directory-based protocol, the directory maintains a record of which cores have a copy of the data. If a core tries to read data that another core has recently written, the directory ensures the reading core gets the updated value. This might involve invalidating the
old copy in the reading core’s cache and providing it with the new data from
the writing core or the main memory, ensuring coherence and consistency
across the system. Races’s approach eliminates the need for directory-based
coherence, reducing the complexity and thus energy.

Another way to reduce data transfers is to optimize prefetching. Traditional
aggressive prefetching methods often increase energy usage. Guo et al. [62]
examines the impact of various hardware prefetching techniques on energy
consumption and performance and introduces novel compiler and hardware
strategies that significantly mitigate this overhead. Through methods like
hardware-based filtering and compiler-assisted analysis, the study reduces
energy in the data memory system by up to 40% with only a minimal im-
 pact on speed. Hardware-based filtering is designed to reduce unnecessary
memory accesses. It uses Prefetch Filter Buffers (PFB), which are small hard-
ware units that track recently prefetched addresses. Before issuing a new
prefetch request, the system checks if the address is already in the PFB. If it
is, this indicates that the data is likely still in the cache or has been recently
requested, and the new prefetch request can be skipped, reducing redundant
operations. Hardware-based filtering also uses tag arrays to quickly deter-
mine if prefetched data already resides in the cache. If a prefetch request hits
this tag array, the prefetch can be canceled to avoid redundant data loading.

Compilers

Compilers can help to unlock energy-efficiency optimizations. For example,
Chen et al. [25] present a strategy for managing the code cache in memory-
constrained Java environments. The technique involves selective compilation
and intelligent replacement policies to manage the code cache effectively, pri-
oritizing methods based on their frequency and recency of use. This approach
minimizes the need for re-compilation and reduces energy consumption by
making better use of limited memory resources. The paper demonstrates that
their strategies can significantly reduce energy consumption compared to
both pure interpretation and traditional Least Recently Used (LRU) compila-
tion strategies without specifying exact percentages of energy reduction.

Jimborean et al. [75] introduce compiler techniques to automatically iden-
tify extended data-race-free (xDRF) regions in parallel programs. These re-
gions stretch across synchronization points, such as function calls and loop
back-edges, while preserving data-race-free semantics. xDRF regions can en-
hance parallel applications’ performance and energy efficiency by reducing
unnecessary synchronization and cache coherence traffic. By evaluating these
techniques within a dual-mode cache coherence protocol, they demonstrate
performance improvements of 6.8% and energy efficiency gains of 11.7% over
standard directory-based coherence protocols.
Operating Systems

Operating systems (OS) not only occupy a significant portion of all machine cycles but can also consume a dominant part of the total energy, especially in OS-intensive workloads. For instance, Li and John [83] reveal that high-performance and general-purpose microprocessors require sophisticated methodologies for real-time power estimation to offer dynamic and precise power management solutions. This is crucial as modern applications like database servers exercise the operating system significantly, leading to substantial power dissipation if not managed properly. The paper proposes enhanced power modeling techniques that integrate detailed instruction-level and routine-level power analysis, providing a more granular and accurate energy profile for operating systems.

Another way to achieve energy efficiency is to make the OS aware of special types of memory or hardware on which it is running. For example, Nakagawa and Oikawa [92] propose an operating system architecture that leverages NVM (see section 2.2.1 “Embedded Systems for details”) and AMPs (see section 2.2.1 “Hardware” for details) to reduce power consumption. The approach involves running the OS kernel in Java on a simpler core for efficiency while user programs run on more complex cores. This setup aims to utilize the low-power benefits of NVM for main memory and the flexible, energy-efficient processing capabilities of AMPs. The architecture anticipates energy savings by avoiding the constant refreshing required by DRAM and enabling more effective hibernation processes. The paper discusses a preliminary implementation and experimentation with this architecture but does not quantify the specific amount of energy reduction achieved.

Programming Languages

There are multiple ways to go about the energy consumption of programming languages:

- Choosing a more energy-efficient language [55, 105, 45, 18].
- Choosing more energy-efficient data structures [63, 103, 89, 94, 104, 106] or programming patterns [44].

The following sections go into depth for each of the mentioned methods.

More Energy Efficient Programming Languages

Different languages have different energy profiles, as shown, for instance, by Georgiou et al. [55]. Using data from Rosetta Code and focusing on popular languages, the study finds that compiled languages like C, C++, and Go are more energy-efficient than interpreted languages like JavaScript, PHP, and Ruby for the tasks tested. This is not surprising, given the nature of these languages.

Peters et al. [105] assess the effects of migrating Android apps from Java to Kotlin, focusing on runtime efficiency metrics such as CPU and memory usage, garbage collection, and energy consumption. The study analyzed 10 Android apps that fully transitioned to Kotlin and compared their Java and
Kotlin versions across several performance metrics. The findings reveal that while migrating to Kotlin statistically affects CPU usage, memory usage, and frame render times, the effect size is negligible. Essentially, the migration does not significantly impact the number of garbage collection calls, delayed frames, app size, or energy consumption. This suggests that developers can expect comparable runtime efficiency when migrating their Android apps to Kotlin, with minor variations in performance metrics that do not significantly affect the overall app behavior or user experience.

Ertel et al. [45] present a new programming model and framework, Ohua, that leverages dataflow programming concepts to design scalable concurrent applications. Ohua combines object-oriented and functional programming using Java for stateful function implementation and Clojure for implicitly expressing algorithms and deriving dataflow graphs. The evaluation showcases Ohua’s scalability by comparing a simple web server developed with Ohua to the highly optimized Jetty web server, demonstrating improved energy efficiency.

Canino and Liu [18] introduce ENT, a novel programming language designed to facilitate energy-efficient programming. ENT combines proactive and adaptive energy management at the application level by characterizing program fragments with modes that reflect their energy behavior. These modes can be statically assigned or determined dynamically at runtime, depending on the program’s state, configuration settings, and external factors like battery levels or CPU temperatures. This approach unifies proactiveness and adaptiveness under a mixed type system, blending static and dynamic typing to regulate interactions between program components and potentially expose energy bugs through compile-time or run-time errors. ENT has been implemented as an extension to Java. The authors also present FJP (Featherweight Java-like Predication) [19], a minimal calculus incorporating energy prediction into programming language abstractions. The main technique explored is dynamic and partial energy consumption prediction, which shifts away from attempting to fully and statically predict a program’s energy use. FJP allows programmers to annotate parts of the code to specify where energy consumption should be recorded or predicted. Then, the framework calculates the share of energy consumption by each thread based on its activity, measured in OS time units called “jiffies.”

**Energy Analysis of Data Structures** Different collection classes, data structures, and constructs have different energy profiles within the same language. Hasan et al. [63] discuss the energy consumption associated with operations on Java List, Map, and Set abstractions. They reveal significant differences in energy usage among different implementations of these data structures, depending on the operations performed. For example, array lists are more energy-efficient for insertions at the middle or end, while linked lists consume less energy for insertions at the start. Based on these findings, modi-
fying the collection classes used in six applications and libraries demonstrated that inappropriate choices could lead to up to $3 \times$ higher energy consumption than the most efficient option. Similar research was done by Pereira et al. [103]. However, they found that by selecting the most energy-efficient implementations based on their profile, an average energy savings of 6.2% could be achieved.

To facilitate finding the most energy-efficient collection class, multiple tools emerged, like SEEDS, as introduced by Manotas et al. [89], Stanley, developed by Pereira et al. [104], along with the tool from Pereira et al. [103]. There is also jBrainy developed by Couderc et al. [38], although it focuses more on performance and less directly on energy. To put these studies in perspective, Pereira et al. [104], e.g., showed energy savings between 2% and 17% and a reduction in execution time between 2% and 13%.

Pinto et al. [106] explore how different thread management constructs in Java affect energy consumption on multicore platforms. They focus on three main constructs: explicit threading, fixed-size thread pooling, and work stealing, and explore how variations in thread number, task division strategies, and data characteristics influence energy usage. The study found that for I/O-bound tasks, the explicit threading model tends to be more energy-efficient, while for highly parallel tasks, the work-stealing model often shows better energy efficiency.

**Anti-patterns** At a higher level of abstraction, El-Dahshan et al. [44] focus on software engineering. They look at identifying and correcting software design flaws, known as anti-patterns, in mobile applications using reverse engineering and UML modeling. The study compares nine UML tools to find the best for reverse and forward engineering capable of detecting anti-patterns. They propose and apply a method to 29 mobile apps, identifying and correcting ten specific anti-patterns 749 times across the apps. Even though the paper does not provide direct energy measurements, empirical studies have assessed that the anti-patterns harm energy efficiency [91].

**Runtimes**

Runtimes, or execution environments, play a pivotal role in shaping the energy efficiency of software systems. These dynamic platforms execute applications, manage system resources, and provide essential services to ensure smooth program execution. Understanding the energy dynamics within runtimes is crucial for optimizing overall system energy consumption.

**Energy of Runtimes** Ouriani et al. [99] examine the energy efficiency of various JVM distributions and configurations. They found significant variations in energy consumption among different JVMs, noting that some configurations can lead to up to 100% more energy usage. The study introduces J-Referral, an open-source tool that recommends the most energy-efficient JVM distribution and configuration for Java applications.
Badea et al. [9] improved the efficiency of the JVM on embedded systems by using “superoperators.” Superoperators bundle frequently executed bytecode sequences into optimized, single bytecode instructions. This approach minimizes the overhead of bytecode fetching, decoding, and executing individual instructions, significantly reducing memory accesses and computational steps. Consequently, it leads to considerable energy savings, especially beneficial for resource-constrained embedded systems. The study demonstrates energy savings between 40% to 60% for processor and DRAM combined.

Liu et al. [86] have another approach to improving the energy efficiency of JVM. They propose method-grained DVFS, where the JVM is augmented to profile the energy consumption of hot, aka frequently executed, methods at different CPU frequencies and then optimize their execution by selecting the most energy-efficient frequency for each method. This technique allows for a 14.9% reduction in energy usage compared to the built-in power management features of Linux.

**Runtime Energy Support and Tools** Multiple tools and extensions allow for optimizing the energy consumption of runtime environments like the JVM. For example, Babakol et al. [7] introduce Chappie, a runtime system for Java applications that produces an energy footprint, detailing the relative energy consumption of application logical units, such as methods, classes, and packages within an application. It operates by periodically sampling both the JVM’s call stacks and the system’s raw energy readings. These samples are then used to distribute energy consumption data among all active methods and provide an energy footprint of the application. This design allows Chappie to run concurrently with the application, requiring no modifications to the application code, JDK, JVM, OS, or hardware. Zhu et al. [147] introduce the Eco Java extension — a programming model designed for energy-aware and temperature-aware applications. It means that Eco allows programs to adjust their behavior based on energy or temperature budgets to avoid deficits (battery drain or CPU overheating) and surpluses (underutilized energy resources). If a program in Eco does not fit into the specified budget, it switches to a different implementation, which is defined by developers to provide alternative application behaviors that achieve the same goals but with different energy or thermal footprints. However, deploying energy-aware applications in shared environments, such as cloud computing, presents the challenge of accurately attributing energy consumption to individual applications at a high resolution. Babakol et al. [8] addresses this issue with Eflect, the first application software framework designed for energy reflection in shared settings. Eflect employs energy virtualization, utilizing OS time (measured in “jiffies”) to gauge the activity level of each thread. The principle is straightforward: the longer a thread runs, the more energy it consumes. Within an “energy domain”—a group of CPU cores with identical power settings—Eflect assumes uniformity in voltage and frequency across all cores due to DVFS. This as-
sumption allows for the consistent application of power metrics across these cores. Eflect calculates the share of energy each thread uses in an energy domain based on its proportion of activity within that domain.

Rua et al. [111] introduce the GreenSource infrastructure and the AnaDroid tool. The work focuses on energy efficiency in Android app development by analyzing and executing open-source Android apps to gather energy consumption data. The goal is to provide developers and researchers with a dataset for studying energy-efficient software development. The infrastructure combines a collection of Android applications, a benchmarking framework, and a repository of metrics obtained from application execution, aiming to characterize energy consumption in the Android ecosystem.

**Development Frameworks**

Even a development framework makes a difference in energy through the abstraction layers it introduces. These frameworks might employ different programming languages, runtime environments, and compilation strategies that can impact how efficiently code is executed on hardware. The framework’s choice influences how code is compiled into the binary, potentially introducing overhead regarding memory usage, CPU cycles, and energy consumption due to differences in how efficiently they manage resources, execute parallel tasks, and interact with the device’s native APIs. Oliveira et al. [95] assess the energy, CPU, and memory usage of mobile apps developed using three popular frameworks: Flutter, React Native, and Ionic, compared to native Java implementations. They found that while cross-platform and hybrid frameworks can offer competitive performance for CPU-intensive tasks, with some reducing energy consumption by up to 81% and execution time by up to 83%, the overhead varies significantly across different types of applications. Flutter often showed the least overhead, while React Native generally had the highest, particularly in benchmarks. However, React Native was notably efficient in an app scenario involving continuous image animation, using the least CPU and energy by leveraging native libraries.

As we delve deeper into the realm of development tools and frameworks, it becomes increasingly evident that they play a pivotal role in shaping the energy footprint of software systems. Without these tools, achieving optimal energy efficiency would be a formidable challenge. For example, to improve embedded system development cycles, Silva et al. [117] outline the SIMPLE framework. It emphasizes the development and testing of applications and hardware components interconnected by a network-on-chip. SIMPLE supports multithreaded real-time Java applications adhering to the Real-Time Specification for Java and facilitates performance, power, and energy evaluation.

Another example of a helper tool for development is XTREM [34], a power-simulation tool tailored for the Intel XScale microarchitecture. XTREM shows
an average performance error of only 6.5% and a power error of 4%. The paper uses XTREM to analyze the energy consumption of Java CDC and CLDC applications, discovering that up to 35% of the total energy consumption is dedicated to VM support functions.

2.2.3 Concluding Remarks

In conclusion, optimizing for energy efficiency in computing necessitates a holistic and interdisciplinary approach. The diverse range of techniques explored in the previous section, spanning from hardware advancements to high-level programming languages and development frameworks, highlights the multifaceted nature of the energy efficiency challenge, which must be addressed across all layers of the system stack. Researchers and practitioners can uncover synergies and forge more impactful solutions by tackling energy consumption from various perspectives.

This thesis is an example of such an interdisciplinary approach, bridging the realms of programming languages with a focus on memory management and runtime environments, operating systems with their scheduling policies, and energy-efficient hardware. By integrating insights from these diverse disciplines, we have been able to deepen our understanding of what optimization may or may not work in the realm of high-level dynamic languages.

One important aspect to consider is the anticipated level of energy reduction achievable through our efforts. At a broad level, it’s evident that hardware-based optimizations often yield substantial energy savings, frequently exceeding a 10x improvement. While these numbers are undoubtedly appealing, integrating such solutions into mainstream hardware poses significant challenges. One obstacle is that many hardware optimizations target specific applications, limiting their profitability on a broader scale. Consequently, these solutions often remain confined to the ad-hoc realm, where companies develop custom accelerators tailored to their needs.

On the other hand, software-based optimizations typically result in more modest energy reductions, typically around 10% better. However, they offer advantages in terms of implementation feasibility, as they don’t necessitate the establishment of new hardware manufacturing processes. Furthermore, the benefits can propagate across all software instances utilizing the optimized environment depending on the approach, such as compiler or runtime optimizations. As highlighted in chapter 1, even a 1% reduction in energy consumption within the JVM runtime environment holds significant weight, given Java’s widespread usage as one of the most popular programming languages globally, with billions of instances in operation. So basically, existing Java users can immediately benefit from the optimizations without additional effort or workflow changes.
In the subsequent section, we will present the methodologies employed in conducting our interdisciplinary study, describing approaches and techniques that have enabled us to study energy efficiency in runtime environments.
3. Methods

In this chapter, we lay the groundwork for our experiments by introducing the benchmarks we used, outlining our methodology for measuring energy consumption and detailing the techniques employed to modify GC configurations. This chapter will aid in reasoning about experiments conducted in the subsequent chapter, where we discuss our research findings and their implications.

3.1 Software and Runtime Environment

In this thesis, OpenJDK [36] serves as an experiment platform. OpenJDK is an implementation of the Java Platform, Standard Edition (Java SE). The use of OpenJDK is motivated by its status as a freely available open-source project and its extensive deployment in real-world applications. OpenJDK is distributed under the GNU General Public License [12] (GPL-2.0-only, GNU GPL, or simply GPL), a key license in the free software movement that grants users the freedom to run, study, share, and modify the software. This licensing model facilitates research opportunities, allowing one to communicate findings easily with the public.

According to the official Oracle website, Java SE is the most popular modern development platform globally, with millions of developers operating over 60 billion JVMs worldwide [37]. Since OpenJDK is an open-source implementation of the Java SE specification, it’s reasonable to assume that many of the JVMs mentioned could be running on OpenJDK. Consequently, even marginal enhancements in energy efficiency within this platform can translate into substantial global environmental benefits. Our use of OpenJDK, therefore, aligns with both a pragmatic approach to software development and a commitment to broad-scale impact, leveraging the platform’s ubiquity to maximize the potential reach and significance of our research outcomes.

3.2 Java Benchmarks

To the best of our knowledge, there is currently no established standard benchmark within the community for measuring the energy consumption of Java server workloads. Consequently, we have conducted our measurements across multiple sets of benchmarks (BMs) to ensure a comprehensive
assessment covering a wide spectrum of real-world applications and providing representative energy measurements.

Specifically, we have employed the following benchmark suites in our study: DaCapo [14], Renaissance [108], Hazelcast [54], and Specjbb15 [127]. These benchmark suites have been categorized into two distinct groups: throughput and latency.

### 3.2.1 Throughput BMs

Throughput benchmarks are those whose primary performance metric is execution time without factoring in jitter or stalls. This category includes some programs within DaCapo and encompasses all programs in the Renaissance benchmark suite.

Renaissance and DaCapo are well-established benchmark suites. DaCapo comprises nineteen distinct applications (nine of which are latency benchmarks), each offering configurable parameters, such as the number of mutators, the size of input data, and the number of iterations. Depending on the purpose of each work, we excluded some of the benchmarks due to known bugs, unsupported Java versions, or low GC activity. Each paper explains and motivates benchmark selection in more detail.

Renaissance is a benchmark suite focusing on concurrent and object-oriented workloads designed to exercise different concurrency primitives within JVM. This extensive suite comprises twenty-five individual programs; however, we have excluded `db-shootout` and `neo4j-analytics` due to unsupported Java versions and `rx-scarbel` due to the absence of significant GC activity.

### 3.2.2 Latency Benchmarks

A benchmark is a latency benchmark if it explicitly gauges the response time of discrete events in an application. Examples of such benchmarks include Hazelcast and Specjbb15, as well as select benchmarks in the DaCapo suite.

The Specjbb15 benchmark defined a special metric, critical-jOPS, that denotes the rate at which incoming requests accumulate when an application’s latency exceeds predefined intervals (10ms, 25ms, 50ms, 75ms, and 100ms). An increase in latency leads to a decrease in critical-jOPS. The Hazelcast benchmark uses another latency metric that measures the time interval from request initiation to successful completion; in this context, lower is better.

In November 2023, DaCapo was extended by two different latency metrics: “simple” and “metered.” For our evaluation, we have used the metered latency metric, which encompasses components such as request processing time, queuing delays, and GC [146]. The metered latency metric adjusts for the fact that both the producer of a request and the consumer of the same request run inside the same virtual machine. A pause, such as a GC pause, will,
therefore, affect not only the processing of requests but also the production of requests. Metered latency, therefore, adjusts the start times of tasks to fit a metered rate, even though they may have arrived late because a pause in the VM held them up.

SPECjbb2015 simulates the operations of an online store. Unlike throughput benchmarks, SPECjbb2015 does not employ a fixed workload; instead, it gradually increases the injection rate (IR) and the speed at which requests come into the store, thereby increasing the workload until it fully saturates the system. It is possible to run the benchmark with a fixed load (a fixed IR) and duration, although this configuration does not comply with the SPECjbb2015 guidelines and, therefore, does not yield any critical-jOPS and max-jOPS scores. However, external measuring tools are necessary since SPECjbb2015 does not produce energy measurements. When selecting a fixed IR, setting it below the maximum machine capacity is crucial to mirror real-world deployment conditions. To determine the appropriate level for a fixed workload, we relied on the max-jOPS parameter from the SPECjbb2015 compliant report, specifically without fixed IR, setting the fixed IR to 60%-80% of max-jOPS. The reason for choosing that range is because latency-sensitive workloads usually run on middle-range CPU loads, as we explain and demonstrate in Paper IV. Running on lower CPU loads wastes resources, while running on high CPU loads impacts latency negatively.

Hazelcast is a real-time stream processing system and functions as a pipeline for handling events that perform sliding window aggregation. Such aggregation is essential for tasks like noise removal (smoothing) in high-frequency data. We configured Hazelcast using parameters recommended in the benchmark guide [126]. Hazelcast operates with a fixed workload determined by its keyset size. The keyset size affects the allocation rate: the higher the keyset size, the higher the allocation rate. Thus, we can control the allocation rate of the benchmark through an input parameter.

We conducted experiments with varying IRs or keyset sizes whenever possible to capture a broader spectrum of behaviors.

3.3 Heap Size

As emphasized by Blackburn et al. [15], managed languages introduce an additional layer of flexibility in experimental evaluation, manifesting as a trade-off between space and time due to GC activity. In OpenJDK, this trade-off is exposed by a heap size parameter. Therefore, a comprehensive methodology would be incomplete without addressing the strategies for configuring heap sizes. Various methods can be employed for this purpose, and one common approach is to select a default heap size for an application e.g., approximately three times larger than the minimum heap size required to allow the application to execute to completion using Serial GC [82] or G1 [17]. While this is
standard practice, it remains uncertain whether such an approach accurately reflects the heap sizes developers choose for production systems. For instance, developers often opt for heap sizes that are powers of two [46], as observed in numerous GitHub projects.

The ideal heap size is contingent upon numerous factors, including allocation rate and the size of live objects, both of which change during execution. Consequently, it becomes important to experiment with multiple heap sizes to reproduce more execution scenarios. After grappling with the challenge of identifying a suitable heap size, we have developed a dynamic approach for automatically determining a heap size, which we explain in Paper II. In the dynamic approach, we refrain from setting a fixed heap size for the entire execution. Instead, we allow it to fluctuate by controlling GC frequency by setting the amount of CPU resources we want to spend on GC work. As the allocation rate and size of the live set naturally vary during runtime, the frequency of GC activity will also change. This is because the CPU resource allocation remains constant while the workload fluctuates. Therefore, the frequency of GC activity adjusts based on whether GC can effectively manage the application’s allocation rate. Rather than controlling GC frequency by statically setting a heap size, we choose to regulate it through CPU utilization while adjusting the heap size dynamically. In this manner, the application takes responsibility for selecting an appropriate heap size, while the user must determine the suitable amount of CPU resources for GC tasks. Although it still necessitates experimentation with various parameter values, the range is narrower — ranging from 0% to 100% instead of from 0MB to the maximum memory capacity of the machine.

3.4 Measuring Steady-State Performance

We use multiple techniques to ensure the stability and reliability of our results. To comprehend them, a reader must grasp two fundamental concepts: iterations and runs. Each run initiates a new instance of the JVM. Conducting multiple runs is crucial to mitigate inherent fluctuations in execution across different JVM instances. An iteration takes place within the same run. For short-running benchmarks, repeating iterations multiple times is essential to minimize the jitter induced by the Just-In-Time (JIT) compiler.

Our first technique involves determining the number of iterations per run for each benchmark to reach a steady state as suggested by Blackburn et al. [15]. These iterations are divided into two phases: a warm-up phase, comprising several initial iterations, and a measurement phase, consisting of the last five iterations, during which we collect data for analysis. The reason for considering the five last iterations is to account for variance in execution time within one JVM. We deem a state to be steady when the coefficient of variance in execution time remains below 0.05. For long-running benchmarks
like Hazelcast and SPECjbb2015, we assume that any initial jitter or variability is smooth throughout the benchmark run. Consequently, our analysis focuses on overall performance trends and measurements gathered throughout the run.

A cache flush operation is performed between each iteration to reset the states of the L1, L2, and L3 caches. This procedure ensures that each iteration starts with a pristine cache state, eliminating any residual data from previous iterations that might otherwise affect performance. This approach allows each iteration to commence with a clean slate, making it closer to an independent execution. It aims to eliminate noise attributed to the JVM while maintaining the integrity of each iteration.

To further enhance the reliability of our measurements, we run each benchmark a minimum of 10 times in separate JVM instances. This strategy mitigates the variance that can occur across different JVM instances, which could significantly impact performance.

Some additional JVM flags contribute to the stability of measurements. For instance, the DaCapo benchmarks trigger an explicit GC between each iteration. We disable these triggers, meaning the first GC of every iteration after the first may see some data from the previous iteration. In theory, explicit GCs achieve the same goal as cache flushes but also negatively affect internal behavior in the GCs themselves. ZGC incorporates built-in heuristics that enable it to discern patterns within long-running server applications, which is the typical deployment scenario for ZGC. By refraining from manually triggering GC, we allow ZGC heuristics to operate undisturbed.

For experiments where we set a maximum heap size, we set both initial (flag \(-Xms\)) and maximum heap size (flag \(-Xmx\)) to the same value. It minimizes fluctuations in the memory behavior of benchmarks. If set to different values, the benchmark starts with the set initial heap size value and then grows to the maximum heap size value if needed. However, memory expansion (committing memory) adds jitter to the execution, so we opt against it.

3.5 Measuring Energy Consumption

As energy consumption is the core of this thesis, we will briefly describe the energy measurement approach. We measured energy consumption using RAPL (Running Average Power Limit) [72], a feature supported by recent Intel systems. RAPL provides an interface to access machine-specific registers (MSRs) that estimate energy consumption across various system domains.

RAPL classifies energy consumption into four distinct categories:

- **PKG**: This category encompasses the entire package, including cores, shared caches, memory controllers, and optional uncore devices.
- **PP0**: Refers specifically to the cores themselves.
• **PP1**: Corresponds to the uncore devices, typically encompassing components such as GPUs.

• **DRAM**: Represents the memory subsystem.

Different architectures support different combinations of listed MSRs. Khan et al. [78] conducted a study on RAPL accuracy and concluded that RAPL readings are highly correlated with plug power, promisingly accurate enough, and have negligible performance overhead. Desrochers et al. [40] studied the accuracy of DRAM energy accuracy and concluded that the RAPL results match overall energy and power trends. Thus, we opted to use it in our experiments.

The impact of some energy optimizations can be difficult/impossible to measure. In Paper II, e.g., we introduced a new approach to setting up a Java runtime parameter. This approach does not require extensive profiling of an application, which reduces the energy cost of pre-deployment. This reduction depends on the energy cost of a single application run multiplied by the number of required runs, which can vary depending on the method used to set up the parameter. Although numerical estimations are not provided in this case, it is a positive impact that is also important to acknowledge.

### 3.6 Statistical Analysis

Statistical analysis empowers us to compare outcomes across different scenarios and determine if one is “better” in some aspects, such as energy efficiency. Given the inherent variability in data, directly comparing two datasets, each with its unique variance and distribution, is not straightforward. Such variability can obscure true differences or similarities between the groups under comparison. We need to use statistical tests to address this challenge and make informed conclusions about the comparative performance or characteristics of two populations. These tests are designed to evaluate a null hypothesis.

The null hypothesis is a fundamental concept in statistics and scientific research, serving as a default position suggesting no effect or difference between two or more groups [48]. It is a statement used as a starting point for statistical testing, aiming to either be rejected or not rejected based on the evidence from the data. The null hypothesis posits that any observed differences or relationships in the data occur by chance or are insignificant in the study context. For example, suppose you were studying the energy efficiency effect of rewriting a Java program from C++. In that case, the null hypothesis might state that there is no difference in energy efficiency between a program written in Java and the same program written in C++.

The alternative hypothesis, on the other hand, suggests that there is a significant effect or difference. The researcher aims to support this through data analysis. Continuing with the previous example, the alternative hypothe-
thesis would propose that there is a significant difference in energy efficiency between a program written in Java and the same program written in C++.

Statistical tests are used to evaluate the null hypothesis by determining the likelihood that the observed data would occur if the null hypothesis were true. If this likelihood (typically expressed through a p-value) is below a predetermined threshold (often 0.05 or 5% [32]), the null hypothesis is rejected in favor of the alternative hypothesis. Rejecting the null hypothesis suggests that the observed effect or difference is statistically significant and not likely due to chance.

It is important to note that failing to reject the null hypothesis does not prove it is true; it merely indicates that there is insufficient evidence to support the alternative hypothesis. The null hypothesis serves as a critical tool for ensuring that findings are not attributed to chance, thereby enhancing the reliability of scientific research.

As mentioned above, a data set has two attributes: variance and distribution. Variance measures the dispersion [42] or spread of data points around their mean (average) value. It quantifies how much the numbers in the dataset differ from each other and the mean. In other words, variance tells you the degree to which the data points are spread out or clustered around the mean. In general, we would like to have a smaller variance, which we achieve by improving the stability of experiments and consecutively precision of measurements as described in section 3.4. However, how can we test that two data sets have the same variance, which is required by the Student t-test [90]?

A distribution describes how dataset values are spread across different values. It shows the frequency of each value or range of values. There are multiple distribution types: normal, binomial, Poisson, uniform, and exponential.

When it comes to benchmarking for performance values, a common data distribution is a normal distribution, a.k.a. the Gaussian distribution. Its bell-shaped curve characterizes it. Its mean and standard deviation define it.

When we refer to statistical analysis in the papers, we mean that we used Welch’s t-test [139], Grubb’s outlier test [61], and Yuen’s t-test [145]. Welch’s and Yuen’s t-tests were used because we do not assume equal variances but can assume a normal data distribution. Grubb’s test identifies outliers, and Yuen’s test is used if present.
4. Research summary

This chapter explains how each paper contributes to the goal of improving Java’s energy efficiency.

4.1 Energy Consumption of Fully Concurrent GCs

As discussed in section 2.1, Java has automatic memory management, meaning it uses GC for memory allocation and deallocations. There exist multiple GC algorithms. However, as stated in section 2.2.1, fully concurrent GCs were overlooked from the energy perspective. Thus, the first goal of this thesis was to measure the energy consumption of fully concurrent GCs and compare it to other GC algorithms.

In Paper I, we measured the energy of programs using multiple GC algorithms in OpenJDK (see section 3.1). We studied all the algorithms available in OpenJDK: Serial, Parallel, CMS, G1, ZGC, and Shenandoah. These GCs have different properties, which makes them useful in different scenarios. For example, Parallel and G1 are commonly used to achieve high throughput, while ZGC and Shenandoah, both fully concurrent GCs, are used for low-latency scenarios.

GCs also have many parameters that can be configured manually. These parameters differ between collectors. For example, one can specify the number of threads used in Parallel GC, while one can specify the size factor between young and old generations in G1. The common parameter across all GCs is heap size — a crucial parameter that affects performance parameters, like throughput or latency [140] (see section 2.1). Too much or too little memory negatively impacts data locality or frequency of GC interruptions, which affects how much GC competes for CPU resources with mutators. Hence, selecting an optimal heap size is important, yet their reliability is not absolute despite available methods. So one of the gaudiness [15] is experimenting with multiple heap sizes to identify trends.

By running benchmarks with different GCs and their parameters, we wanted to know:

---

1Including algorithms outside OpenJDK would be possible in principle, but given the large differences in energy efficiency between programming languages and runtimes as discussed in section 2.2.2, it would be very difficult if not impossible to attribute changes to specific algorithms if we allowed language or runtime to vary.
1. Is there an energy benefit to changing a default GC?
2. What is the energy profile of fully concurrent GCs compared to other GCs?
3. What is the energy impact of different parameters?

To answer these questions, we experimented with four different sets of benchmarks (see section 3.2) following the best benchmarking practices (see section 3.4).

By using a “naive” brute-force approach to try all possible GCs and their configurations, including multiple Java versions, and then picking the best in terms of energy efficiency, we found that if there are no performance constraints, we could use up to 47% less energy than running OpenJDK with the default GC (G1) and the heap $3 \times$ more than memory required to run with Serial GC without OOM. If a 5% performance reduction is allowed, many GC configurations are excluded as they do not meet that bar. Still, switching from G1 to other collectors can reduce energy consumption by 40% compared to 47%. While comparing specific combinations with specific heap sizes under made-up performance thresholds is somewhat speculative, these results clearly demonstrate that the choice of GC can significantly impact the application’s energy consumption and that relying on the default GC in OpenJDK is not always the best solution for sustainability.

The fully concurrent GCs ZGC and Shenandoah were the least energy-efficient GCs in OpenJDK in our measurements. We identified two reasons for that. First, we used single-generation versions of both collectors as the generational versions were unavailable then. This means that each GC cycle processed young and old generations, which is less efficient than separating the young and old heap and managing their memory with different frequencies. We took this into account, and for Paper II, III and IV, we used generational ZGC.

The second reason for the energy inefficiency of ZGC and Shenandoah is that concurrent GCs must carry out substantial work to synchronize worker threads with mutators. This is unnecessary in less concurrent GCs because mutators can be stopped when GC runs. For example, remapping all pointers in a GC cycle in ZGC requires atomic operations. This additional unavoidable work might suggest that fully concurrent GCs inherently can not be more energy-efficient than other GCs. However, we claim that full concurrency can also be exploited to benefit energy efficiency, which we will demonstrate in Paper III and IV.

To conclude, Paper I shows that fully concurrent GCs are the least energy-efficient GCs on OpenJDK. In Paper III and IV, we will explore techniques to improve the energy efficiency of those GCs, building proof-of-concepts on top of ZGC.
4.2 Improving Heap Sizing

Before we get into optimizing ZGC for energy efficiency, we will take a “detour” to address another issue that was apparent in Paper I, namely the problem of manually picking a maximum heap size or its impact on performance. There are multiple methods to set a heap size discussed in section 3.3, but neither of the approaches can be done without extensive profiling. There are various issues with this:

1. If a program needs to be run multiple times to set a parameter, then the energy cost of pre-deployment increases, especially if a program needs to run on multiple architectures, where a heap size needs to be set for each one.
2. Setting the heap size requires benchmarking with a representative load on a representative machine. As this is a complicated task, the risk of making mistakes increases, meaning not achieving desired performance goals. Running a program in a suboptimal way has an implicit energy penalty, like paying the extra runtime cost if the program runs slower than it could have.
3. At the same time, the connection between heap size and energy is not straightforward and needs to be made more transparent to programmers. Smaller heap sizes will reduce the DRAM energy required, increasing CPU energy as more GC needs to be performed. The trade-offs between the two are not obvious because, as discussed above, changing heap size also affects performance, affecting CPU energy.
4. Last but not least, the current way of setting a heap size for the whole program may not be optimal for all program phases if different phases exhibit different behavior. The heap size is currently set to accommodate the phase with the highest allocation rate. Otherwise, a program will crash with an OOM error or perform poorly. Dynamically adjusting heap size depending on the current requirements of a program seems sensible. As we discussed before, too much memory can negatively affect performance.

Because of these reasons, a parameter as critical as heap size should be intuitive to set without profiling; the values should have a transparent connection with performance and energy outcomes and dynamically adjust for the program’s current memory requirements.

There are multiple approaches outside of OpenJDK to adjust heap size dynamically, for example, used in Immix and .NET. Immix [13] is a stop-the-world GC that resizes the heap by allocating additional memory blocks if necessary during GC pauses. Otherwise, Immix triggers a GC cycle to reclaim unused memory when free memory drops below a threshold. .NET [138] allows objects to be pinned, meaning that these objects can not change their location. While pinning is useful for interoperability with unmanaged code, it challenges the GC, especially when adjusting the heap size. To mitigate
the challenges posed by object pinning and memory fragmentation, .NET offers a ConserveMemory API for interacting with the GC programmatically. This API allows applications to opt for a mode where memory conservation is prioritized, albeit at potential costs. Activating this setting can lead to more frequent GC cycles and possibly longer pause times during these collections. Frequent GCs can affect application performance but are used here as a strategy to manage memory more efficiently in constrained environments. ZGC does not have object pinning, therefore adjusting heap size can be done without extra complexity connected to it.

Paper II describes a new dynamic approach to setting a heap size at runtime that we propose. The main insight is that memory and GC CPU utilization (CPU resources required to perform GC) have an inverse correlation. To understand it, let us first consider the correlation between memory and the frequency of GC. GC can run less frequently if more memory is available. And conversely, less memory leads to more frequent GC. In the original approach, the heap size parameter controls the frequency of GC by setting the memory. Memory is static, but the GC frequency is dynamic depending on the dynamic metrics of an application, like allocation rate.

GC frequency has a direct correlation with CPU resources required to execute GC. More frequent GCs require more CPU. Thus, memory and CPU utilization are connected through GC frequency. If previously, the GC frequency was controlled by memory, we propose to use CPU utilization as a proxy for the allocation rate, which controls the GC frequency. This shift in perspective allows for multiple benefits. First, GC CPU utilization has a fixed range of values from 0% (no CPU resources to GC) to 100% (GC gets as much CPU time as a program). This range is smaller than an application’s possible memory range, making it easier to choose a value that is not too much off and to pick a sensible default value. The GC CPU utilization parameter is a proxy for allocation rate across architectures, ensuring that the GC will allocate the same requested portion, for instance, 10% of available cores, regardless of the underlying architecture. It is not the same with memory, where 25% of RAM (default ZGC value) might not be enough on one machine and too big on another.

All of the above, although very valuable, does not address the problem of transparency between parameter values and performance and energy goals. To address it, we conducted experiments on a range of throughput and latency-oriented benchmarks to see if there is a connection between certain GC CPU utilization values and common optimization goals (execution time, memory usage, and energy). We experimented with 5%, 10%, 15%, and 20% GC CPU utilization rates. The rates higher than 20% seem counterproductive for achieving low latency because we want to avoid GC competing with mutators for CPU resources, but nothing prevents a user from trying a wider range.

We observed that higher GC CPU utilization rates tend to lead to less memory usage as GC executes frequently to free up memory (as one would expect).
Execution time and energy have similar trends; they were the lowest in a range between 10 and 15%. The technique does not seem to have a negative impact on latency, which is crucial for concurrent GCs, and setting a parameter wrong will not result in an OOM error if an application fits in 90% of the RAM of the entire machine. Compared to manually setting heap size for the entire application, we could observe improvements in performance and energy, probably due to the dynamically changing memory, as discussed at the beginning of this section.

Overall, Paper II shows that energy reduction goals can be aligned with other important aspects of the deployment process, like making it easier for a programmer to find a “good enough” value of runtime parameters. This approach has implicit impacts on energy, such as reduced energy cost of pre-deployment and reduced cost of running an application in a suboptimal mode due to wrongly set runtime parameters.

4.3 GC Scheduling for Energy Efficiency

At the intersection of runtime environments and operating systems, GC scheduling exemplifies how interdisciplinary research can boost energy efficiency. Here, we explore two techniques to improve energy efficiency and hardware utilization in server workloads: scheduling GC work on energy-efficient cores and scheduling GC on idle cores. In the following sections, we will explore how these approaches contribute to the goal of this thesis: improving the environmental sustainability of ICT by enhancing the energy efficiency of Java garbage collection.

4.3.1 Energy Impact of Scheduling GC on Energy-Efficient Cores

As discussed in Paper I, fully concurrent GCs pay extra costs for synchronization, which is hard to avoid. Therefore, fully concurrent GCs seem inherently less energy-efficient than stop-the-world GCs. However, we can utilize full-concurrency to reduce energy consumption. The main insight here is that fully concurrent GCs are not on a critical path of the application regarding latency because they rarely and only briefly stop mutators from running. This is not the case for stop-the-world collectors, as GC needs to run as fast as possible to restart the application threads during every pause. So, the insight can be reformulated as slowing down fully concurrent GCs should not affect application performance metrics. Of course, GC has an intricate connection to performance, so the trade-off between doing less GC work and performance loss needs to be explored.
Why do we want to slow down GC? To run at a reduced frequency, e.g., is a common technique to get energy reduction\cite{28}. In Paper III, we explored an alternative scheduling technique, namely running a GC on simple energy-efficient cores instead of more complex and more power-hungry cores in heterogeneous systems, to investigate if slowing down a fully concurrent collector can lead to energy reduction. Heterogeneous systems consist of several types of cores. For example, CPUs and GPUs or CPUs and FPGAs. In our case, we looked into the so-called big. LITTLE architecture. Some CPUs — called p-cores or performance cores — are complex, out-of-order cores with big caches, and some — called e-cores or energy efficiency cores — are small, out-of-order but with a shorter re-order buffer than on p-cores, with smaller cache sizes. The difference in features leads to energy consumption differences even if they run at the same frequency (in GHz). Simple energy-efficient cores are a good fit for GC because GC is memory-bound and has poor temporal and spatial locality, so it does not benefit from additional complexity for out-of-order execution and big caches.

Two main research questions in this context are: (1) can we reduce the energy consumption of the whole application by scheduling GC on e-cores instead of p-cores, and (2) can it be done without sacrificing performance metrics such as execution time and latency?

Our experiments showed that scheduling GC work on e-cores instead of p-cores overall can lead to $\approx 3\%$ energy reduction without performance and mean latency degradation on the system we used in our benchmarks. The overall energy reduction can increase to $5.3\% \pm 0.0225$ by tuning the number of e-cores. Importantly, a programmer does not need extra effort to get the energy benefit we demonstrated. It is achieved by running a program on a server with e-cores and using the automatic scheduling policy provided by (our modified) JVM.

Another interesting aspect of this study is that it is a semi-replication study. The basic principles were explored more than a decade ago. However, technology does not stand still, and some assumptions that were true in the past do not hold true any longer. For example, Cao et al. \cite{20} deliberately experimented with small heterogeneous systems because the assumption was that adding more big cores would not be feasible in the future because of power or energy constraints. Modern heterogeneous designs are bigger than previously anticipated. In addition, fully concurrent GCs were not available a decade ago, while ZGC is a production GC today. Testing old hypotheses in a modern context holds value for the scientific community. Our findings differed from those reported by Cao et al. \cite{20}, who observed an 11% energy efficiency improvement. We achieved a 3% improvement. Although differences can be explained by various factors, like testing a new GC algorithm on contemporary hardware (more details in Paper III), the core principle stays the same - running GC on energy-efficiency cores has the potential for energy reduction.
4.3.2 Scheduling Concurrent GC on Idle Cores to Improve Hardware Utilization.

Finally, Paper IV explores opportunistic scheduling of GC by only running GC on idle cores or during the application’s idle periods. This approach is called slack-based scheduling, widely explored in the context of real-time systems to reduce latency [6, 64]. We explored this technique in the context of server workloads to delay horizontal scaling and improve hardware utilization.

Horizontal scaling, a prevalent technique in managing server workloads with latency constraints, is frequently employed in scenarios where workloads operate within stringent limits on average CPU utilization [135, 141]. Should an application surpass this threshold, the typical recourse adopted by vendors is to scale up (horizontal scaling) by relocating the application to another server to sustain acceptable latency levels [135].

In OpenJDK, GC operates alongside application threads sharing system resources, especially during concurrent GC operations. The underlying operating system manages the threads’ scheduling, with workers and mutators assigned identical thread priorities. Consequently, during concurrent GC cycles, GC workers may preempt mutator threads in instances of CPU resource contention within the system. This preemptive action disrupts mutators engaged in critical tasks, such as request processing, resulting in heightened latency. As CPU load escalates, this contention intensifies, often necessitating premature scaling to fulfill Service Level Agreements (SLAs). However, workloads characterized by sporadic spikes in activity frequently experience periods of reduced activity, marked by decreased incoming request rates. If concurrent GC operations could be deferred to these periods, it might be feasible to sustain higher average CPU loads without adverse effects on latency. Such an approach could elevate the threshold for horizontal scaling, thereby enhancing hardware utilization.

We anticipated three behaviors based on CPU load: low, middle, and high. When the CPU load is low, mutators and workers can co-exist without affecting each other since they have no contention for CPU resources. Thus, scheduling GC activity on idle cores should not make any difference from the default scheduling technique. On middle-range CPU loads, contention increases, and delaying GC to idle periods should improve latency. On high CPU loads, GC might experience starvation, meaning that GC would never get to execute due to a lack of idle CPUs. In this case, an application will sooner or later run out of memory and perform poorly or crash. To counter this, we measured application CPU utilization and allowed GC to preempt mutators (fallback) when the CPU load exceeds a threshold.

We tested our hypothesis using a workload focused on request processing. This workload gradually ramps up the influx of incoming requests until the application response time is undesirable. The CPU load scales proportionally with the request volume, enabling us to examine performance across all
three CPU load ranges. As anticipated, we found no discernible difference in response times under low CPU loads. However, in the middle range, we observed improvements in latency. We witnessed a significant deterioration in latency at higher CPU loads without timely reversion to a default scheduling policy. Nonetheless, a fallback approach nearly restored latency levels to those of the default configuration. Additionally, our solution demonstrated the ability to handle up to 15% more requests within a 25ms latency threshold compared to the default setup.

Overall, this solution could delay the horizontal scaling of applications working on middle-range CPU loads and, as a consequence, improve hardware utilization. In particular, the implementation technique is simple enough to incorporate into OpenJDK easily.
5. Future Work

This chapter briefly discusses future work.

The exploration of using machine-learning techniques for GC tuning, as elucidated in Paper I, paves the way for further research endeavors. While our initial inquiry primarily focused on tuning for energy efficiency, numerous other aspects can be optimized. Presently, we are looking into fine-tuning memory-related JVM parameters within the G1 default collector. An example of such crucial parameters is the relative size between young and old generations, which impacts both performance and latency. For example, allocating more memory to the young generation can reduce the frequency of young generation collections, which tend to be faster but more frequent. On the other hand, allocating more memory to the old generation can reduce the frequency of full garbage collections, which are slower but less frequent. The frequency of GC affects total pause time (related to throughput) and maximum pause time (related to latency) as well as data layout. Flags such as `-XX:G1MaxNewSizePercent`, which sets the maximum young generation size as a percentage of the heap, and `-XX:G1NewSizePercent`, which sets the minimum young generation size, play pivotal roles in this optimization process. However, configuring these memory-related flags, as discussed in Paper II, poses considerable challenges, often necessitating multiple runs for profiling, the results of which can be specific to one specific machine. GC logs generated by the JVM offer invaluable insights into application behavior, encompassing GC events, pause times, object allocation rates, and live-set information. Leveraging this wealth of data through machine learning models presents a compelling opportunity to dynamically optimize JVM performance and memory management.

The continuation of Paper II is its integration into OpenJDK, marking a milestone in the journey towards enhancing ICT sustainability (JDK Enhancement Proposal building on this work is now available online [150]). This integration represents a crucial step forward, amplifying the impact of this research. The second future direction is investigating dynamic heap sizing for multi-tenant environments, i.e., where multiple applications coexist on the same machine concurrently. Also, we are interested in comparing this approach with the methodology devised by Kirisame et al. [81]. They derived a square-root formula to dynamically set heap sizes based on various runtime parameters, including GC duration and application allocation rates. Remarkably, this formula operates autonomously without prior knowledge regarding the behavior of co-applications. This comparison could shed light
on the efficacy and adaptability of dynamic heap size adjustment within the
dynamic landscape of multi-tenant environments as well as present possible
ways of combining the two approaches.

Expanding the investigation into memory tradeoffs highlighted in Paper
III, a promising direction for future research involves mitigating the memory
overhead associated with scheduling GC work on e-cores. Our preliminary
analysis suggests that memory overhead is because the JVM is not aware of the
available underlying hardware resources. Addressing this gap represents an
essential initial step towards optimizing memory usage. Additionally, given
the similarity between e-cores and p-cores, further exploration into frequency
reduction strategies could amplify the observed energy reduction benefits. By
exploring these areas, we aim to refine the efficiency and performance of ZGC
in heterogeneous computing environments.
6. Conclusions

This research contributes to the understanding and enhancement of the energy efficiency of ZGC.

The central theme of this study is enhancing the energy efficiency of Java applications by optimizing GC scheduling and heap sizing techniques. Using systematic benchmarking, algorithm design, and empirical evaluation, this research narrows the gap between energy efficiency objectives and performance goals in Java applications.

Our results show that the selection of the GC algorithm plays a crucial role in the energy consumption of a Java application. Extensive benchmarking and analysis reveals that fully concurrent GCs, such as ZGC and Shenandoah, exhibit higher energy consumption compared to other GC algorithms due to the additional overhead associated with synchronizing highly concurrent threads.

To address the challenges posed by manual heap size configuration, we propose a dynamic heap sizing strategy based on GC CPU utilization. By simplifying the heap size parameter-setting process for programmers without the need for extensive profiling, we give programmers direct control of the energy consumption of GC as well as reduce the energy required for pre-deployment.

Moreover, we propose two scheduling-based techniques for reducing energy consumption in fully concurrent GCs. These techniques involve scheduling GC work on energy-efficient cores on heterogeneous systems or idle cores. Both approaches demonstrate promising energy savings without compromising performance or latency metrics and, importantly, without requiring any changes to the programs deployed on the JVM.

In conclusion, the findings of this research lay a foundation for future endeavors aimed at enhancing energy efficiency in Java applications. By tackling the challenges associated with GC selection, heap sizing, and GC scheduling, this research contributes to the advancement of sustainable computing practices.
Running software requires energy. The work presented in this thesis aims to reduce the amount of energy needed to run programs that use automatic memory management. Memory is a finite resource in a machine, and automatic memory management means that the program manages its own memory automatically instead of forcing the programmer to keep track of certain parts of memory that are no longer needed and explicitly delete them. The technique for automatic memory management used in this thesis is called garbage collection. There are multiple algorithms for implementing garbage collection, from throughput collectors that need to stop the program to perform a collection to concurrent collectors that permit the program to keep running to various degrees while its garbage is being collected. A garbage collector that never stops the program to do work is called a fully concurrent garbage collector. Usually, such collectors are needed to keep the response time of a program within some tight bounds. A typical example is a web server that serves incoming requests. If the server could be stopped at any moment because memory was “full,” this could translate into dropped requests or users losing interest and lost business opportunities. Since garbage collection rarely stands in the way of program work in such collectors, the server can keep processing incoming requests without interruptions. However, collecting garbage concurrently with a program typically requires more work because actions in the program and actions in the garbage collector must be coordinated, or else the system might crash. In terms of energy, concurrent collectors are less energy-efficient than throughput collectors. This thesis explores ways to reduce the energy consumption of concurrent collectors and how that can impact performance. We experiment with ZGC, one of the garbage collectors bundled in Java, one of the world’s most-used programming languages, and, therefore, most likely one of the most used concurrent collectors worldwide.

The work in this thesis is divided into four papers, each exploring one aspect of this space.

In Paper I, we demonstrated that the choice of garbage collector significantly impacts a program’s energy consumption, highlighting the importance of optimizing the energy efficiency of garbage collectors to improve the sustainability of computing. In particular, we investigated the energy consumption of various garbage collector algorithms to understand how much energy fully concurrent collectors consume compared to throughput collectors. We found that fully concurrent collectors exhibit higher energy consumption due to the inherent overhead of coordinate work done by the garbage collection and the program work, which is necessary when both run concurrently.
In Paper II, we addressed the problem of manually selecting heap size in Java. The heap size controls how much memory a program can use and, therefore, the frequency of garbage collection. Thus, this parameter directly impacts energy consumption and performance. Traditional methods for setting heap size often require extensive profiling and produce a machine-specific value that may change as the program evolves. We proposed a dynamic, automatic approach that simplifies parameter selection to simplify deployment and lower the risk of improper deployment, which may cause energy inefficiencies, performance regressions, or both. In this approach, we set the amount of CPU resources we want to spend on garbage collection, and then heap size dynamically adjusts at runtime based on what we set. A benefit of this is a reduced range of values that the set parameter can change from 0–available memory to $[0,1]$ for CPU overhead. We reduced the range even further by conducting experiments with multiple values and identifying that a range from 0.1–0.2 is optimal for high performance and low energy.

Papers III and IV explore harnessing the concurrency in garbage collection to reduce energy consumption. Unlike throughput collectors, the (almost-fully) concurrent collectors seldom halt application threads, meaning garbage collection work is not critical for a program’s performance. This implies that as long as the rate at which garbage collection frees up memory can match the rate at which the program allocates memory, garbage collection does not impact response time negatively. If the garbage collector cannot keep up, performance may suffer, or a program may crash due to insufficient memory.

Our work demonstrates that strategically slowing down garbage collection operations can yield significant energy savings without compromising a program’s response or execution times. Slowing down can be achieved by adjusting the scheduling of garbage collection work on available hardware resources. Modern processors are equipped with multiple cores and require efficient thread-core assignment, which is the essence of scheduling.

Two primary scheduling techniques were explored: scheduling garbage collection work on energy-efficient cores in heterogeneous systems and scheduling garbage collection only when there are more processors in the system than there is program work. Energy-efficient cores are specialized to consume less power than standard cores, contributing to overall energy savings. Heterogeneous systems, such as those found in smartphones and computer processors like the Apple M-family of processors and the Intel Alder Lake family, combine ordinary and energy-efficient cores for optimized performance and energy efficiency.

Opportunistic scheduling means that garbage collection only runs when the system has available processors. These are currently not doing any program work, so they can be used without competing with the program for resources. A key challenge that must be overcome is dealing with situations when the program’s performance becomes dependent on garbage collection or when garbage collection is not scheduled frequently enough to keep up
with the program’s allocation rate. This allows latency guarantees to be met using a smaller number of machines, which saves energy.

In summary, the work described in this thesis contributes to a more sustainable information and communication technology sector by improving the energy consumption of concurrent garbage collection.

Avhandlingen är uppdelad i fyra olika artiklar som var och en utforskar en aspekt inom området.

I artikel I visar vi att valet av skräpsamlare påverkar ett programs energiförbrukning avsevärt, vilket betonar vikten av att optimera energieffektiviteten hos skräpsamlare för att förbättra hållbarheten i ICT-sektorn. Specifikt undersöker vi energiförbrukningen hos olika skräpsamlaralgoritmer för att förstå hur mycket energi skräpsamlare som är "concurrent" förbrukar jämfört med sådana som fokuserar på genomströmning. Vi visar att den föregående kategorin skräpsamlare har en högre energiförbrukning på grund av den tidigare
nämnda koordinationen av arbete mellan skräpsamlare och program, som blir nödvändigt när båda körs samtidigt.

I artikel II behandlar vi problemet med manuellt val av heapstorlek i Java. Heapstorleken kontrollerar hur mycket minne ett program kan använda och därmed skräpsamlingsfrekvensen. Denna parameter påverkar sålunda energiförbrukningen och prestandan. Traditionella metoder för att ställa in heapstorlek kräver ofta omfattande profilering och producerar ett maskinspecifikt värde som kan ändras när programmet utvecklas. För att förenkla distribution och minska risken för felaktig driftsättning som kan orsaka energieffektivitet, prestandaregression eller båda delarna, föreslog vi en dynamisk, automatisk metod som förenklar valet av heapstorlek. I vår föreslagna metod väljer programmeraren istället hur mycket beräkningsresurser som skall läggas på skräpsamling, som en faktor av programmets beräkningsansvändning, och sedan justeras heapstorleken dynamiskt vid körlösning baserat på detta. En fördel med detta är en minskad sökrymd om möjliga värden för heapstorleksparametern, från 0–tillgängligt minne när vi manuellt måste bestämma en heapstorlek, till [0,1] för beräkningsoverhead för GC. Vi minskar intervallet ytterligare genom att genomföra experiment med flera värden och identifierar att en overhead på 0,1–0,2 ger en bra balans mellan hög prestanda och låg energiförbrukning.

Artiklarna III och IV utforskar möjligheten att utnyttja att skräpsamling och program exekverar samtidigt för att minska energiförbrukningen. Till skillnad från skräpsamlare som fokuserar på genomströmning pausar "concurrent" skräpsamlare sällan programmet, vilket innebär att skräpsamling inte är kritisk för ett programs prestanda. Detta innebär att så länge som takten i vilken skräpsamlaren kan frigöra minne kan matcha takten som programmet allokerar minne, påverkar inte skräpsamlingen svarstiden negativt. Om skräpsamlaren inte kan hålla jämna steg kan prestandan påverkas eller ett program kan krascha på grund av otillräckligt minne.


Två primära schemaläggningstekniker utforskas: schemaläggning av skräpsamlingsarbete på energieffektiva beräkningselement i heterogena system och schemaläggning av skräpsamling endast när det finns lediga beräkningselement i systemet. Energieffektiva beräkningselement är specialiserade för att dra mindre ström än vanliga beräkningselement, vilket bidrar till energibesparingar. Heterogena system, som de som återfinns i smartphones och processorar som Apples M-processorer och Intels Alder Lake-familj, kom-
binerar både vanliga och energieffektiva beräkningselement för optimerad prestanda och energieffektivitet.

Opportunistisk schemaläggning innebär att skräpsamling bara utförs när det finns lediga beräkningselement i systemet. Eftersom dessa för närvarande inte utför något programarbete kan de användas utan att konkurrera med programmet om maskinens resurser. En nyckelutmaning som måste övervinnas är att hantera situationer när programmets prestanda blir beroende av skräpsamling eller när skräpsamlingen inte schemaläggs tillräckligt ofta för att hålla jämna steg med hur programmets konsumerar minne. Detta gör att latensgarantier kan uppfyllas med färre antal maskiner, vilket sparar energi.

Sammanfattningsvis bidrar det arbete som beskrivs i denna avhandling till en mer hållbar informations- och kommunikationstekniksektor genom att förbättra energiförbrukningen hos “concurrent” skräpsamling.
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