On the trade-off between event-based and periodic state estimation under bandwidth constraints

Dominik Baumann *,** Thomas B. Schön **

* Department of Electrical Engineering and Automation, Aalto University, Espoo, Finland (e-mail: dominik.baumann@aalto.fi)
** Department of Information Technology, Uppsala University, Uppsala, Sweden (e-mail: thomas.schon@it.uu.se).

Abstract: Event-based methods carefully select when to transmit information to enable high-performance control and estimation over resource-constrained communication networks. However, they come at a cost. For instance, event-based communication induces a higher computational load and increases the complexity of the scheduling problem. Thus, in some cases, allocating available slots to agents periodically in circular order may be superior. In this article, we discuss, for a specific example, when the additional complexity of event-based methods is beneficial. We evaluate our analysis in a synthetical example and on 20 simulated cart-pole systems.
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1. INTRODUCTION

Remote estimation and control over communication networks require us to account for the constraints that communication networks impose. For instance, exceeding the bandwidth by transmitting information at high periodic rates can cause increasing delays and a higher probability of losing messages (Hespanha et al., 2007). In response, event-based methods (Heemels et al., 2012; Grüne et al., 2014; Miskowicz, 2016; Lemmon, 2010) break the periodic paradigm and let systems transmit information “only when necessary.” Whether or not information exchange is necessary is usually decided by a so-called trigger based on, for instance, the estimation error. While such methods can significantly reduce the number of transmitted messages (Trimpe and D’Andrea, 2011; Araújo et al., 2013; Dolk et al., 2017), they require additional computations, and communication slots need to be allocated to systems online. Thus, in some cases, it may be beneficial to simply let systems communicate by turns instead. In this article, we examine this trade-off for a recently proposed event-based method and close with a discussion on further research in this direction.

The area of event-based estimation and control has seen substantial growth since the beginning of the century. Nevertheless, studies that actually integrate existing methods into wireless networks are still relatively sparse. In particular, bandwidth savings are only shown in very few cases (Baumann et al., 2019a). Two main challenges are responsible. Most event-based methods make instantaneous decisions about whether or not to transmit a message. Thus, the communication system has no time to reallocate communication slots and, essentially, needs to enable communication for all systems at all time slots. The systems can then spontaneously decide whether or not to use the slot. Self-triggered control and estimation methods (Velasco et al., 2003; Wang and Lemmon, 2009; Mazo Jr et al., 2010) account for that by announcing the next time a system needs to communicate at the current communication instant. This leaves the communication system time to reallocate resources dynamically and can enable resource savings (Araújo et al., 2013; Ma and Lu, 2018; Baumann et al., 2019a), overcoming the first challenge. The second challenge lies in the binary nature of both event-based and self-triggered methods. Systems decide to either communicate or not. Thus, in the worst case, all systems may simultaneously announce a need for communication, making it again necessary that all systems can transmit information at once. In wireless networks, this may be impossible and cause the network to break down. A remedy to this problem is contention resolution algorithms (Ramesh et al., 2016; Balaghi et al., 2018; Mamduhi et al., 2017; Molin and Hirche, 2011) that, for instance, award communication slots to the systems with the highest error. In a similar direction, predictive triggering (Mastrangelo et al., 2019; Mager et al., 2021) aims at predicting communication priorities and scheduling communication according to those priorities. To the best of our knowledge, predictive triggering is the only event-based method that addresses both challenges and has been evaluated in experiments including a real wireless network. Thus, we will investigate this approach in the following.

In the experimental evaluation by Mager et al. (2021), the authors compare predictive triggering to round-robin
communication. In round-robin communication, a periodic schedule is derived a priori letting systems communicate in turns. While this scheme ignores the actual communication needs of each system at communication times, it does not require any online calculations. Further, predictive triggering requires transmitting the communication priorities to derive a schedule. This puts an additional load on the wireless network. Thus, while round-robin communication allocates slots independent of communication needs, it can use the entire bandwidth for transmitting control messages. In Mager et al. (2021), this results in a higher number of control messages that can be transmitted with round-robin communication per round as compared to predictive triggering.

This suggests an interesting fundamental trade-off. While predictive triggering allocates slots to the systems that are in the most desperate need of communication, it can award only fewer slots. In this article, we examine this trade-off and derive a criterion for when predictive triggering is superior to round-robin communication and vice versa.

2. PROBLEM SETTING

We consider linear, time-invariant dynamical systems

\[ x_i(k+1) = A_i x_i(k) + v_i(k), \]

(1)

with discrete time index \( k \in \mathbb{N} \), system index \( i \in \{1, \ldots, N\} \), state \( x_i(k) \in \mathbb{R}^n \), process noise \( v_i(k) \sim \mathcal{N}(0, \Sigma_i) \) with variance \( \Sigma_i \), and \( A_i \) the state transition matrix of appropriate dimension. Our goal is to estimate the state \( x_i(k) \) of each system with a remote state estimator (cf. Fig. 1) whose updates are given by

\[ \hat{x}_i(k) = \begin{cases} A_i x_i(k-1) & \text{if } \gamma_i(k-1) = 1, \\ A_i \hat{x}_i(k-1) & \text{if } \gamma_i(k-1) = 0. \end{cases} \]

(2)

We assume communication occurs in dedicated rounds with intervals of one discrete time step. Thus, if system \( i \) is allocated a communication slot and decides to communicate its state \( (\gamma_i(k-1) = 1) \), the information will arrive one time step later at the remote estimator. Therefore, the estimator predicts the received state one time step into the future. In case of no communication \( (\gamma_i(k-1) = 0) \), it propagates its last estimate.

The logic that makes the communication decisions is located at the sensor. Thus, we can calculate (2) not only at the estimator but also at the sensor. Then, the sensor can compute the error \( e_i(k) = x_i(k) - \hat{x}_i(k) \), which is used in our triggering scheme.

We make the following assumption about system (1).

**Assumption 1.** For any \( e_i(k) \), we have that

\[ ||A_i||^2 ||e_i(k)|| + \text{Tr}(\Sigma_i) > ||e_i(k)||. \]

As we will see in the error analysis, this assumption excludes systems for which the estimation error would decay over time even without communication, making communication essentially unnecessary.

We consider a setting where bandwidth is limited, i.e., only \( K < N \) systems can simultaneously send their state measurements over the network. We adopt two schemes for deciding which systems to allocate slots to: predictive triggering and round-robin communication. For predictive triggering, we use the quadratic norm of the errors, i.e., \( ||e_i(k)||^2 \), as priority measures. The systems exchange these priorities at the beginning of each communication round to enable informed scheduling decisions. However, exchanging priorities also uses up some of the bandwidth, further reducing the number of communication slots. That is, for predictive triggering, only \( K_{\text{pred}} < K < N \) can transmit information in each time step. We then allocate slots to the \( K_{\text{pred}} \) agents whose quadratic error norms \( ||e_i(k)||^2 \) are the largest. As an alternative, we consider round-robin communication. For round-robin communication, in the first round, agents \( \{1, \ldots, K_{\text{per}}\} \) will receive a slot, in the second round, agents \( \{K_{\text{per}}+1, \ldots, 2K_{\text{per}}\} \) and so on. Since this entails no further overhead, we can use \( K_{\text{per}} = K \) slots to transmit state information.

While predictive triggering allocates slots to the agents with the highest error, in some rounds, this might still include agents with a small error. Similarly, during round-robin communication, systems that are actually in no need of communication may be awarded a slot. Thus, before transmitting a message, we let each system check whether its estimation error is above a predefined threshold \( \delta \). For systems that are awarded a slot at time \( k \), the communication decision is then defined by

\[ \gamma_i(k) = \begin{cases} 1 & \text{if } ||e_i(k)||^2 \geq \delta, \\ 0 & \text{if } ||e_i(k)||^2 < \delta. \end{cases} \]

(3)

We here consider equal thresholds \( \delta \) among all agents, but those could also be individual. While the round-robin and predictive triggering scheduling schemes ensure that bandwidth constraints are respected, the triggering mechanism in (3) additionally allows for energy savings. Such a strategy has been implemented in a real system by Mager et al. (2021), and its potential for energy savings has been shown.

This article aims to find a simple criterion for when to switch between event-based and periodic communication. This is especially interesting in settings where the sys-
tem dynamics may change over time. Recent works have, particularly in the area of event-based communication, investigated when system dynamics have changed significantly. Then, they propose to re-identify or re-learn the dynamics (Solowjow and Trimpe, 2020; Baumann et al., 2019b). Especially then, it may be interesting to switch the communication paradigm, and we will discuss when this should be done in the following.

3. ERROR ANALYSIS

We now analyze the estimation error in both periodic and predictive triggering and, from that, derive a decision for which of the two schemes to use based on the system dynamics, number of systems, and bandwidth constraints.

First, we derive an expression for the error dynamics. Assume \( \gamma_i(k) = 0 \). Then
\[
e_i(k + 1) = x_i(k + 1) - \hat{x}_i(k + 1) = A_i x_i(k) + v_i(k) - A_i \hat{x}_i(k) = A_i e_i(k) + v_i(k).
\]

3.1 Periodic control

In the case of periodic control, an error estimate is relatively easy to obtain. Each agent will get a slot at the latest every \( T_{\text{per}} = \text{ceil}(N/K_{\text{per}}) \) steps, where ceil is a function rounding its argument to the next higher integer. Suppose system \( i \) was given a communication slot at time step \( k \). If it takes the slot, the current state will be communicated, resetting the error. Otherwise, the error was smaller than \( \delta \). We can then get an upper bound for the expected quadratic error.

**Proposition 2.** Given the system (1), estimator (2), round-robin communication, and a communication slot for system \( i \) at time \( k \). Assume that the estimators are initialized with \( ||e_i(0)||^2 < \delta \) for all \( i \). Then, we have
\[
E[||e_i(k + T_{\text{per}})||^2] \leq ||A_i T_{\text{per}}||^2 \delta + \sum_{j=0}^{T_{\text{per}}-1} ||A_i T_{\text{per}} - j - 1|| \text{Tr}(\Sigma_i).
\]

**Proof.** Leveraging that we assume the noise to have zero mean and the Cauchy-Schwarz inequality, we have
\[
E[||e_i(k + T_{\text{per}})||^2 | e_i(k)]
= E[||A_i T_{\text{per}} e_i(k) + \sum_{j=0}^{T_{\text{per}}-1} A_i T_{\text{per}} - j - 1 v(j)||^2 | e_i(k)]
= E[||A_i T_{\text{per}} e_i(k) ||^2] + \sum_{j=0}^{T_{\text{per}}-1} ||A_i T_{\text{per}} - j - 1 v(j)||^2
\leq ||A_i T_{\text{per}}||^2 ||e_i(k)||^2 + \sum_{j=0}^{T_{\text{per}}-1} ||A_i T_{\text{per}} - j - 1||^2 \text{Tr}(\Sigma_i).
\]

If system \( i \) communicated at time \( k \) we reset \( e_i(k) \). Otherwise, its squared norm is upper bounded by \( \delta \), which proves the claim.

3.2 Predictive triggering

For predictive triggering, the error analysis is slightly more involved since there are no fixed rounds at which any system \( i \) should be awarded a slot. However, we can intuitively derive an upper bound by assuming that the system whose error grows fastest will be the last that is assigned a slot. To formalize this, we first define a gain.

**Definition 3.** We define the gain of a system (1) as
\[
\zeta_i = ||A_i||^2 \delta + \text{Tr}(\Sigma_i).
\]

Then, we can upper bound the error with predictive triggering.

**Lemma 4.** Given the system (1), estimator (2), and an allocation mechanism based on predictive triggering. Assume that the estimators are initialized with \( ||e_i(0)||^2 < \delta \) for all \( i \). Define \( T_{\text{pred}} := \text{ceil}(N/K_{\text{pred}}) \). Assume that the systems are ordered such that \( \zeta_i \leq \zeta_j \). Then, we have
\[
E[||e(T_{\text{pred}})||^2] \leq \prod_{j=1}^{T_{\text{pred}}} ||A(j-1)K_{\text{pred}} + 1||^2 \delta
+ \sum_{j=1}^{T_{\text{pred}}} \prod_{s=j}^{T_{\text{pred}}} ||A(s-1)K_{\text{pred}} + 1||^2 \text{Tr}(\Sigma_s).
\]

**Proof.** The intuition behind (6) is that we assume that in the first round, the \( K_{\text{pred}} \) agents with the lowest \( \zeta_i \) communicate. Then, the ones with the next highest. At every time step, the error can then be upper bounded by the minimum error of the currently communicating agents since all other errors must be lower. We have three underlying assumptions for this upper bound: (i) ordering the communication of agents with increasing \( \zeta_i \) leads to the highest error, (ii) no agent communicates twice, and (iii) any error that we see after \( k = T_{\text{pred}} \) will also be upper bounded by the upper bound for \( e(T_{\text{pred}}) \). We now show that these assumptions are satisfied.

For the first one, assume that the agents with the highest gain communicate in the first round. Then, we have that their error bound is
\[
E[||e_i(1)||^2] \leq ||A_i||^2 \delta + \text{Tr}(\Sigma_i).
\]

By Assumption 1, this is upper bounded by (6). For all other agents \( j \), we have
\[
E[||e_j(1)||^2] \leq ||A_j||^2 \delta + \text{Tr}(\Sigma_j)
\]
\[
\leq ||A_i||^2 \delta + \text{Tr}(\Sigma_i),
\]
i.e., their own gains provide a sharper upper bound than the gain of the systems that did communicate. Thus, their error is also upper bounded by (6). At \( T_{\text{pred}} \), assuming still that no system communicates twice, suppose that now the systems with the lowest gain communicate. The estimation error of those systems is upper bounded by
\[
E[||e(T_{\text{pred}})||^2] \leq ||A_j T_{\text{pred}}||^2 \delta + \sum_{\ell=1}^{T_{\text{pred}}} ||A_j T_{\text{pred}} - \ell - 1||^2 \text{Tr}(\Sigma_j),
\]
which is clearly upper bounded by (6) since the gain of this system is the lowest gain used in (6). In case a system with a higher gain is communicating at \( T_{\text{pred}} \), the error gain of this system must, at some \( k \), have been upper bounded by the gain of the systems with the lowest gains (precisely when those systems communicated). Thus, also this error must be upper bounded by (6).

Second, assume that at some \( k \), system \( j \) receives a second slot. Then, we have
\[ E[\|e_j(k)\|^2] \leq \|A_k^{-1}\|^2 \delta + \sum_{\ell=1}^{k-2} \|A_j^{k-\ell-2}\|^2 \text{Tr}(\Sigma_j). \]

This is upper bounded by (6) since all gains of systems communicating after the first time system \( j \) communicated are higher or equal to that of \( j \) by Assumption (i). Thus, a system communicating twice would lead to a lower or equal error bound.

Consider now the last assumption. For the first round, each agent starts with an error below \( \delta \) and we investigated the worst-case growth of that error for the worst ordering of communication. Every system that communicated before \( T_{\text{pred}} \) will, from then on, grow the error with its own gain since this upper bound is sharper than that of the currently communicating system, whose gain is larger. The worst case is thus when all systems have the same gain. However, even then, the system communicating at \( k = 1 \) will either get or not get a slot at \( k = T_{\text{pred}} + 1 \). In the first case, this would again be a period of \( T_{\text{pred}} \), i.e., the same upper bound (6). In the second case, its error will be upper bounded by another agent getting an earlier slot, i.e., its error will be below (6).

### 3.3 Trade-off

Given the error upper bounds, we can now trade off periodic and predictive triggering. Generally, we see that if we have a homogeneous system with \( A_i = A_j, \Sigma_i = \Sigma_j \) for all \( i, j \) and \( T_{\text{pred}} = T_{\text{per}} \), we end up with the same upper bounds on the error. This also implies that, since, in general, \( T_{\text{pred}} > T_{\text{per}} \), predictive triggering is most effective in settings with heterogeneous agents. In periodic triggering, the maximum error is defined by the error the system with the highest gain \( \zeta_i \) accumulates over \( T_{\text{per}} \). In predictive triggering, this upper bound is lower if the other agents that might be assigned a slot before system \( i \) have a significantly smaller gain.

This also holds in settings with homogeneous systems and disturbances. Suppose, for instance, a load disturbance acting on a subset of the agents, which we could model as some of the \( v_i \) having a non-zero mean. Also here, the error in periodic triggering is determined by the agent with the largest gain, while predictive triggering can assign more slots to agents that experience a load disturbance.

This resonates with the experimental results of Mager et al. (2021). In those experiments, we have 20 cart-pole systems trying to synchronize their cart positions. The resulting multi-agent system is heterogeneous since six cart-poles are real systems from two different manufacturers, and 14 are linear simulations. However, the differences are relatively small; thus, the performance of predictive and periodic triggering is almost equal in the experiments. In this case, the authors allowed for two communication slots per round for predictive and three for periodic triggering. In a second experiment, one of the simulated systems was fixed at a specific position, i.e., the part of \( v_i \) corresponding to the cart position had a non-zero mean, while the estimators still used (2). Then, this system required more communication slots, and hence, the performance of predictive triggering was significantly better than the performance of periodic triggering.

The general setting in Mager et al. (2021) is slightly different since it is not a pure estimation scenario. This indicates that the results obtained herein are applicable on a more general level.

The qualitative outcome of this analysis, that event-based mechanisms are most effective when we have disturbances or heterogeneous systems, is intuitive. Further, Proposition 2 and Lemma 4 provide a way to quantify it, which can be used to switch at runtime between event-based and periodic communication.

### 4. EMPIRICAL EVALUATION

We demonstrate the differences between predictive triggering and periodic round-robin communication in two examples. First, we consider a synthetical example as a proof of concept. Then we turn to a setting with simulated cart-pole systems.

#### 4.1 Synthetical example

For the synthetical example, we consider 20 homogeneous, linear, time-invariant systems as in (1). We sample the entries of \( A_i \) uniformly from the interval \([-1, 1]\), set \( \Sigma_i = \sigma_i I_4 \), with \( \sigma_i = 1 \) for all \( i \) and \( I_4 \) the \( 4 \times 4 \) identity matrix, \( K_{\text{per}} = 5 \), \( K_{\text{pred}} = 2 \), and \( \delta = 0.1 \). After 100 iterations, we set \( \sigma_N = 0.5 \) and after another 100 iterations, we set \( \sigma_i = 0.2 \) for all \( i \geq 5 \).

We compare the performance of periodic round-robin communication, predictive triggering, and an adaptive scheme. We assume that we can detect the change in the dynamics and re-identify the system using, for instance, the algorithm proposed by Solowjow and Trimpe (2020). This allows all estimators to use the actual system matrices for their state estimates. Whenever the dynamics change, we also compare the errors in Proposition 2 and Lemma 4. In the beginning, the systems are homogeneous. This makes it beneficial to use the higher number of slots of periodic communication. Thus, the adaptive scheme equals the periodic one for the first 100 iterations. After \( \sigma_N \) changes, it switches to predictive triggering and allocates more slots to system \( N \). After the second change, the adaptive scheme reverts to periodic communication.

In Fig. 2, we show the mean of the quadratic error for each time step. We see that in the beginning, when the process noise is relatively small, both periodic and predictive triggering have similar errors. This changes after 100 iterations, when we set \( \sigma_i = 0.5 \). Now we have one system with a significantly greater demand for communication. Predictive triggering can account for that, leading to smaller errors. After setting \( \sigma_i = 0.2 \) for all \( i \geq 5 \), this changes. Now there are more systems with a higher communication demand than predictive triggering can serve. Thus, round-robin communication becomes the preferred option and can keep the errors lower. The adaptive scheme always chooses the superior option.

#### 4.2 Cart-poles

Next, we consider the widely studied cart-pole system. We simulate 20 cart-poles using the Mujoco (Todorov et al.,
In the beginning, round-robin communication and predictive triggering have similar performance. After the change in \( \sigma_N \), predictive triggering can better serve the need of the heterogeneous, while when 15 systems simultaneously change \( \sigma_i \), the higher amount of communication slots of round-robin communication is more beneficial. Adaptive triggering always chooses the superior scheme.

2012) physics engine. We assume that in the beginning, all systems have identical physical parameters but divide the mass of five carts by three after 100 time steps. The systems are controlled by a manually tuned state feedback controller, and we identify system matrices via least-squares both before and after the change in the dynamics. To make the task for the remote state estimators more challenging, we add a sine wave to the input of the cart-poles. In this example, we set \( K_{\text{per}} = 5 \), \( K_{\text{pred}} = 4 \), and \( \delta = 0.01 \). In the beginning, again, periodic triggering has the lower worst-case error, while after the dynamics change, it is predictive triggering.

We show the mean of the quadratic error for the three schemes in Fig. 3. When the multi-agent system is homogeneous, we can see that the difference between the different triggering schemes is negligible. However, after the change in the dynamics, predictive triggering significantly outperforms periodic triggering. Thus, also here it makes sense to evaluate which triggering scheme to choose online in case the system dynamics change.

5. DISCUSSION

This paper investigated the trade-off of making informed communication decisions through event-based methods at the expense of using part of the bandwidth for scheduling purposes versus uninformed periodic schedules that can use the total bandwidth to transmit control messages. We derived a criterion that can be used to check which sampling scheme is superior for a given multi-agent system and communication network.

The analysis in this paper is carried out for a specific event-based method and defines a criterion based on a worst-case error bound. This is only a starting point for further research in this area. Instead of investigating the worst-case performance, one could also study an average performance measure, for instance. Another viable criterion could be robustness indices. Event-based methods allow for online scheduling and, therefore, can immediately react to disturbances. However, when a large number of systems is affected by a disturbance, e.g., a wind gust hitting a swarm of drones, periodic triggering may still be superior due to the higher number of messages per round.

This paper investigates a setting where we schedule available slots to the agents to avoid overloading the bandwidth. An orthogonal approach would be to let agents transmit information using an event-based mechanism and accept the risk of messages not being delivered if too many systems try to communicate simultaneously. This is often called decentralized scheduling and has, for instance, been studied by Leong et al. (2016). Instead of different number of slots per round, we would then have different message loss probabilities for event-based and periodic communication.
These could be traded off in a similar way as we have done in this paper.

In this work, we have studied the performance of a state-of-the-art event-based communication method and compared it to a relatively simple periodic triggering scheme. In particular, the periodic scheme always allocates the same amount of bandwidth to each system. An alternative is to devise schemes where the amount of slots a system receives depends on its dynamics. Then, the scheme could be adapted if the dynamics change, as in our evaluation example. Developing such schemes is left for future work.
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