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**Abstract**

In the current work, we study the eigenvalue distribution results of a class of non-normal matrix-sequences which may be viewed as a low rank perturbation, depending on a parameter \( \beta > 1 \), of the basic Toeplitz matrix-sequence \( \{T_n(e^{i\theta})\}_{n \in \mathbb{N}}, \, \mathbf{i}^2 = -1 \). The latter of which has obviously all eigenvalues equal to zero for any matrix order \( n \), while for the matrix-sequence under consideration we will show a strong clustering on the complex unit circle. A detailed discussion on the outliers is also provided. The problem appears mathematically innocent, but it is indeed quite challenging since all the classical machinery for deducing the eigenvalue clustering does not cover the considered case. In the derivations, we resort to a trick used for the spectral analysis of the Google matrix plus several tools from complex analysis. We only mention that the problem is not an academic curiosity and in fact stems from problems in dynamical systems and number theory. Additionally, we also provide numerical experiments in high precision, a distribution analysis in the Weyl sense concerning both eigenvalues and

DOI of related article: https://doi.org/10.1016/j.laa.2024.02.006.
* Corresponding author.
E-mail addresses: ajapiazza@studenti.uninsubria.it (A.J.A. Schiavoni-Piazza), david.meadon@uu.se (D. Meadon), s.serracapizzano@uninsubria.it (S. Serra-Capizzano).

https://doi.org/10.1016/j.laa.2024.05.014
0024-3795/© 2024 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Dedicated to Prof. Albrecht Böttcher on the occasion of his 70th birthday, thanking him for inspiring different generations of mathematicians with the beauty and rigour of his results.

1. Introduction

Consider a class of Toeplitz matrix-sequences \( \{ T_n(e^{i\theta}) \}_{n \in \mathbb{N}}, i^2 = -1 \), which have a low rank perturbation depending on a parameter \( \beta > 1 \). We will show in this paper that for this specific class of non-normal matrix-sequences that whilst the basic Toeplitz sequence has clearly all eigenvalues equal to 0, the family of perturbed \( \beta \)-matrix sequences shares a strong clustering on the complex unit circle, i.e. the range of the generating function \( e^{i\theta} \). For \( \beta \geq 2 \) no outliers show up, while for \( \beta \in (1, 2) \) there are only two outliers, which are both real, positive, and have a finite limit equal to \( \beta - 1 \) and \( (\beta - 1)^{-1} \), respectively. We note that the considered problem is not simply an academic curiosity but does indeed stem from problems in dynamical systems and number theory (see e.g. \([16,29]\)). As the usual techniques for deducing eigenvalue clustering results are not easy to apply in the current setting, the problem becomes quite challenging; Thus, at most, we may hope for a weak clustering: for the notion of strong and weak clustering see Definition 2.3, while for ad hoc results see \([1,2,12,15,17,19,20,22,24,25,27]\) and the tools in the books \([5–7,10,11]\). As such, we will resort to a careful analysis of the characteristic polynomials as well as several tools from complex analysis in the ensuing derivations. Below, we report a concise account on \( \beta \) maps from which it can be seen that our main results improve substantially those in the relevant literature.

Taking \( \beta > 1 \) a fixed parameter, the corresponding \( \beta \) map can be defined. Indeed, the latter is a function from \([0, 1]\) to \([0, 1]\) which multiplies by \( \beta \) the input and takes the fractional part. In the model, the parameter \( \beta \) is chosen in such a way that the orbit of 1 is periodic and the period of the orbit is exactly the size \( n \) of the matrix under consideration \([16]\).

In \([29, \text{Theorem 3.2}]\) the author shows the weak clustering of the eigenvalues. Here we report selected links between the different notations and results.

- We consider only Parry numbers \([16]\) and hence the theorem can be applied only in the case where the matrix can be written;
- the roots of the polynomial \( n^*(\beta) \) are exactly the eigenvalues of our matrix;
• $d_P$ is the order of the square matrix which in our setting is $n$;
• the term $\log(\beta)$ is always positive in our setting since $\beta > 1$;
• in [29, Remark 3.3] we see that the result implies that the proportion of the eigenvalues outside a $\epsilon$ fattening of the complex unit circle is bounded by $O(\log(n)/n)$.

The main finding in the present work is to improve the estimates in [29]. More in detail, we reduce $O(\log(n))$ to zero for $\beta \geq 2$ and to 2 for $\beta \in (1, 2)$, so passing from the weak clustering proven in [29] to the strong clustering, according to Definition 2.3. Furthermore, in the case where $\beta \in (1, 2)$, the two outliers show a favorable smooth behavior, since they both have limits as $n$ tends to infinity, equal to $\beta - 1$ and $(\beta - 1)^{-1}$, respectively. Additional eigenvalue and singular value distribution results are given at the end of the paper.

The current work is organized as follows. In Section 2 we introduce the basic notations and definitions. Section 3 contains a concise discussion concerning the tools for proving eigenvalue clustering results. Section 4 is devoted to the main derivations and findings, while in Section 5 we discuss numerical experiments and present further distribution results, possible extensions, as well as open problems.

2. Notations and definitions

First, we introduce the definitions, notation, and mathematical objects involved in the following sections.

Definition 2.1. Take $f \in L^1(-\pi, \pi)$ and let $T_n(f)$ be the Toeplitz matrix generated by $f$, i.e. $(T_n(f))_{s, t} = \hat{f}_{s-t}$, $s, t = 1, \ldots, n$, with $f$ denoted as the generating function of $\{T_n(f)\}_{n \in \mathbb{N}}$ and with $\hat{f}_k$ being the $k$-th Fourier coefficient of $f$, that is

$$\hat{f}_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\theta) e^{-ik\theta} d\theta, \quad i^2 = -1, \quad k \in \mathbb{Z}.$$  

If $f$ is real-valued then several spectral properties (localization, extremal behavior, collective distribution) are known (see [10,11] and references therein) and $f$ is also the spectral symbol of $\{T_n(f)\}_{n \in \mathbb{N}}$ in the Weyl sense [7,10,11,23,26]. If $f$ is complex-valued, then the similar information is transferred to the singular values [10,11], while the eigenvalues may exhibit erratic behavior [22] in some cases and regular behavior in others [24].

Definition 2.2. Take $\beta \in (1, +\infty)$. Given a fixed $n \in \mathbb{N}$, let $v \in \mathbb{C}^n$ be the vector defined by $v_j = \beta^{-j}$, $j = 1, \ldots, n$, and $e_j$ be the $j$-th vector of the canonical basis of $\mathbb{C}^n$, and $e = \sum_{j=1}^{n} e_j$, where all vectors are considered as column vectors. We then define the $\beta$ matrix of order $n$ as follows
\[ B_n = T_n(e^\Theta) + (v - e_1)e^T. \] (1)

The \( \beta \) matrix of order \( n \) can be written explicitly as

\[
B_n = \begin{pmatrix}
\beta^{-1} - 1 & \beta^{-1} - 1 & \beta^{-1} - 1 & \beta^{-1} - 1 & \cdots & \beta^{-1} - 1 \\
\beta^{-2} + 1 & \beta^{-2} & \beta^{-2} & \beta^{-2} & \cdots & \beta^{-2} \\
\beta^{-3} & \beta^{-3} + 1 & \beta^{-3} & \beta^{-3} & \cdots & \beta^{-3} \\
\beta^{-4} & \beta^{-4} & \beta^{-4} + 1 & \beta^{-4} & \cdots & \beta^{-4} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\beta^{-n} & \cdots & \cdots & \beta^{-n} & \beta^{-n} + 1 & \beta^{-n}
\end{pmatrix}. \] (2)

We are interested in the study of the spectral properties of the \( \beta \) matrix-sequence \( \{B_n\}_{n \in \mathbb{N}} \), specifically in a clustering result of the eigenvalues.

**Definition 2.3.** A matrix-sequence \( \{X_n\}_{n \in \mathbb{N}} \), where \( X_n \) is a square matrix of size \( n \), is strongly clustered at \( s \in \mathbb{C} \) (in the eigenvalue sense) if, for any \( \epsilon > 0 \), the number of eigenvalues of \( X_n \), whose distance from \( s \) is larger than \( \epsilon \), is of order \( O(1) \). An analogous definition can be given for the property of being strongly clustered at a closed subset \( S \) of \( \mathbb{C} \), with the distance from a point is replaced by the usual distance from a subset of a metric space. If instead of \( O(1) \) we had written \( o(n) \), then the clustering would be called weak.

### 3. Clustering tools

In this brief section we collect and discuss tools for deducing eigenvalue clustering results.

For instance, when Hermitian matrix-sequences are considered, the assumptions that \( \{Y_n\}_{n \in \mathbb{N}} \) is weakly clustered at \( S \) and \( \{W_n\}_{n \in \mathbb{N}} \) is weakly clustered at \( 0 \) imply that \( \{X_n\}_{n \in \mathbb{N}} \), with \( X_n = Y_n + W_n \), is weakly clustered at \( S \). However this result (see e.g. [10, Exercise 5.3]) requires that all the involved matrices are Hermitian, and we are clearly not in this setting. The notion of quasi-Hermitian matrix-sequences allows us to enlarge the scope of the previous result, by requiring that some Schatten \( p \) norms [3], \( p \in [1, \infty] \), of the difference \( X_n - X_n^* \), with \( X_n^* \) being the transpose conjugate of \( X_n \), do not grow too fast (e.g. at most \( o(n^{1/p}) \), see [2,12]). Unfortunately, there is no such value of \( p \) such that the previous hypothesis holds for the considered matrix-sequences in this paper.

On the other hand, even if the matrix-sequence is close to normal, for instance a rank-one infinitesimal perturbation of a normal matrix-sequence, indeed the behavior of the resulting distribution and of the related clustering set can be discontinuous, see [22, p. 84].

The previous short discussion informs us that the Toeplitz and GLT machinery may not be effective in the current setting, even if the tools introduced in [24] could still be used for deducing weak clustering of the eigenvalues.
However, we are interested in the strong clustering and so, as done in the study of the Jordan canonical form of the Google matrix [21], we return to the basic idea of writing the eigenvalue-eigenvector relation

\[ B_n x = [T_n(e^{i\theta}) + (v - e_1)e^T]x = \lambda x, \]

of the matrix \( B_n \) which leads to a two-term recurrence relation for the entries of the eigenvector \( x \). By imposing \( e^T x = 1 \) (the same trick as done with the Google matrix, \( e \) being the vector of all ones), we arrive to an expression for all the entries of the eigenvector \( x \) as a function of \( \lambda \), in which the characteristic polynomial of \( B_n \) is encoded. In the following section we will use this characteristic polynomial of \( B_n \) to further continue the analysis of the eigenvalue clustering.

4. Main results

**Theorem 4.1.** Let \( \{B_n\}_{n \in \mathbb{N}} \) be the \( \beta \) matrix-sequence given in Definition 2.2 and let \( S^1 \) be the unit circle in \( \mathbb{C} \). Then, the sequence \( \{B_n\}_{n \in \mathbb{N}} \) is strongly clustered (in the eigenvalue sense) at \( S^1 \). In addition, if \( \beta \in [2, +\infty) \) then for every given \( \epsilon > 0 \), and \( n \) large enough, no eigenvalue of \( B_n \) lies at a distance greater than \( \epsilon \) from \( S^1 \). In the other case, namely \( \beta \in (1, 2) \), the same condition holds for all but two eigenvalues of \( B_n \). The two outliers, for \( n \) large enough, are real, positive, and converge to \((\beta - 1)^{-1}\) and \(\beta - 1\), respectively.

In order to prove Theorem 4.1, we will first compute the characteristic polynomial \( p_n \) of \( B_n \), for every \( n \), and then proceed with an analysis of the sequence of polynomials \( \{p_n\}_{n \in \mathbb{N}} \), taking the limit when possible and deriving information on the distribution of the roots. The resulting analysis, and an application of Hurwitz’ Theorem (see Theorem 4.7), will then be used to prove Theorem 4.1.

**Lemma 4.2.** Let \( t \in \mathbb{C} \) and \( n \geq 1 \). We take the auxiliary matrix \( M_n = -I_n + t(T_n(e^{-i\theta}) - e_ne^T) \), that is, the following matrix

\[
M_n = \begin{pmatrix}
-1 & t & 0 & 0 & \cdots & 0 \\
0 & -1 & t & 0 & \cdots & 0 \\
0 & 0 & -1 & t & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
-t & \cdots & \cdots & \cdots & -1 & t
\end{pmatrix}.
\]

The determinant of \( M_n \) is given by \((-1)^n \sum_{i=0}^{n} t^i\).

**Proof.** We prove the lemma by induction, using the Laplace expansion along the first column, exploiting the fact that the cofactor of order \((1,1)\) of \( M_n \) is \( M_{n-1} \) and the
cofactor of order \((n, 1)\) is a lower triangular matrix with all diagonal entries equal to \(t\).

**Base case:**

\[
det(M_1) = det(-1 - t) = (-1 - t) = (-1)^1 \sum_{j=0}^{1} t^j.
\]

Next, taking into account the previous observations, we proceed with the inductive step to complete the proof. More precisely, we have

\[
det(M_n) = \sum_{i=1}^{n} (-1)^{i+1} m_{i,1} \det((M_n)_{i,1}) = (-1)^2(-1)\det(M_{n-1}) + (-1)^{n+1}(-t)t^{n-1} = (-1)(-1)^{n-1} \sum_{i=0}^{n-1} t^i + (-1)^n t^n = (-1)^n \sum_{i=0}^{n} t^i,
\]

where \(m_{i,j}\) is the element in position \((i, j)\) of \(M_n\) and \((M_n)_{i,j}\) is the cofactor of order \((i, j)\) of \(M_n\). This completes the proof. \(\square\)

**Lemma 4.3.** The characteristic polynomial of \(B_n\), the \(\beta\)-matrix of order \(n\), is

\[
p_n(t) = \sum_{j=0}^{n} t^j - \sum_{i=1}^{n} \sum_{j=0}^{n-i} t^{i+j-1} \beta^{-i}.
\]

**Proof.** In order to compute \(p_n(t)\), we use basic properties of the determinant and then the Laplace expansion together with the auxiliary result obtained in Lemma 4.2. \(p_n(t)\) is the determinant of the matrix \(tI_n - B_n\), that is

\[
\begin{pmatrix}
t - \beta^{-1} + 1 & -\beta^{-1} + 1 & -\beta^{-1} + 1 & \cdots & -\beta^{-1} + 1 \\
-\beta^{-2} - 1 & t - \beta^{-2} & -\beta^{-2} & \cdots & -\beta^{-2} \\
-\beta^{-3} & -\beta^{-3} - 1 & t - \beta^{-3} & \cdots & -\beta^{-3} \\
-\beta^{-4} & -\beta^{-4} & -\beta^{-4} - 1 & t - \beta^{-4} & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
-\beta^{-n} & \cdots & \cdots & -\beta^{-n} & -\beta^{-n} - 1 & t - \beta^{-n}
\end{pmatrix}
\]

First, we subtract the last column from all the previous ones, which does not change the determinant of the matrix. As a consequence we obtain
\[ A_n = \begin{pmatrix}
  t & 0 & \cdots & \cdots & \cdots & 0 & -\beta^{-1} + 1 \\
  -1 & t & 0 & \cdots & \cdots & 0 & -\beta^{-2} \\
  0 & -1 & t & 0 & \cdots & 0 & -\beta^{-3} \\
  & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
  0 & \cdots & 0 & -1 & t & 0 & -\beta^{-n+2} \\
  0 & \cdots & 0 & 0 & -1 & t & -\beta^{-n+1} \\
  -t & \cdots & \cdots & \cdots & -t & -1 - t & t - \beta^{-n} 
\end{pmatrix}. \]

In order to expand using the Laplace rule along the last column, we have to study the cofactors of type \((i, n)\) of \(A_n\). Actually, if we remove the last column and the \(i\)-th row from the matrix \(A_n\), we then obtain a lower triangular block matrix, with two blocks on the diagonal. The first one is a matrix of order \(i - 1\), it is itself lower triangular with \(t\) on the diagonal entries, while the second one is \(M_{n-i}\), i.e. the matrix of Lemma 4.2 of order \(n - i\). For instance, the minor \((3, 6)\) of \(A_6\) is given by the matrix below

\[
\begin{pmatrix}
  t & 0 & 0 & 0 & 0 \\
  -1 & t & 0 & 0 & 0 \\
  0 & 0 & -1 & t & 0 \\
  0 & 0 & 0 & -1 & t \\
  -t & -t & -t & -t & -1 - t
\end{pmatrix}.
\]

Therefore, the determinant of the minor \((i, n)\) of \(A_n\) is the product of the determinants of the two diagonal blocks, that is

\[ \det((A_n)_{i,n}) = t^{i-1} \det(M_{n-i}) = (-1)^{n-i} t^{i-1} \sum_{j=0}^{n-i} i^j = (-1)^{n-i} \sum_{j=0}^{n-i} t^{i+j-1}. \]

Finally, we can then compute \(p_n(t)\) as

\[ \det(A_n) = \sum_{i=1}^{n} (-1)^{n+i} a_{i,n} \det((A_n)_{i,n}) = (-1)^{n+1} (1 - \beta^{-1})(-1)^{n-1} \sum_{j=0}^{n-1} j^i + \sum_{i=2}^{n-1} (-1)^{n+i} (-\beta^{-i}) (-1)^{n-i} \sum_{j=0}^{n-i} j^{i+j-1} + (-1)^{2n} (t - \beta^{-n}) t^{n-1} = \]

\[ = \sum_{j=0}^{n-1} t^j + t^n + \sum_{i=1}^{n} (-\beta^{-i}) \sum_{j=0}^{n-i} j^{i+j-1} = \sum_{j=0}^{n} t^j - \sum_{i=1}^{n} \sum_{j=0}^{n-i} t^{i+j-1} \beta^{-i}, \]

where we write the final expression of \(p_n(t)\), by separating the terms with powers of \(\beta\) from the others. □

**Observation 4.4.** The constant term of \(p_n(t)\) is \(1 - \beta^{-1}\), the difference between the constant terms of the two sums, and since \(\beta > 1\) we conclude that, for every \(n\), \(B_n\) does not have 0 as an eigenvalue and, as a consequence, is invertible.
The sequence of characteristic polynomials \( \{ p_n(t) \}_{n \in \mathbb{N}} \) has a very particular structure and we want to exploit it in order to derive information on the distribution of the roots. For every \( n \), we define the following polynomials

\[
q_n(t) = \sum_{j=0}^{n} t^j,
\]

\[
r_n(t) = \sum_{i=1}^{n} \sum_{j=0}^{n-i} t^{i+j-1} \beta^{-i}.
\]

It immediately follows that

\[
p_n(t) = q_n(t) - r_n(t).
\]

**Lemma 4.5.** For every \( t \in \mathbb{C} \) of absolute value less than 1, we have

\[
\lim_{n \to +\infty} q_n(t) = \frac{1}{1-t},
\]

\[
\lim_{n \to +\infty} r_n(t) = \frac{1}{1-t \beta - t},
\]

and the convergence is uniform in every compact set \( K \) contained in the open ball \( B(0,1) \subset \mathbb{C} \).

**Proof.** The result of \( q_n(t) \) follows trivially from the basic properties of power series and by the fact that \( q_n(t) \) is the partial sum of order \( n \) of the geometric series, which has a radius of convergence equal to 1. Similarly, we can also note that \( r_n(t) \) is related to the partial sum of the Cauchy product of two geometric series, of ratio \( t \) and \( t/\beta \). By rearranging, we can write

\[
r_n(t) = \sum_{i=1}^{n} \sum_{j=0}^{n-i} t^{i+j-1} \beta^{-i} = \frac{1}{\beta} \sum_{i=0}^{n-1} \sum_{j=0}^{n-i-1} t^{i+j} \beta^{-i} = \frac{1}{\beta} \sum_{i=0}^{n-1} \sum_{j=0}^{n-i-1} t^j \beta^{-i} \left( \frac{t}{\beta} \right)^i,
\]

where the last double sum is the sum of all the possible products of powers of \( t \) and \( t/\beta \) such that the exponents add up to at most \( n - 1 \). For this reason, apart from the factor \( 1/\beta \), \( r_n(t) \) is exactly the partial sum of order \( n - 1 \) of the Cauchy product of the two geometric series, as required. As far as uniform convergence is concerned, the radius of convergence of the geometric series of ratio \( t \) is 1, whilst for the one of ratio \( t/\beta \) it is \( \beta \). By Mertens’ theorem on the convergence of Cauchy products, the radius of convergence of the product series is at least the minimum between 1 and \( \beta \), which is 1. Therefore, for every complex \( t \) of modulus less than 1, we find
\[
\lim_{n \to +\infty} r_n(t) = \frac{1}{\beta} \frac{1}{1 - t} \frac{1}{1 - t/\beta} = \frac{1}{1 - t} \frac{1}{1 - \beta - t}
\]

and the convergence is uniform in every compact set \( K \) contained in the open disk \( B(0, 1) \subset \mathbb{C} \). This completes the proof. \( \square \)

In order to deduce the complete result on the clustering of the eigenvalues, we would also like to study the exterior of the unitary circle, which is not possible by a direct limit process. Nevertheless, given a polynomial \( p(t) \) of degree \( n \) without 0 as a root, the function \( t^n p(1/t) \) is again a polynomial of degree exactly \( n \), whose roots are the reciprocals of the roots of \( p(t) \). This transformation swaps the inside and the outside of the unit circle. In this way, we may study what happens to the roots outside the unit circle, for \( n \) large enough, by studying what happens in the limit. Thus we define

\[
\begin{align*}
\tilde{p}_n(t) &= t^n p_n(1/t), \\
\tilde{q}_n(t) &= t^n q_n(1/t) = q_n(t), \\
\tilde{r}_n(t) &= t^n r_n(1/t).
\end{align*}
\]

As in the previous case, we are interested in computing the limit.

**Lemma 4.6.** For every \( t \in \mathbb{C} \) of absolute value less than 1, we find

\[
\lim_{n \to +\infty} \tilde{r}_n(t) = \frac{t}{1 - t} \frac{1}{\beta - 1}
\]

and the convergence is uniform in every compact set \( K \) contained in the open disk \( B(0, 1) \subset \mathbb{C} \).

**Proof.** As in the previous case, the result is trivial from the same properties of power series and Cauchy product series, once we have rearranged \( \tilde{r}_n(t) \). Therefore, following similar steps as in Lemma 4.5, we observe

\[
\tilde{r}_n(t) = t^n r_n(1/t) = \sum_{i=1}^{n-1} \sum_{j=0}^{n-i} t^{n+1-i-j} \beta^{-i} = \frac{1}{\beta} \sum_{i=0}^{n-1} \sum_{j=0}^{n-i-1} t^{n-i-j} \beta^{-i}.
\]

Then we switch the index \( j \) in the internal sum with the index \( k = n - i - j - 1 \) which allows us to go through that sum in the inverse order

\[
\frac{1}{\beta} \sum_{i=0}^{n-1} \sum_{j=0}^{n-i-1} t^{n-i-j} \beta^{-i} = \frac{1}{\beta} \sum_{i=0}^{n-1} \sum_{k=0}^{n-i-1} t^{k+1} \beta^{-i} = \frac{t}{\beta} \sum_{i=0}^{n-1} \sum_{k=0}^{n-i-1} t^k \beta^{-i}.
\]

As with the previous case, the last sum is the sum of all the possible products of powers of \( t \) and \( 1/\beta \) such that the exponents add up to at most \( n - 1 \). For this reason, apart from
the factor $t/\beta$, the polynomial $\tilde{r}_n(t)$ is the partial sum of the Cauchy product series of two geometric series of ratio $t$ and $1/\beta$. By Mertens’ theorem, for every $t \in \mathbb{C}$ of absolute value less than 1, we deduce

$$
\lim_{n \to +\infty} \tilde{r}_n(t) = \frac{t}{\beta} \frac{1}{1-t} \frac{1}{1-1/\beta} = \frac{t}{1-t} \frac{1}{\beta - 1}
$$

and the convergence is uniform in every compact set $K$ contained in the open disk $B(0,1) \subset \mathbb{C}$. With the latter the proof is concluded. \(\square\)

The last element for the proof of the main result is Hurwitz’ Theorem, which establishes relations between the zeros of a sequence of holomorphic functions and the zeros of the uniform limit.

**Theorem 4.7.** Let \(\{f_n\}_{n \in \mathbb{N}}\) be a sequence of holomorphic functions on a connected open set $A$ that converge uniformly on compact subsets of $A$ to a holomorphic function $f$, which is not constantly zero on $A$. If $f$ has a zero of order $m$ at $z_0$ then for every small enough $\epsilon > 0$ and for sufficiently large $n \in \mathbb{N}$, $f_n$ has precisely $m$ zeros in the disk defined by $|z - z_0| < \epsilon$, counted with their multiplicity. Furthermore, these $m$ zeros converge to $z_0$ as $n \to \infty$.

With all the instruments developed so far, we are ready to prove our main result, that is Theorem 4.1.

**Proof.** Given the $\beta$ matrix-sequence \(\{B_n\}_{n \in \mathbb{N}}\), we computed the sequence of characteristic polynomials $p_n(t)$. By Lemma 4.5, for every $t \in \mathbb{C}$ of modulus less than 1, we have that

$$
\lim_{n \to +\infty} p_n = \lim_{n \to +\infty} q_n(t) - r_n(t) = \frac{1}{1-t} - \frac{1}{1-t} \frac{1}{\beta - t} = \frac{1}{1-t} \frac{\beta - 1-t}{\beta - t}
$$

and the convergence is uniform in every compact $K$ subset of the open ball $B(0,1)$. Similarly, by Lemma 4.6, for every $t \in \mathbb{C}$ of modulus less than 1 we obtain

$$
\lim_{n \to +\infty} \tilde{p}_n = \lim_{n \to +\infty} \tilde{q}_n(t) - \tilde{r}_n(t) = \frac{1}{1-t} - \frac{t}{1-t} \frac{1}{\beta - 1} = \frac{1}{1-t} \frac{\beta - 1-t}{\beta - 1}
$$

and the convergence is once again uniform, when we restrict to a compact subset in the open ball $B(0,1)$. We call $p(t)$ and $\tilde{p}(t)$ the two limit functions, namely

$$
p(t) = \frac{1}{1-t} \frac{\beta - 1-t}{\beta - t},
$$

$$
\tilde{p}(t) = \frac{1}{1-t} \frac{\beta - 1-t}{\beta - 1}.
$$
We observe that \( p \) and \( \tilde{p} \) are meromorphic with a single zero equal to \( \beta - 1 \). Therefore, if we take \( \beta \in [2, +\infty) \), and \( \epsilon > 0 \) the sequences \( p_n(t) \) and \( \tilde{p}_n(t) \) converges uniformly to \( p(t) \) and \( \tilde{p}(t) \) in the compact closed disk centered at 0 of radius \( 1 - \epsilon \) and the two limit functions never take the value 0 in the ball. Thus, there exists \( N_\epsilon \in \mathbb{N} \) such that, for every \( n \geq N_\epsilon \), neither \( p_n(t) \) nor \( \tilde{p}_n(t) \) has roots in the compact set. This completes the proof for the case \( \beta \in [2, +\infty) \) since for those values of \( \beta \) all the eigenvalues of \( \{B_n\}_{n \in \mathbb{N}} \) and their reciprocals are strongly clustered at \( \{s \in \mathbb{C} : |s| \geq 1\} \), with no outliers, for every \( \epsilon > 0 \).

Now, let \( \beta \in (1, 2) \). We cannot use the same argument itself, but we need a certain refinement of it, since the two limit functions \( p(t) \) and \( \tilde{p}(t) \) have a unique zero in the unit open disc, namely \( \tilde{z} = \beta - 1 \). By derivation of the two limit functions we obtain

\[
p'(t) = \frac{1}{(1-t)^2} \frac{(\beta-t)^2 - (\beta-t) - (1-t)}{(\beta-t)^2},
\]

\[
\tilde{p}'(t) = \frac{1}{(1-t)^2} \frac{(\beta-1) - t - (1-t)}{(\beta-1)}.
\]

Thus

\[
p'(\tilde{z}) = \frac{\beta-2}{\beta^2} \neq 0,
\]

\[
\tilde{p}'(\tilde{z}) = \frac{\beta-2}{\beta^2(\beta-1)} \neq 0.
\]

Consequently, \( p(t) \) and \( \tilde{p}(t) \) have a unique single zero inside the open unit disk. By Theorem 4.7, for sufficiently large \( n \in \mathbb{N} \), \( p_n(t) \) and \( \tilde{p}_n(t) \) have exactly one single root in the open disk centered at \( \tilde{z} \) of radius \( \epsilon \) and those converge to \( \tilde{z} \), when \( n \to \infty \). In addition, for \( n \) large enough, the functions \( p_n(t) \) and \( \tilde{p}_n(t) \) cannot have roots in any compact subset of the open unit disk not containing \( \tilde{z} \) due to uniform convergence. Hence, we conclude that all but two eigenvalues must lie, at some point, in an \( \epsilon \)-neighborhood of the unit circle. In order to complete the proof, we show that the polynomials, for \( n \) large enough, have a real positive root not approaching \( S^1 \). By the previous argument, such a root must approach the critical value \( \tilde{z} \). First, by evaluation, we have

\[
p_n(0) = \frac{\beta - 1}{\beta} > 0,
\]

\[
\tilde{p}_n(0) = 1 > 0.
\]

Secondly, working on the limit functions as real functions, we obtain

\[
\lim_{t \to 1^-} p(t) = \lim_{t \to 1^-} \frac{1}{1-t} \frac{\beta - 1 - t}{\beta - t} = -\infty,
\]

\[
\lim_{t \to 1^-} \tilde{p}(t) = \lim_{t \to 1^-} \frac{1}{1-t} \frac{\beta - 1 - t}{\beta - 1} = -\infty.
\]
If we consider the polynomials as real functions, we have uniform convergence to the limit functions on \([0, \delta]\) for every \(0 < \delta < 1\). Therefore, taking \(\delta\) such that \(\tilde{z} < \delta\), and noting that the polynomials have a negative sign for \(n\) large enough when evaluated at \(\delta\), once again by uniform convergence. For such \(n\), we can use Bolzano’s theorem on the zeros of continuous functions to ensure that both \(p_n(t)\) and \(\tilde{p}_n(t)\) have a zero in \([0, \delta]\). This completes the proof since \(\delta\) is arbitrary but fixed and so these zeros cannot approach \(S^1\) for \(n \to \infty\). As a conclusion, by all previous arguments, they approach \(\tilde{z} = \beta - 1\). This completes the case of \(\beta \in (1,2)\) and the proof of the theorem is concluded. \(\Box\)

5. Numerics, concluding remarks, open problems

In this final section, we will present some numerical evidence in support of Theorem 4.1. Then we give additional related results and draw conclusions, as well as stressing a few open questions.

Firstly, we plot the spectra \(B_n\) for different values of \(\beta\) and for different sizes \(n\). The computations are performed with high precision due to the non-normal character of the matrices. The following cases are considered:

1. plot of all the eigenvalues for \(\beta = 5\), \(n = 50, 100, 200, 400\);
2. plot of all the eigenvalues for \(\beta = 3\), \(n = 50, 100, 200, 400\);
3. plot of all the eigenvalues for \(\beta = 4/3\), \(n = 50, 100, 200, 400\).

The results are visualized in Fig. 1, Fig. 2, and Fig. 3.

In the first two figures with \(\beta = 5 \geq 2\) and \(\beta = 3 \geq 2\), according to Theorem 4.1, no outliers are expected and the eigenvalues strongly cluster at the complex unit circle.
As can be seen, the numerical experiments strongly agree with the previous theoretical results even for small values of $n$. In the third figure we have taken $\beta = 4/3 \in (1, 2)$ so that exactly two outliers are expected, converging to $\beta - 1 = 1/3$ and $(\beta - 1)^{-1} = 3$, respectively. Also in this case, the numerics confirm the theoretical findings and we observe the limit behavior already for moderate sizes. In fact, for the third experiment and for the largest outlier $\lambda_M$ we have the following impressive results:

- $n = 50, \lambda_M = 2.99999796124162120902813536126303334491749260835507$
- $n = 100, \lambda_M = 2.9999999999845407213262525318508298413903876636$
- $n = 200, \lambda_M = 2.9999999999999999999999999996296987491150278175529157$
- $n = 400, \lambda_M = 2.99999999999999999999999999999999999999999999999996$.
Finally, one can immediately see that the proof of Theorem 4.1 does not apply to the limit case where $\beta = 1$. However, it suggests that one outlier tends to 0 and the other to $+\infty$, when $n$ tends to infinity. For this we go back to the matrix $B_n$, taking $\beta = 1$, which takes the form

$$
B_n = \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 \\
2 & 1 & 1 & \cdots & 1 \\
1 & 2 & 1 & \cdots & 1 \\
1 & 1 & 2 & \cdots & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & \cdots & \cdots & 1 & 2 & 1
\end{pmatrix}
$$

The matrix is in lower block triangular form with zeros in the first row. Thus the minimal outlier is clearly equal to $\beta - 1 = 0$ with multiplicity 1 since the other block diagonal submatrix is invertible and takes the form $X_{n-1} = T_{n-1}(e^b) + ee^T$, with $e = e^{(n-1)}$ being the vector of size $n - 1$ with all ones. The related eigenvectors $w$ are such that $B_n w = 0$ and can be expressed as

$$
w = (w)_1 \begin{pmatrix} 1 \\ s \end{pmatrix}, \quad s = -X_{n-1}^{-1} r, \quad r = e + e_1,$$

with $(w)_1 \neq 0$ the first component of $w$.

Given the lower block triangular structure of $B_n$, the other eigenvalues, including the largest outlier, must be found in the matrix $X_{n-1}$. We first observe that $X_{n-1}$ is a matrix with all positive entries. Therefore, by Perron-Frobenius theory (see [14] and references therein), its spectral radius coincides with the largest eigenvalue, i.e. the largest outlier, which is unique. Since the spectral radius is reached by a single eigenvalue with algebraic multiplicity equal to 1, the power method is convergent (see [13]). We then use this fact for estimating the largest eigenvalue which takes the expression

$$
\lambda_M = n - 1/n + c_2/n^2 + c_3/n^3 + \cdots \quad (3)
$$

where $c_0 = 0$, $c_1 = -1$, and the other $c_j$, $j \in \mathbb{N}$, are constants independent of $n$. In fact, we refer to Table 1, where we report the first 5 iterates of the power method applied to $X_{n-1}$ starting with initial vector $v_0 = e$, $v_{k+1} = X_{n-1}v_k$, $k \geq 0$, and where $r_k = \frac{(v_{k+1})_1}{(v_k)_1}$, $k \geq 0$, is the scalar quantity converging to the maximal eigenvalue. We notice that $r_k$ is always well defined since all the involved vectors $v_k$, $k \geq 0$, have strictly positive entries. In conclusion, by observing that $c_1 = -1$ is negative, we see $\lambda_M < n$. The fact that $\lambda_M < n$ is in theoretical accordance with the third Gerschgorin Theorem (see [28]), taking into account that $X_{n-1}$ is irreducible and its first disk is contained in the open part of the others. Furthermore, $\lambda_M$ tends to $+\infty$ as $n$ tends to $\infty$, in agreement with the qualitative suggestion given by Theorem 4.1. However, we have even more information, since $\lambda_M = \lambda_M(n)$ has an asymptotic expansion which can be employed for using the
linear in time matrix-less methods introduced by Ekström and coauthors (see [8,9] for the seminal papers). In this direction see Table 2 which is a numerical counterpart of the symbolic computations in Table 1.

To conclude, in the current paper, we have studied the eigenvalue behavior for a class of non-normal matrix-sequences as defined in 2.2, which represent a one-rank correction depending on a parameter $\beta > 1$ of the basic Toeplitz sequence generated by $e^{i\theta}$. We have proven a strong clustering at the range of the generating function $e^{i\theta}$ i.e. at the complex unit circle for every fixed $\beta > 1$. For $\beta \geq 2$ there are no outliers, while for $\beta \in (1,2)$ only two outliers are present, which are both real, positive and have a finite limit equal to $\beta - 1$ and $(\beta - 1)^{-1}$, respectively. The conditioning measured in spectral norm grows at least as

$$\left[\max\{\beta - 1, (\beta - 1)^{-1}\}\right]^2$$

for any choice of $\beta > 1$. Numerical experiments have confirmed the theoretical findings with high convergence speed, i.e. already for quite moderate matrix orders, and also in the limit case of $\beta = 1$.

As already observed in the Introduction, the problem looks mathematically innocent, but indeed is quite challenging since all the sophisticated asymptotic linear algebra machinery for deducing the weak clustering is not easy to apply in the current setting and at most we may hope for weak clustering results. In our derivations, we have determined a representation of the characteristic polynomials, which have been worked out with the help of several tools from complex analysis. Further distribution results in the Weyl sense can be obtained by joining old findings in the theory of distribution of the zeros of polynomial sequences and potential theory [4,18], as well as newer research in asymptotic

---

**Table 1**

<table>
<thead>
<tr>
<th>$k$</th>
<th>$(v_k)_1$</th>
<th>$r_k = \frac{(v_{k+1})_1}{(v_k)_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$n - 1$</td>
<td>$n - \frac{1}{n-1}$</td>
</tr>
<tr>
<td>2</td>
<td>$n^2 - n - 1$</td>
<td>$n - \frac{n}{n^2 - n - 1}$</td>
</tr>
<tr>
<td>3</td>
<td>$n^3 - n^2 - 2n$</td>
<td>$n - \frac{n+1}{n^3 - n^2 - 2n}$</td>
</tr>
<tr>
<td>4</td>
<td>$n^4 - n^3 - 3n^2 + 1$</td>
<td>$n - \frac{n^2 + 2n + 1}{n^4 - n^3 - 3n^2 + 1}$</td>
</tr>
<tr>
<td>5</td>
<td>$n^5 - n^4 - 4n^3 + 3n + 1$</td>
<td>$n - \frac{n^3 + 2n^2 + 3n + 1}{n^5 - n^4 - 4n^3 + 1}$</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>$n$</th>
<th>$0 = c_0 \approx \lambda_M(n) - n$</th>
<th>$-1 = c_1 \approx n(\lambda_M(n) - n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>$-0.02641666702$</td>
<td>$-1.0208355106$</td>
</tr>
<tr>
<td>100</td>
<td>$-0.01010204099$</td>
<td>$-1.0102040921$</td>
</tr>
<tr>
<td>200</td>
<td>$-0.0050252525$</td>
<td>$-1.0050505056$</td>
</tr>
<tr>
<td>400</td>
<td>$-0.0025062814$</td>
<td>$-1.0025126528$</td>
</tr>
</tbody>
</table>
linear algebra (see [10] and references therein). We resume then in Theorem 5.1 and in the subsequent two remarks.

**Theorem 5.1.** Let \( \{B_n\}_{n \in \mathbb{N}} \) be the \( \beta \) matrix-sequence given in Definition 2.2.

- Assume that \( |\beta| \geq 1 \). Then \( \{B_n\}_{n \in \mathbb{N}} \) is distributed in the eigenvalue sense as \( e^{i\theta} \) on \( [-\pi, \pi] \) i.e. for any continuous function \( F \) defined on the complex field and with bounded support we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} F(\lambda_i(B_n)) = \frac{1}{2\pi} \int_{-\pi}^{\pi} F(e^{i\theta}) d\theta.
\]

- Assume that \( \beta \) is any nonzero complex number. Then \( \{B_n\}_{n \in \mathbb{N}} \) is distributed in the singular value sense as 1 on \( [-\pi, \pi] \) i.e. for any continuous function \( F \) defined on the non-negative real numbers and with bounded support we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} F(\sigma_i(B_n)) = \frac{1}{2\pi} \int_{-\pi}^{\pi} F(1) d\theta = F(1).
\]

**Proof.** By Lemma 4.3, the characteristic polynomial of \( B_n \) is

\[
p_n(t) = \sum_{j=0}^{n} t^j - \sum_{i=1}^{n} \sum_{j=0}^{n-i} t^{i+j-1} \beta^{-i}
\]

so that, as the leading coefficient is 1 and for any complex \( \beta \) with \( |\beta| \geq 1 \), we have

\[
1 \leq \|p_n\|_{L^\infty(S^1)} \leq n + n^2,
\]

\( S^1 \) being the unit circle in \( \mathbb{C} \). Hence

\[
\lim_{n \to \infty} \|p_n\|^{1/n}_{L^\infty(S^1)} = 1
\]

and the first part of the theorem is then proved by using results from classical potential theory (see [18] and references therein).

The second part has an elementary proof due to the interlacing theorems of the singular values. In fact, looking at Definition 2.2, the singular values of \( T_n(e^{i\theta}) \) are given by 1 repeated \( n-1 \) times and by 0. Additionally, \( B_n = T_n(e^{i\theta}) + (v-e_1)e^T \) is a rank one correction of \( T_n(e^{i\theta}) \) for any \( \beta \neq 0 \), so that all the singular values are equal to 1 except for two possible outliers. A direct computation allows us to conclude that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} F(\sigma_i(B_n)) = F(1). \quad \Box
\]
Observation 5.2. When a matrix-sequence is distributed as a function in the eigenvalue sense, there is a corresponding weak eigenvalue clustering at the essential range of the function. When a matrix-sequence is distributed as a function in the singular value sense, there is a corresponding weak singular value clustering at the essential range of the modulus of the function. In this sense Theorem 5.1 implies a weak clustering at 1 of the singular values of \( \{B_n\}_{n \in \mathbb{N}} \) and a weak clustering on the complex unit circle of the eigenvalues, since the complex unit circle is the range of the function \( e^{i\theta} \). However, via distribution results it is difficult to obtain the strong clustering results obtained in the present work. Conversely, for the singular values the strong clustering is for free for any \( \beta \neq 0 \) thanks to the interlacing theorems for the singular values as already indicated in the proof of the second part of Theorem 5.1.

Observation 5.3. No matter how the parameter \( \beta \) is chosen the matrix \( B_n \) is always non-normal. By the Schur normal form, a characterization of normality is that the moduli of the eigenvalues are equal to the singular values. Hence, by Theorem 5.1, when \( |\beta| \geq 1 \), what is not true for the matrix \( B_n \) is true in an asymptotic sense for the matrix-sequence \( \{B_n\}_{n \in \mathbb{N}} \): in fact for \( |\beta| \geq 1 \) the sequences of sets \( \{\{\lambda_i(B_n)\}\}_{i=1}^n \) and \( \{\sigma_i(B_n)\}_{i=1}^n \) are both distributed as the constant function 1 and the difference sequence \( \{\sigma_i(B_n) - |\lambda_i(B_n)|\}_{i=1}^n \) is distributed as the constant function 0. Hence we can state that \( \{B_n\}_{n \in \mathbb{N}} \) is a quasi-normal matrix-sequence.

Other generalizations can be considered. If instead of \( B_n = T_n(e^{i\theta}) + (v - e_1)e^T \) in (1) we consider \( \hat{B}_n = T_n(e^{i\theta}) - e_1e^T + vz^T \), where \( z \) in any vector with zeros and ones different from \( e \), then the correction is of rank two and the complexity grows. Some cases may be recovered using the same analysis proposed in the present work, while the general setting is still an open question. A further direction to investigate is that suggested by relation (3) and Table 2, regarding almost closed forms for the eigenvalues of \( B_n \) with respect to \( \beta \) and \( n \): this would open the door to linear in time fast computations of the entire spectrum of \( B_n \) for very large \( n \).
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