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A B S T R A C T

Model-based approaches, including population pharmacokinetic-pharmacodynamic modeling, have become an
essential component in the clinical phases of oncology drug development. Over the past two decades, models
have evolved to describe the temporal dynamics of biomarkers and tumor size, treatment-related adverse events,
and their links to survival. Integrated models, defined here as models that incorporate at least two pharmaco-
dynamic/ outcome variables, are applied to answer drug development questions through simulations, e.g., to
support the exploration of alternative dosing strategies and study designs in subgroups of patients or other tumor
indications. It is expected that these pharmacometric approaches will be expanded as regulatory authorities place
further emphasis on early and individualized dosage optimization and inclusive patient-focused development
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Dose individualization
Tumor growth inhibition model

strategies. This review provides an overview of integrated models in the literature, examples of the consider-
ations that need to be made when applying these advanced pharmacometric approaches, and an outlook on the
expected further expansion of model-informed drug development of anticancer drugs.

1. Introduction

Cancer remains a leading cause of mortality worldwide, accounting
for nearly 10 million deaths and 20 million newly diagnosed cases in
2022 alone [1]. The development and approval of novel anti-cancer
treatments have significantly improved patients’ life expectancy and
quality of life in the past decades. Nevertheless, bringing a new oncology
drug to the market is a lengthy, complex, and expensive process [2].
Oncology drug discovery and development face numerous challenges
due to the complexity of cancer biology, the heterogeneity of cancer
among and within patients, and the development of treatment resistance
due to epigenetic, genetic, and microenvironmental factors [3–5].
Consequently, the failure rate of pivotal phase III trials and the average
costs for developing new oncology drugs are higher than other thera-
peutic areas [6,7].

The shift from chemotherapy to molecularly targeted agents and
immuno-oncology therapy has added complexity to oncology drug
development in finding a dose with a balanced benefit-risk profile [8].
This is evident in the high burden of post-marketing requirements to
evaluate alternative doses or dosing frequencies for approved anti-
cancer drugs [9]. Historically, chemotherapy dose-finding has relied
on determining a maximally tolerated dose (MTD) in phase I trials,
which is then used in phase II and III trials under the premise that ’more
is better’ [10]. However, higher dose levels do not always result in
increased antitumor effects for new cancer treatment modalities. This is
because target saturation can occur below the MTD, and the exposur-
e–response can be less pronounced or even flat [11]. In addition, these
treatments often require prolonged use, raising the potential for toler-
ability issues, which can lead to dose reductions, interruptions, or even
treatment discontinuation, ultimately diminishing the potential thera-
peutic benefits [12]. From the perspectives of patients and healthcare
providers, pharmacoeconomic considerations are important, as
reducing excessive doses can help alleviate the substantial costs asso-
ciated with many new treatments, including costs and healthcare re-
sources that may be incurred for the management of adverse effects
secondary to suboptimal dosage [13–15]. Therefore, dose optimization
for oncology drugs remains a multi-dimensional problem that provides
opportunities for innovative integrative approaches [16].

To improve evidence generation and decision-making in the clinical
development of oncology drugs, drug developers have been using
modeling and simulation to integrate and leverage data accumulated
from preclinical and clinical studies [17]. This approach is now known
as model-informed drug development (MIDD) [18–20]. In 1994, the
International Conference on Harmonization (ICH) laid the groundwork
for MIDD with its guidelines, emphasizing the need for studies that
characterize the links between drug dose, its concentrations, and clinical
response using statistical and pharmacometric techniques [21]. Subse-
quent Food and Drug Administration (FDA) guidelines have further
supported and detailed MIDD practices [22]. For this review, we will
focus on clinical drug development, however, it is important to note that
MIDD efforts begin before human studies are conducted. While statis-
tical methodologies are essential for MIDD, addressing clinical drug
development challenges often requires additional approaches to account
for the physiological mechanisms of disease progression and drug effects
[23]. Pharmacometrics is a field that integrates mathematical-statistical
models with biological, pathophysiological, and pharmacological prin-
ciples to characterize the interactions between xenobiotics and patients,
including both beneficial and adverse effects [24]. Pharmacometrics has
become widely recognized as a tool in drug development and plays an
integral role in the MIDD framework, as well as in the oncology area

[25–27].
Within pharmacometrics, nonlinear mixed-effect (NLME) modeling

techniques play a pivotal role in quantifying the relationship between
drug dose and its concentrations in pharmacokinetic (PK) analysis (i.e.,
what the body does to the drug), and the relationship between drug
exposure and its response in pharmacodynamic (PD) analysis (i.e., what
the drug does to the body) [28,29]. These models are commonly referred
to as the population PK and population PD models. Population models
handle longitudinal data of individual patients and thus have the ca-
pacity to

i) Describe the temporal change in drug exposure, account for
dosing history and changes in clearance.

ii) Characterize the disease progression and dynamics of efficacy or
safety biomarkers based on the mechanistic understanding of the
underlying biology and pharmacology.

iii) Quantify the onset, duration, persistence, and severity of adverse
events (AEs), which are factors of vital considerations for patient
tolerance and overall quality of life.

iv) Quantify the magnitude and identify the sources of population
heterogeneity in drug exposure and clinical response.

v) Identify subgroups of patients who may benefit from different
dosing strategies compared to the general population.

Pharmacometric analysis can also include survival models, which
analyze and predict the time until an event of interest occurs, such as
progression-free survival (PFS) and overall survival (OS) [30].

Different variables or predictors can be integrated to form model-
based frameworks that are constructed to provide a comprehensive
understanding of drug behavior and disease progression, as illustrated in
Fig. 1. These frameworks combine the relationships between patient
characteristics, dosing history, drug exposure, disease progression, ef-
ficacy and safety outcomes, and survival, offering a holistic view of the
evidence gathered from multiple studies. A crucial aspect of utilizing
these frameworks is to simulate outcomes under various unstudied
scenarios, such as different treatment combinations, dosing strategies,
patient populations, or study designs [31]. Additionally, models for
study execution and patient behavior, including drop-out and compli-
ance, can be incorporated to explore their impact on study outcomes
[32]. The integrated model can be continuously updated to include new
information as it is acquired. Simulations can then be performed before
each decision point, ensuring the most current data is utilized to inform
subsequent decisions [33]. This iterative process allows for dynamic
adjustments and refinements, enhancing the accuracy and relevance of
the model predictions throughout the phases of drug development.

The applications and value proposition for iteratively integrating
pharmacometric modeling and simulation throughout the oncology
drug development lifecycle are manifold. The envisioned benefits
include but are not limited to the following contexts of use:

• Enable optimization of dosage (i.e., dose and dosing schedule),
including response-adaptive dosing strategies to maximize benefit
versus risk.

• Inform and increase confidence in patient selection and enrichment
hypotheses.

• Inform patient-focused safety monitoring and risk management/
mitigation.

• Enable early development go/ no-go decision-making.
• Bolster evidence to advance research in new endpoints (e.g., mo-
lecular response metrics).
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• Predict and increase the probability of success via model-based
clinical trial simulations through in-silico trial design optimization.

• Increase rigor in disease understanding enabling cross-population
bridging and extrapolation (e.g., pediatrics, global development).

• Enable efficient evidence generation for new routes of administra-
tion and less frequent posology aimed at improving convenience for
patients and healthcare providers.

This review aims to comprehensively explore the integrated
modeling approaches applied in the clinical development of oncology
drugs. Here, we focus on the integrated model frameworks incorpo-
rating longitudinal information on two or more PD variables, including
biomarkers, safety outcomes, and survival. Relevant literature was
reviewed to identify existing integrated models within the oncology
field and offer a comprehensive overview. The specific sections
encompass:

• Introduction to NLME modeling and survival analysis (Section 2).
• Common sub-models for the integrated frameworks, including PK,
biomarkers, safety, survival outcomes, and covariates (Section 3).

• Methodology for integrated model development (Section 4).
• A review of published integrated models in oncology (Section 5).
• Value of integrated models in oncology drug dose optimization
(Section 6).

• Value of integrated models in patient-focused drug development
strategies (Section 7).

• Value of integrated models in enabling emerging biomarkers
(Section 8).

Drawing from this overview, the review aspires to articulate a
forward-looking perspective on the trajectory of this rapidly evolving

discipline to engage researchers and stakeholders within the pharma-
ceutical, regulatory, and clinical sectors of practice.

2. Pharmacometric modeling

2.1. NLME models for repeated measurements

The NLME concept was initially introduced to the field of pharma-
cometrics by Sheiner et al. [34]. These models are suitable to charac-
terize data collected over time from multiple individuals, with different
study designs (e.g., dosing regimens, sampling frequency, etc.) and to
quantitatively separate and explain different types of variability. A basic
NLME model integrates i) a nonlinear structural model (i.e., fixed effect)
that describes how the population curve changes over time, ii) a sto-
chastic model (i.e., random effect) that describes how individual curves
deviate from the population curve, and how individual observations
deviate from the individual curve (i.e., residual unexplained variability,
RUV), and iii) a covariate model that describes how individual charac-
teristics or external factors affect deviations of individual responses from
the population average. The mixed term refers to the combination of
both fixed and random effects. The model can be written as:

yij = f
(
tij, θi

)
+ h(εij)

θi = g
(
θ,X1,i,X2,i,⋯,Xn,i, ηi

)
(1)

Here, f(.) defines the individual curve of the dependent variable (e.
g., drug concentration, biomarkers, or AEs), depending on the structural
model, over time j and based on the individual parameter θi. g(.) in-
troduces covariates Xn,i and the random variable ηi to characterize the
inter-individual variability (IIV) around the typical parameter θ. h(.)
includes the random variable εij to describe RUV between model

Fig. 1. Illustration outlining the components of the integrated modeling framework, encompassing sub-models. This framework facilitates the integration of
covariates, pharmacokinetic, pharmacodynamic, and survival data. Serving as a simulation engine in model-informed drug development (MIDD), it enables opti-
mization of clinical trial design across multiple dimensions, such as inclusion and exclusion criteria, dosing regimen, sampling and follow-up schedule, safety
monitoring plan, and the selection of endpoints. Illustrations were created by BioRender.com.
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predictions and observations. Random variables ηi and εij are assumed to
follow a normal distribution with mean 0 and their respective variances,
ω2 and σ2, respectively. For a more detailed introduction to population
modeling, the reader is referred to earlier literature [28,35].

2.2. Survival analysis for time-to-event data

Time-to-event (TTE) data, often used in the context of clinical studies
and medical research, refers to information about the duration until a
specific event of interest occurs. This event is typically an outcome like
death or disease recurrence. Survival analysis, which is frequently
employed in pharmacometrics, involves various statistical methods,
such as Kaplan-Meier (K-M) survival curves, Cox proportional hazards
regression, and parametric survival models.

The K-M method is a non-parametric approach for estimating the
survival probability over time. The Log-rank test can be used to compare
the K-M curves, which requires categorizing continuous covariates. For
example, in an exposure-PFS analysis, subjects might be divided into
exposure quantiles instead of fully utilizing the continuous information
provided by the exposure data. The Cox proportional hazard analysis is a
semi-parametric method that analyzes the relationship between the
patient’s survival time and one or more predictors. K-M and Cox models
are widely used for quantifying the impact of multiple baseline cova-
riates on survival but are generally unsuitable for simulation.

Parametric survival analysis involves fitting a specific parametric
distribution, such as exponential, Weibull, or log-normal, to TTE data to
describe the baseline hazard. Such models are often favored by phar-
macometricians due to their capacity to conduct simulations of hypo-
thetical scenarios, such as alternative dose regimens [30].

Non-parametric cumulative incidence functions have been suggested
for handling competing risks in oncology trials with composite end-
points [36]. The corresponding parametric method for competing risk
analysis includes multistate models [37]. Multistate models can also
account for the impact of intermediate events (e.g., second-line treat-
ment) on the risk of primary events (e.g., death). A multistate survival
model (Fig. 2) extends traditional survival analysis by splitting the
transition from treatment initiation to death into distinct stages, such as
response, progression, and second-line treatment [38]. As a result,
multistate survival models can naturally integrate multiple clinical

endpoints (e.g., objective response rate (ORR), time to response, dura-
tion in response, time to progression (TTP), PFS, OS) and have been
proposed as a platform model for describing TTE endpoints in oncology
trials [38,39].

To date, within the context of pharmacometrics applied to oncology
drug development, multistate models have been applied to 1) integrate
with a population tumor size model to enhance predictions of survival
[40], 2) facilitate decision-making, including estimating the effect of
investigated treatment on OS while accounting for the confounding ef-
fect of second-line therapy [41], and informing dose selection of anti-
cancer treatments [42].

3. Components of an integrated modeling framework

3.1. Pharmacokinetic metrics

PK involves the absorption, distribution, metabolism, and excretion
(ADME) of drugs within the body. In this review, we primarily focus on
systemic drug exposures, such as plasma drug concentrations, even
though target-site exposure (e.g., intra-tumoral concentrations) is more
directly related to drug effect. This is due to the difficulties to measure
concentrations in tumor [43]. NLME PK models are commonly devel-
oped to characterize the ADME properties of drugs in a target population
using observed PK data. This type of analysis is also known as population
PK analysis and can help to identify sources of individual variability in
drug exposure [28].

Identifying a PK determinant for the PD response is crucial for
enhancing clinical trial outcomes by enabling the optimal selection of
dose regimen and patient population. Individual PK parameters and
exposure metrics computed from a population PK model can be tested as
’drivers’ of the PD response. These metrics include time-point drivers (e.
g., Cmax, Ctrough) and summaries of exposure measurements (e.g., the
area under the curve to the end of the dosing period at a steady state
(AUC0-tau,ss) or average concentration at steady state (Cavg.ss)). They can
be applied as constant or time-varying PK metrics, in addition to the
model-predicted drug concentration–time (t) (C(t)) curve [29]. PK
metrics are often highly correlated and thus multiple metrics could
perform equally well in predicting the response. The selection of PK
metrics to test should be carefully considered and guided by biological

Fig. 2. State and transition diagram of an example multistate model (a). Each compartment represents one state and the arrows represent transitions of patients
between states. λij denotes the transition hazard from state i to state j. Example of observed and predicted proportions of patients in each state over time after the first
dose (b). The black lines represent the observed data and the shaded gray areas are 95% confidence intervals from simulations based on a developed model. Example
of a Kaplan-Meier curve of progression-free survival (PFS) and overall survival (OS) (c). The black lines represent the observed data and the shaded gray areas are
95% CI based on simulations. A PFS event is defined as a transition to the state of progression/death from stable or response states, and events are censored if patients
transit to the discontinuation state. An OS event is defined as a transition to the state of death.

H. Liu et al. Advanced Drug Delivery Reviews 216 (2025) 115476 

4 



plausibility and clinical significance to mitigate the risk of inflated type I
errors.

While the evaluation of C(t) is possible, the PD turnover in oncology
is typically slow, which minimizes the advantage of using C(t) over
summary metrics. Alternatively, time-varying PK summary metrics can
be used to reflect the change in exposure over time. For example, Lu
et al. [44] evaluated dose, C(t), and AUCss in a pharmacokinetic-
pharmacodynamic (PKPD) analysis of tumor response in patients with
thyroid cancer. C(t) and AUCss outperformed the dose and demonstrated
similar performance in predicting the time course of tumor response.

In situations where no PK observations are available, the typical PK
parameters corrected for previously identified covariates, based on an
established PK model, can be used to predict the individual exposure
metrics to drive the PD response [45]. Alternatively, a kinetic-PD (K-PD)
model can be fitted to the PD data while the drug’s kinetics are inferred
based on recorded dose intensity and schedule, as well as the PD dy-
namics [46–48]. This approach has been applied to connect dose and
biomarker kinetics for predictive simulations in oncology drug devel-
opment [49,50].

In emerging modalities such as monoclonal antibodies, bispecific
antibodies, and antibody-drug conjugate (ADC), intricate mechanisms
like target-mediated drug disposition (TMDD) and other system-based
conditions, such as cachexia, can result in complex interplay between
PK and PD [51]. As a result, a time-varying clearance is often observed.
In such a case, clearance may predict response in exposure–response
analysis [52] and bidirectional models between PK and PD may be
preferred [53].

3.2. Pharmacodynamic biomarker models

Biomarkers are characteristics that are objectively measured and
evaluated as indicators of biological processes, pathological conditions,
or pharmacologic responses to therapeutic interventions. They can be
categorized into different types based on their specific context of use
[54]: surrogate endpoints are used in clinical trials as a substitute for
direct measuring of how a patient feels, functions, or survives; predictive
biomarkers can be used to help identify individuals who are likely to
show either beneficial or adverse effects following exposure to a medical
product or environmental factor, and prognostic biomarkers can be
incorporated to predict the likelihood of a clinical event, disease
recurrence, or progression. PD biomarkers are a class of biomarkers that
quantitatively characterize processes on the causal path between drug
administration and effect [55]. These include i) target engagement, ii)
drug-induced physiological or pathophysiological change such as tumor
shrinkage, and iii) clinical response. It is common for PD biomarkers to
have predictive and prognostic value, and they may be used as surrogate
endpoints in clinical trials.

In oncology settings, PD biomarkers can be categorized into imaging
biomarkers and biomarkers of disease biology that are measured in
circulation, tumor, or surrogate tissues. Since it is often not feasible to
characterize tumor and tissue-based biomarkers longitudinally, this re-
view will primarily focus on imaging and circulating biomarkers.

3.2.1. Imaging biomarkers
Imaging biomarkers include size-based measurements, such as uni-

dimensional or volumetric anatomical assessment of tumor burden,
based on computed tomography (CT) or magnetic resonance imaging
(MRI) scans, as well as functional assessment with positron emission
tomography (PET) or MRI [56]. Assessment of the changes in the disease
burden through imaging techniques plays an important role in the
clinical evaluation of cancer therapeutics. Themost widely used imaging
biomarker is the sum of the longest diameters (SLD) of target lesions, in
addition to assessments of non-target lesions and identification of new
lesions from the scans. For solid tumors, these measurements form the
basis of response evaluation criteria in solid tumors (RECIST) endpoints
(e.g., ORR and PFS), which are pivotal for early clinical decision-making

in both drug development and clinical practice [57].
Emerging imaging biomarkers hold promise for detecting disease

progression earlier than the conventional CT. One example is tumor
metabolic activity measured using Fluorodeoxyglucose (FDG)-PET/CT
scans [58]. FDG is a radio-labeled glucose analogue that accumulates in
cells with high glycolytic activity, and the accumulation can be quan-
tified by maximum standardized uptake value (SUVmax) [59]. FDG-PET
can differentiate viable tumor tissue from fibrotic ones and detect
changes in metabolic activity, which may precede changes in tumor size
[60]. In some cases, PET response criteria in solid tumors (PETCIST)
based on FDG-PET scans have been shown to better correlate with pa-
tient outcomes and thus better predict the effectiveness of new anti-
cancer therapies compared to RECIST [61].

3.2.2. Circulating biomarkers
Circulating biomarkers in oncology refer to substances that can be

detected in blood or other biofluids and provide valuable information
about the cancer’s presence, characteristics, or progression. As exem-
plified in a recent review [62], circulating biomarkers include a diverse
array of analytes of proven value in monitoring cancer progression and
treatment efficacy. They can be further divided into tumor-specific or
non-tumor-specific biomarkers, including 1) non-specific markers of
disease burden such as lactate dehydrogenase (LDH) and neutrophil-to-
lymphocyte ratio (NIR), 2) tumor-specific markers like prostate-specific
antigen (PSA) in prostate cancer, cancer antigen 125 (CA-125) in
ovarian cancer, circulating tumor cells (CTC), and circulating nucleic
acids (i.e., circulating tumor DNA (ctDNA) and RNA (ctRNA)).

3.2.3. NLME models of longitudinal biomarkers and tumor kinetics
Population PD models, ranging from empirical to mechanistic, are

implemented to describe the drug effects and their relation to the PD
biomarker dynamics. Exposure-effect relationships are an important
part of PDmodels. Commonly used exposure-effect relationships include
linear, log-linear, Emax, or sigmoidal Emax functions [61]. These re-
lationships link PK metrics to PD parameters [63]. The development and
evaluation workflows for PD models have been well-presented in a
previously published tutorial [63]. In this section, we highlight some
basic concepts of PD modeling and discuss a few of the most commonly
used models.

In oncology, PD biomarkers typically exhibit a slow turnover rate,
resulting in gradual changes in their levels over time. Therefore,
continuous monitoring and long-term assessments are crucial for accu-
rately understanding these dynamics. Turnover, or indirect response,
models are widely used to describe longitudinal observations (Equation
(2)).

dR/dt = kin − kout*R(t) (2)

Where R represents the PD biomarker measured to evaluate
response, kin represents the zero-order rate constant for production of
response, and kout represents the first-order rate constant for loss of
response. To introduce longer delays between drug administration and
effect, a transit compartment model can be used [64].

Ordinary differential and algebraic equations have been used to
characterize the tumor dynamics [65–68]. Two reviews have summa-
rized these approaches and offer insights into selecting appropriate
modeling strategies [69,70]. The model commonly used, in the form of
ordinary differential equations, is the tumor growth inhibition (TGI)
model proposed by Claret et al. (Equation (3), Fig. 3A) [71]. This model
was originally developed based on tumor size data from colorectal
cancer patients receiving capecitabine or 5-fluorouracil and has since
then been applied in various cancer types and drugs. The model char-
acterizes tumor size (i.e., SLD) as a function of time and drug exposure. It
includes the natural growth rate of the tumor (kG) and the drug-induced
killing effect (kD). Additionally, a function describing the development
of drug resistance (λ) can be introduced to describe observed tumor
regrowth.
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dSLD/dt = kG − kD*Exposure*e− λ*t*SLD(t) (3)

From a TGI model, several metrics can be derived to evaluate tumor
response to therapy, including tumor size ratio (TSR), the model-
predicted tumor size time-course (absolute TS(t) or relative change
from baseline or nadir), time-to-tumor growth (TTG), and kG [67]. The
derivation of these metrics is summarized in Fig. 3B. These metrics are
frequently evaluated as individual predictors for the hazard related to
survival.

An alternative model structure divides the baseline tumor size into
drug-sensitive and drug-resistant parts by separating tumor mass into
two subpopulations. This approach was applied to describe the SLD ki-
netics characterized in HER2-negative metastatic breast cancer in pa-
tients receiving docetaxel or paclitaxel [72], metastatic colorectal
cancer (mCRC) patients treated with cetuximab [73], and advanced
melanoma patients treated with pembrolizumab [74]. In these cases, the
drug-resistant tumor cells were hypothesized to transfer from an initial
quiescent state to a proliferative state using a set of transit compartment
models. These subpopulation models enabled the characterization of
tumor kinetics when dealing with cancers having molecular variation in
the oncogenic drivers leading to the evolution of resistance and/ or
differential sensitivity to drug effect (e.g., T315I mutation in BCR-ABL in
chronic myeloid leukemia) [75].

Alternatively, algebraic equations have been employed to charac-
terize the dynamics of tumor size. One commonly used model has been
proposed by Stein et al. [76] (Equation (4)) to describe the change in PSA
measurements following an experimental vaccine in metastatic prostate
cancer patients. This model structure was later applied to characterize
the dose–response relationship of everolimus in metastatic renal cell
carcinoma (mRCC) [47]. The model assumes that the changes in tumor
size during the treatment are due to two independent elements pro-
portional to baseline (yo): an exponential tumor growth (g) and a tumor
regression (d). The term “-1” ensures tumor size is y(0) = yo at time
0 (Equation (4)).

y(t) = yo*(e− d*t + eg*t − 1) (4)

Oncology treatments, such as chemotherapies, can directly kill or
inhibit the growth of tumor cells. Alternatively, the drug may affect one
or more precursors that impact PD variables, such as tumor size. This is
common with targeted therapies, where the drug affects receptor-
mediated pathways and signaling cascades, or with immunotherapies,
where the drug enhances the immune system’s ability to identify and
destroy cancer cells. In cases where precursor measurements aren’t

available, a theoretical compartment representing its turnover can be
used to characterize the time delay in PD response [77]. When longi-
tudinal data on mediator biomarkers are available, they can be incor-
porated into a comprehensive PD modeling framework to connect PK
exposure with downstream PD measures [78].

3.3. Safety models

The safety of anti-cancer treatments can be assessed by continuous
measurements of biomarkers. For example, the severity of neutropenia is
determined by the level of absolute neutrophil count (ANC), which can
be categorized into different grades following the Common Terminology
Criteria for Adverse Events (CTCAE). In some cases, when the intensity
of a safety outcome is not directly or easily quantifiable, ordinal vari-
ables are collected. For instance, Grade 1 mild fatigue is characterized as
‘relieved by rest’, Grade 2 moderate fatigue is ‘not relieved by rest and
limiting instrumental activities of daily living’, and Grade 3 for severe
fatigue that ‘limit self-care activities of daily living’. To capture the
development and the duration of ordered categorical AEs, pharmaco-
metric Markov models could be utilized, with examples of the applica-
tion of both discrete-time and continuous-time Markov models [79–87].
For AEs that are measured as continuous data and later on categorized in
CTCAE, an alternative and better approach is to describe the longitu-
dinal data with models containing mechanistic components, such as the
myelosuppression model used for describing neutropenia [88] and the
semi-mechanistic models for transaminitis [89]. Safety outcomes are
sometimes analyzed as TTE data using survival models. One example is
the time to the occurrence of febrile neutropenia in cancer patients
receiving chemotherapy [90]. Since many anticancer drugs share the
same toxicities, the same structural models for safety may be applicable
across drugs and indications.

3.4. PFS and OS models

In cancer clinical trials, the most common endpoints to measure ef-
ficacy are OS and PFS, i.e., TTE data. OS is defined as the time from the
start of the treatment or diagnosis/ randomization to the event of death.
For OS data, the exact time of death is known, otherwise the data is
censored if a patient drops out from survival follow-up or if the study
follow-up ends (i.e., right censored). Despite being considered the gold
standard endpoint in oncology trials, the utility of OS for decision-
making in early to mid-stage drug development is limited. Observing a

Fig. 3. (A) Tumor growth inhibition (TGI) model structure diagram. kG, the tumor growth rate constant; kD, the tumor decay rate constant; Exposure, drug exposure;
λ, exponential decay constant of drug effect over time. (B) The sum of the longest diameters (SLD) predictions based on the TGI model illustrating the model-derived
tumor size metrics. The solid line represents the absolute SLD (yellow) or drug effect (purple) over time. The tumor size ratio (TSR) is the ratio between the model-
predicted SLD and the baseline SLD at a specific time point. Time to tumor growth (TTG) is the duration from time 0 to the time of tumor regrowth. Figure reprinted
with permission (Bender et al. Population pharmacokinetic-pharmacodynamic modeling in oncology: a tool for predicting clinical response, Br J Clin Pharmacol
2015; copyright John Wiley and Sons).
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sufficient number of events can take years, depending on the indication,
so OS is generally used only as the primary outcome in phase III trials.
Additionally, OS can be influenced by confounding factors as patients
may switch to new lines of therapy after disease progression [41].
Therefore, surrogate endpoints are considered to inform decision-
making in early-phase trials. For solid tumors, PFS is among the most
commonly assessed surrogate endpoints.

According to RECIST 1.1, PFS is an intermediate endpoint defined as
the earliest occurrence of death or disease progression. Disease pro-
gression includes target lesion progression, non-target lesion progres-
sion, and the appearance of new lesions. PFS is interval-censored (except
for when death occurs), as tumor assessments are scheduled at specific
intervals, i.e., the exact time of progression is unknown but a time in-
terval in which it happens is observed. PFS and OS can be analyzed
separately using traditional survival models, such as the Cox propor-
tional hazard model or the parametric TTE model. They can also be
integrated through multistate survival models [42]. Alternatively, PFS
can be described by developing separate models for different types of
progression events. Typically, progression in target lesions is captured
using longitudinal SLD models, while non-target lesion progression and
the emergence of new lesions are characterized through TTE models
with interval censoring [91–93].

3.5. Dropout model for longitudinal measurements

In oncology trials, patients typically drop out of repeated measure-
ments (e.g., SLD measured during tumor assessment) when treatment is
discontinued upon disease progression as specified in the treatment
protocol (e.g., per RECIST criteria) or due to various reasons before
disease progression (e.g., intolerable AEs). Note that patients who dis-
continue treatment and measurements are still often followed up for
survival; that is, patients may drop out from longitudinal measurements
but not necessarily from OS follow-up.

The dropout mechanism can be categorized into three types: 1)
completely random dropout (CRD): dropout is not correlated with
observed/ unobserved data and can be ignored in model development
for the longitudinal data; 2) random dropout (RD): the probability of
dropout is dependent on observed data and/ or covariates, but is not
dependent on missing data, and 3) not at random dropout (NRD): the
probability of dropout is dependent on unobserved data and/ or cova-
riates. The dropout model for RD is essential for adequate simulations
from the response/safety model but can be developed independently. On
the other hand, the dropout model for NRD needs to be fitted together
with the model for longitudinal measurements, e.g., the disease pro-
gression or the AE model [94,95].

In oncology settings evaluating the drug effect on the disease, the
dropout mechanism is often RD or NRD. Dropout models are primarily
developed to make simulations from a tumor size model mimic observed
data [73 53,96]. Predictors identified for dropout include tumor-related
metrics such as progressive disease (i.e., 20 % increase from baseline),
and appearance of new lesions. Not accounting for dropout in simula-
tions may undermine the reliability of simulation-based model evalua-
tion or result in faulty predictions when answering ‘what if’ questions
[97]. Additionally, ignoring patient dropout may introduce bias into
parameter estimates of the NLME model, albeit the number of dropout
events generally needs to be high to be influential [98].

Hazard models can be used to describe dropouts that are observed at
an exact time or are interval-censored [94]. Zheng et al. developed a
tumor size-dropout model, which identified model-based predictors
including absolute tumor size, tumor size percent change from baseline,
disease progression status, and time since progression [99]. If dropout is
interval censored (e.g., for SLD measurements that can only occur at the
time of tumor assessment), logistic regression offers a more straight-
forward implementation and, most often, equally good performance in
comparison to hazard models [78].

3.6. Covariate model

Covariate analysis is an integral aspect of pharmacometric model
development, aiming to identify and describe relations between cova-
riates (i.e., predictor observed variables) and model parameters,
including PKPD parameters in NLME models and event hazards in sur-
vival models. The best practices for planning, conducting, reporting, and
interpreting covariate analyses to guide decision-making have been
detailed in a recent review [100]. This analysis can help to 1) identify
the presence or confirm the absence of specific patient subgroups at
potential risk of over/under exposure in PK, excessive toxicity, or sub-
optimal efficacy, 2) enhance the predictive performance of the model,
and 3) deepen the understanding of predictable sources of variability or
system mechanism. The information obtained from the covariate anal-
ysis can inform decisions regarding dose selection, dose individualiza-
tion, or the design of clinical trials across various patient subgroups. In
most cases, covariates are observed at baseline and treated as time-
invariant during model development. However, if the covariate is
observed at multiple time points, considering them as time-varying can
enhance model fit and provide further insights, especially regarding
disease evolution and resistance to treatment response [101].

Common covariates of interest include demographics (e.g., race, age,
and weight), laboratory values (e.g., creatinine, albumin, and pheno/
genotype), disease factors (e.g., etiology, time since diagnosis), therapy
factors (e.g., co-medication, pre-medication), habit/environmental fac-
tors (e.g., smoking, drug administration with/without food, diet), or
trial factors (e.g., study site).

4. Methodology for integrating models

4.1. Simultaneous and joint modeling

In this approach, model parameters for two or more dependent
variables are estimated simultaneously. For example, the parameters of
a PK model and a biomarker PD model can be estimated simultaneously,
assuming that both PK and PD data inform each other. This allows pa-
rameters and their uncertainties to be determined by all the data.
However, this method may be computationally expensive and time-
consuming, and it may be challenging to achieve a stable overall
model for different variables included [40,102]. Generally, the PD
contribution to the PK model can be assumed negligible, except in the
case of biologics, where the PD impact on drug clearance is significant,
making simultaneous modeling beneficial to characterize the bidirec-
tional interplay between their PK and PD [53].

The simultaneous approach was initially considered for analyses
with two (or more) types of continuous data. Hu and Sale expanded this
approach to be applicable also for continuous type data estimated with
TTE data using the NONMEM software [94]. In the statistical literature,
the simultaneous estimation of continuous and TTE data, such as death,
using mixed-effects models and a parametric survival function, respec-
tively, has been referred to as joint modeling. This modeling approach
allows for the integration of dynamic changes in biomarkers and disease
status with the survival function (Equation (5)).

hi(t) = h0(t) • e(α• Xi + β • Yi(t)) (5)

here, h0(t) is the baseline hazard function, Xi represents the covariates
and Yi(t) represents the longitudinal model-predicted predictors for in-
dividual i. α and β are the estimated coefficients related to the corre-
sponding predictors.

The workflow of joint modeling of the NLME and survival models has
been detailed in a recent tutorial [103], which can also be applied to
scenarios where the event of interest occurs more than once (i.e., re-
current TTE data) or when multiple competing risk events co-exist
[40,104].
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4.2. Sequential modeling

Sequential modeling is an alternative to simultaneous modeling and
is most commonly selected for practical reasons such as shorter esti-
mation times and more stable parameter estimation. Zhang et al.
introduced the naming of two different sequential approaches: (i) the
“individual PK parameters’’ (IPP) approach, where individual parame-
ters from a PK analysis are used to inform on the individual drug
concentration-time profile in a PKPD model, and (ii) the “population PK
parameters and data” (PPP&D) approach, where the population PK
parameters are fixed, but both the PK and PD data inform on the indi-
vidual PK parameter estimates during the estimation of PD parameters
[105]. The same concepts can be applied to scenarios where individual
PD parameters or PD model-derived time-varying metrics are tested as
predictors of another PD variable or a TTE hazard.

It is assumed that the individual parameters in the IPP approach have
been estimated without error. Therefore, the parameter uncertainty can
be underestimated in the second step of the estimation. In addition, bias
may be introduced during the estimation of the parameters of the second
dependent variable, especially for individuals with sparse data
contributing to the first-step model. In this case, the individual param-
eter estimate may shrink towards the population parameter estimate in
the case of η-shrinkage or their model predictions may shrink towards
the observed data in the case of ε-shrinkage [102,106]. With increased
shrinkage, there is a corresponding increase in the standard error of
posterior individual parameter estimates [107]. To address this concern,
the individual PK parameters with standard error (IPPSE) method was
introduced, resembling IPP but taking into consideration the standard
errors associated with individual parameter estimates [102,106].

For the evaluation of the performance of modeling approaches to
describe the association between tumor kinetics and OS, Krishnan and
Friberg evaluated the performance of the different sequential ap-
proaches in comparison to the simultaneous approach [108]. The
PPP&D approach provided similar or better accuracy and precision of
the parameter estimates of a tumor size model and hazard of death as the
simultaneous method, while the IPP approach was not as good. Chen
et al. subsequently confirmed that joint modeling more accurately pre-
dicts OS than IPP based on the concordance index and Brier score [109].
PPP&D was, however, not explored. On the other hand, results by
Gonçalves et al. showed that the IPP approach could offer comparable
prediction of OS hazard ratio to joint modeling despite the bias in the kG
parameter estimate, based on a large dataset including one phase II and
five phase III clinical trials [110]. Further investigation is required to
confirm these results in phase Ib or phase II clinical trials, where there
are constraints on the number of patients and measurements, as well as
in different cancer indications.

4.3. Considerations in the selection of tumor kinetic metrics

In standard tumor size-OS analyses, tumor size metrics such as TSR,
TTG, and kG are typically treated as baseline variables, assumed to be
known at the beginning of the study, preceding tumor size follow-ups.
Consequently, the future observed data is used to predict the present
death hazard, potentially introducing immortal time bias and an inflated
Type I error when identifying a statistically significant predictive rela-
tionship to survival [111,112]. For TS(t) and dTS(t)/dt that are incor-
porated as time-varying predictors, the risk of immortal time bias cannot
be fully mitigated, as the individual tumor size parameters utilized for
metric derivation are estimated based on all available tumor size data
including future observations [113]. To prevent future observations
from being used to predict current outcomes, tumor size metrics can be
assessed prospectively by continuously updating them as new data be-
comes available [40,42]. Alternatively, the landmark approach can be
used to reduce immortal time bias by selecting a landmark time t during
the study and including only patients who have survived until t in sur-
vival predictions based on tumor size metrics calculated at t [114].

As mentioned above, shrinkage towards the typical value may bias
the estimated individual parameters in case of limited individual tumor-
size data. Consequently, the actual difference in response between in-
dividuals may be obscured. A simulation study demonstrated that the
accuracy (defined as falling within 80– 125 % of the simulated “true”
value) of the model-derived TSRmetric at week 6 was adequate for 91 %
of patients based on tumor size data up to 12 weeks [108]. However, the
accuracy observed for TTG and kG metrics was lower (43 and 77 % of
patients, respectively) and occurred in the later stages of follow-up (42
and 60 weeks, respectively), as they require information on tumor
growth compared to TSR. Both TSR at week 6 and the model-predicted
time course of tumor size, whether an absolute or relative change,
demonstrated superior forecasting capabilities of survival compared to
TTG or kG. These simulation results highlight the impact of tumor im-
aging follow-up data on the unbiased estimation of tumor size metrics
and the predicted hazard of death for individual patients. As such, it is
recommended to evaluate only tumor size metrics with high estimation
accuracy as predictors in survival analysis.

4.4. Model evaluation

Different approaches to model evaluation could be used to assess the
ability of a model to describe the data and evaluate the predictability of
the model [115,116]. The goodness of fit plots are the basic prediction-
based tools for evaluating how well an NLME model describes the data
by detecting potential misspecifications in the structural model and/or
the random effects models [115].

Simulation-based tools are considered the gold standard for assessing
the model’s predictive performance [116]. They rely on a large number
of simulation replicates based on the assessed model and the study
design. A comparison between a statistical summary computed from the
observed data and corresponding summaries computed from the simu-
lated data replicates is performed and illustrated visually in visual pre-
dictive check (VPC) plots. VPCs of NLME models are obtained by
plotting the observed percentiles together with the predicted percentiles
of the dependent variable against the independent variable (e.g., time,
dose, or other covariates of interest), with a confidence interval for each
predicted percentile computed based on the simulated datasets [116].
The parametric models implemented in TTE analyses are typically
evaluated by K-M VPCs, where the confidence interval based on simu-
lated survival curves is computed and compared with the observed data
[78,81]. For simulation-based evaluation, it is crucial to reproduce
specific design and data features, such as adaptive designs, response-
guided treatments, changes in dosing regimens, therapeutic drug
monitoring, missing data, and dropouts. Ignoring these features might
lead to misleading trends in simulation-based graphs, despite the model
being adequate [116].

In the context of individualized medicine, Desmee et al. [117]
introduced the theory of individual dynamic prediction (IDP) to the
integrated NLME and survival models, aiming to evaluate the model’s
performance in forecasting individual survival probability based on
available biomarker observations. The concept is to utilize the
biomarker values of an individual i until a landmark time s to forecast
the biomarker dynamics and risk of death between s and the prediction
horizon s + t, where t is the time since landmark for individual i. The
estimated population parameters were implemented as prior distribu-
tion to derive individual parameters and survival probability, and the
uncertainty in IDP is accounted for by sampling from the individual
parameter conditional distribution. To evaluate IDP performance across
models, two scoring methods are employed: the area under the receiver
operating characteristic curve (ROC AUC) and the Brier score [118].
These scores quantify the model’s capacity for discrimination (i.e., the
model’s ability to differentiate patients of low and high risk of survival)
and the calibration (i.e., the model’s ability to predict TTE observa-
tions). The IDP methodology can be applied to all types of integrated
NLME and survival models, such as the tumor size-multistate model
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[40].
The predictive ability of NLME population and survival models can

also be assessed via external validation, where the model’s ability to
predict data on which it was not trained is investigated. Claret et al.
[119] developed a TGI-OS model using data from the phase II study
POPLAR (atezolizumab versus docetaxel), which was successfully vali-
dated with data from a phase II study BIRCH (atezolizumab) and a phase
III study OAK (atezolizumab versus docetaxel). Nevertheless, a draw-
back of the external validation approach is that if the predictive per-
formance fails, it will be challenging to discern whether the cause lies in
inaccurate model parameters or disparities between the patient pop-
ulations [120]. Therefore, depending on the purpose of the model, it
may be preferred to use all available data for model development. This
may especially be preferable in situations where the patient population
is sparsely represented, such as in rare cancers, pediatrics cohorts, or
among patients with specific molecular profiles or covariates that reflect
unique clinical usage and dosing context.

5. Integrated models

The review of integrated models focused on publications from
January 2013 till December 2023. The models were identified through a
comprehensive literature review and classified into distinct types as
shown in Fig. 4 and below:

• models integrating imaging biomarkers with a survival model
(Section 5.1).

• models integrating circulating biomarkers with/without a survival
model (Section 5.2).

• models integrating imaging and circulating biomarkers with a sur-
vival model (Section 5.3).

• models integrating safety biomarkers with/without a survival model
(Section 5.4).

• models integrating efficacy and safety biomarkers (Section 5.5).

This classification facilitates a more nuanced understanding and
organized presentation of their diverse attributes and functionalities
within the field of oncology. Table 1 provides additional details of all
identified research articles on integrated models that are discussed in
this section. Fig. 5 provides an overview of the integrated models
reviewed, focusing on the methods used to link NLME models with
survival models and the publication timeline of these models.

5.1. Models integrating imaging biomarkers with a survival model

This section reviews illustrative examples where models for imaging
biomarkers are integrated with survival data, illustrated by integrated
models showcased in the orange box in Fig. 4.

5.1.1. SLD models
NLME modeling has been used to describe the longitudinal SLD of

various solid tumors. The most common method to link SLD dynamics to
OS is through using tumor size model-predicted metrics as predictors of
the hazard of death. The ‘best’ identified metric seen includes TSR
[50,91,121,122], TTG [123–126], kG [119,127], TS(t) [128,129], first
derivative of tumor size (dTS(t)/dt) [130,131], or a combination of TS(t)
and percent change from baseline [99,109], or TTG and dTS(t)/dt [132].

Mechanism-based tumor size models may increase the predictive
accuracy for survival outcomes by incorporating parameters describing
underlying tumor heterogeneity and associated variability in drug ef-
fect, resistance mechanisms, and evolutionary dynamics [133]. Zhou
et al. [134] developed an evolutionary dynamic model describing tumor
cell numbers derived from one-dimensional measurements of liver
metastatic lesions in patients with mCRC, assuming the ellipsoidal shape
of lesions. The developed model aimed to describe different cell pop-
ulations (sensitive and resistant cells) and their change in composition
throughout the pre-diagnostic, treatment, and post-treatment follow-up
process. The model estimated the killing rate for sensitive cells, the
natural death rate, the transition rate from sensitive to resistant cells, the
resistant subclones regrowth rate, and the number of resistant sub-
clones. The inclusion of evolutionary parameters significantly improved
the prediction accuracy of the Cox proportional hazard model for both
PFS and OS as compared to a model based solely on baseline
characteristics.

Model development for OS may benefit from Machine Learning (ML)
methods. Chan et al. [135] derived individual SLD metrics based on a
TGI model in 668 patients with non-small cell lung cancer (NSCLC)
receiving atezolizumab or docetaxel in a phase III trial [119]. Various
ML techniques were used to identify SLD metrics and other covariates as
predictors of OS, including linear ML methods such as Lasso and
boosting, as well as nonlinear ML methods such as random forest and
kernel machine. The prediction performance of OS was similar between
the traditional approach and ML methods based on evaluating the Brier
score, although the linear ML boosting method performed marginally
better. However, the authors hypothesized that nonlinear ML methods

Fig. 4. Illustration of the components of the integrated modeling framework.
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Table 1
List of integrated models reviewed in section 5 (January 2013 till December 2023).

Tumor Treatment Phase NLME model Survival model Ref.

Biomarkers Predictors Outcome Model type Predictors Method
*

Section 5.1.1 SLD-based models
RCC Temsirolimua,

interferon,
sunitinib,
sorafenib, axitinib

II/III SLD − OS Parametric TTE
(log-normal)

TSR at week 8 IPP [121]

Ovarian cancer Carboplatin with
or without
gemcitabine

III SLD − Time to
appearance
of new lesion

Parametric TTE
(Weibull)

TSR (t) if t < week
12, TSR at week 12 if
t ≥ week 12

IPP [91]

OS Parametric TTE
(Weibull)

TSR (t) if t < week
12, TSR at week 12 if
t ≥ week 12, new
lesion, SLDBL

Ovarian cancer Chemotherapy
with or without
bevacizumab

III SLD − OS Landmark cox
proportional
hazard model

TSR at week 8, SLDBL IPP
[122]

mCRC Chemotherapy
with or without
panitumumab

III Tumor cell
number derived
from liver
metastatic
lesion

− PFS, OS Cox
proportional
hazards models

Response to
treatment, malignant
cell natural death,
resistant subclones
regrowth rates,
parameters regroup,
cell subclones,
transition rate to
resistance

IPP [134]

HER2-negative
breast cancer

Docetaxel with or
without
bevacizumab

III SLD K-PD OS Multistate
model

Past change in SLD
from baseline, time
to progression, past
change in SLD
between previous
two measurements

IPP [40]

NSCLC Atezolizumab,
docetaxel

III SLD − OS Parametric TTE
(log-normal),
ML models

Log-normal (log kG),
lasso/boosting (log
kG, TTG), random
forest (log kG, TTG),
kernel machine (log
kG, TTG, Log kS)

IPP
[135]

mCRC Chemotherapy
with or without
cetuximab

I/II/III SLD K-PD OS Parametric TTE
(Weibull)

TSR at week 8, SLDBL IPP
[50]

DO Parametric TTE
(log-logistic)

− Joint

mCRC Chemotherapy
with or without
bevacizumab

III SLD − OS Parametric TTE
(Weibull)

TTG IPP [123]

NSCLC Motesanib III SLD − OS Parametric TTE
(log-normal)

Log (TTG), SLDBL IPP
[124]

NSCLC Maintenance
treatment:
erlotinib,
bevacizumab with
or without
pemetrexed

III SLD − OS Parametric TTE
(log-normal)

TTG, SLDBL IPP
[125]

Gastric cancer Chemotherapy
with or without
bevacizumab

III SLD − OS Parametric TTE
(log-normal)

Log (TTG) IPP [126]

NSCLC Atezolizumab,
chemotherapies

II/III SLD − OS Parametric TTE
(log-normal)

Log (kG) IPP
[119]

SCLC, NSCLC, UC,
TNBC, RCC

Atezolizumab with
or without
chemotherapies
and/or targeted
therapies

II/III SLD − OS Parametric TTE
(log-normal)

Log (kG) IPP
[127]

Squamous NSCLC Gemcitabine and
cisplatin with or
without
necitumumab

III SLD Necitumumab
Cavg,ss

OS Parametric TTE
(Weibull and
Gompertz)

TS (t), necitumumab
Css,avg

Joint
[128]

Pancreatic cancer Gemcitabine II/III SLD AUCweekly OS Parametric TTE
(Weibull)

Log (TS(t)) Joint
[129]

Melanoma Ipilimumab III SLD Cave,firstdose OS Cox
proportional
hazard model

dTS(t)/dt at week 8 IPP
[130]

Bladder cancer Atezolizumab II SLD − OS Parametric TTE
(Weibull)

dTS(t)/dt Joint [131]

(continued on next page)
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Table 1 (continued )

Tumor Treatment Phase NLME model Survival model Ref.

Biomarkers Predictors Outcome Model type Predictors Method
*

Urothelial bladder
cancer

Durvalumab I/II SLD − OS Parametric TTE
(exponential)

TS (t) and TS rel(t) IPP [99]
DO TS (t), TS rel(t),

predicted disease
progression status,
time since
progression

UC Durvalumab I/II SLD − OS Parametric TTE
(exponential)

TS(t) and TS rel(t) IPP vs.
Joint

[109]

UC Atezolizumab II SLD − OS Parametric TTE
(Weibull)

TTG and dTS(t)/dt Joint [132]

Section 5.1.2 Organ-specific SLD or individual lesion models
HER2 − metastatic
breast cancer

Docetaxel III Individual
lesion

Docetaxel C(t) OS Parametric TTE
(Weibull)

TTG, TS(t) of largest
lesion at baseline

IPP [96]

UC Atezolizumab,
chemotherapies

III Organ-specific
SLD

− OS Parametric TTE
(Weibull)

SLD(t) of target
lesions in liver,
locoregional, lymph
nodes and lung

Joint [136]

Bladder cancer Atezolizumab III Individual
target lesion
SLD

− OS Parametric TTE
(Weibull)

Model 1: SLD
Model 2: organ
specific SLD
Model 3: difference
between the
maximum and
minimum of the
individual lesions at
each time

Joint [137]

Section 5.1.3 Volumetric or functional assessment of tumor based models
NSCLC Erlotinib II SUVpeak Erlotinib C(t) OS Parametric TTE

(exponential)
FDG SUVpeak,BL and
relative change in the
FDG SUVpeak after 1
week of treatment

IPP
[45]

GIST Sunitinib I/II SUVmax, SLD AUCdaily OS Parametric TTE
(exponential)

SUVmax rel at week 1
for the best
responding lesion

PPP&D
[142]

GIST Imatinib Observational
study

Uni-dimensional
maximum
transaxial
diameters,
Vactual,
calculated
ellipsoidal
volumes, tumor
density

− PFS Parametric TTE
model (log-
normal)

Vactual rel (t) up to 3
months and log
(Vactual,BL)

IPP
[140]

OS Log (Vactual(t))

Section 5.2.1 Tumor-specific biomarkers
Ovarian cancer Carboplatin with

doxorubicin
orpaclitaxel

III CA-125 K-PD PFS Cox
proportional
hazard model

CA-125 elimination
rate constant

IPP [145]

Ovarian cancer Various first-line
regimens

III CA-125 K-PD PFS Cox
proportional
hazard model

Elimination rate
constant KELIM

IPP [146]

OS Parametric TTE
(Weibull)

CRPC Abiraterone
Acetate

III PSA − OS Cox
proportional
hazard model

PSA doubling time IPP [147]

CRPC Eribulin mesilate II PSA K-PD OS Parametric TTE
(Weibull)

Time to PSAnadir , kG,
PSA0

IPP
[148]

CRPC Docetaxel with
prednisone

III PSA − OS Parametric TTE
(Weibull)

PSA(t) Joint [149]

CRPC Docetaxel with
prednisone and
Aflibercept

III PSA − OS Parametric TTE
(Weibull)

PSA(t) Joint [117]

MM Carfilzomib II M− protein − OS Parametric TTE
(Log-normal)

Early change in
tumor size (ECTS) at
week 4

IPP [151]

MM Isatuximab with
pomalidomide and
dexamethasone

III M− protein Isatuximab C(t),
pomalidomide K-
PD, dexamethasone
K-PD

PFS Parametric TTE
(Weibull)

dM-protein/dt Joint [152]

MM Pomalidomide
with lenalidomide

III M− protein − PFS Parametric TTE
(Weibull)

M-protein change at
week 4

Joint [153]

(continued on next page)
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Table 1 (continued )

Tumor Treatment Phase NLME model Survival model Ref.

Biomarkers Predictors Outcome Model type Predictors Method
*

and
dexamethasone

CPRC Chemotherapy
with or without
hormonotherapy

Observational
study

CTC, PSA Latent variable (t)
driven by K-PD

− − − − [156]

EGFR, NSCLC Erlotinib, gefitinib Observational
study

ctDNA (L858R,
exon19del, and
T790Mmutants)

− PFS Parametric TTE
(Weibull)

L858R rel(t), exon19
rel(t)

IPP [158]

EGFR, NSCLC Osimertinib,
gefitinib, erlotinib

III ctDNA − PFS Parametric TTE
(Weibull)

ctDNA(t) IPP [159]

CLL Venetoclax with or
without rituximab

I/II MRD, ALC Venetoclax C(t),
rituximab K-PD

− − − Joint [164]

LBCL CAR-T Cell
immunotherapy

Observational
study

CD19 +

metabolic tumor
volume

Four CAR-T cell
phenotypes, CD19+

OS Cox
proportional
hazard model

CCS cut-off value
calculated from the
chosen CAR-T cell

IPP [166]

Section 5.2.2 Tumor non-specific biomarkers
SCLC Etoposide and

cisplatin with
carboplatin

Medical
records

LDH, NSE Latent disease
variable (t) driven
by K-PD

TTP Parametric TTE
(log-logistic)

Latent disease
variable (t) driven by
K-PD

IPP [167,168]

GEP-NETs Lanreotide
Autogel®

III CgA Lanreotide Autogel
C(t)

PFS Parametric TTE
(Weibull)

CgA(t)/CgA0 Joint
[169]

CRC, RCC Sunitinib II/ IV sVEGFR-2,
sVEGFR-3

Unbound active
concentration
(Sunitinib +

SU12662)

TTP
(mCRC), PFS
(mRCC)

Parametric TTE
(exponential)

Unbound active
concentration
(Sunitinib +

SU12662)

IPP [170]

Breast cancer Palbociclib and
letrozole

I TK1, pRb, Ki67 Palbociclib C(t) PFS Cox
proportional
hazard model

TK1BL , TK1nadir IPP
[171]

Section 5.3 Models integrating imaging and circulating biomarkers with survival model
Ovarian cancer Carboplatin and

doxorubicin or
paclitaxel

III SLD K-PD PFS Parametric TTE
(log-logistic)

Model1: ΔCA-125
from baseline to
week 6 Model 2: ΔTS
from baseline to
week 6

IPP [173,174]
CA-125 SLD

NSCLC Atezolizumab I SLD AUCcycle OS Parametric TTE
(exponential)

SLD rel(t) PPP&D
[175,176]

IL-18 Atezolizumab C(t)
ITAC −

CRC Capecitabine,
oxaliplatin, and
bevacizumab with
or without
cetuximab

III SLD Total normalized
dose

OS Parametric TTE
(log-logistic)

λCTC(t) IPP [73]

CTC SLD(t)

NSCLC Durvalumab III SLD, NLR − OS Parametric TTE
(Weibull)

​ Joint [177]

CRC Panitumumab II SLD, ct-DNA − − − − − [178]
NSCLC, MM UV1 vaccine (and

ipilimumab for
MM)

I SLD,
Stimulation
index

UV1 vaccine
peptides (t)

OS Parametric TTE
(Weibull,
NSCLC),
(exponential,
MM)

SLDBL(NSCLC),
relative change from
nadir (MM)

IPPSE
[179]

Section 5.4 Models integrating safety biomarkers with or without survival model
Breast cancer Chemotherapies Observational

study
G-CSF − − − − − [181]
ANC G-CSF(t)/ G-CSF0

Breast cancer Chemotherapies Observational
study

IL-6 − Time to
neutropenia

Parametric TTE
(exponential)

CRP(t) IPP [90]
CRP IL-6 rel(t)

Section 5.5 Integrated efficacy and safety models
GIST Sunitinib I/II/III VEGF, sVEGFR-

2, sVEGFR-3,
sKIT

AUCdaily OS Parametric TTE
(Weibull)

Model 1: sVEGFR-3
rel(t)
Model2: ANC(t),
Blood pressure rel(t)

IPP
[78,81,182]

SLD AUCdaily, sVEGFR-3
rel(t), sKIT rel(t)

Grade of HFS
and fatigue

sVEGFR-3 rel(t)

ANC sVEGFR-3 rel(t)
Blood pressure AUCdaily

RCC Axitinib II VEGF, sVEGFR-
1/2/3

AUCdaily OS Parametric TTE
(log-logistic)

SLD(t) IPP
[183,184]

SLD sVEGFR-3 rel(t)
Blood pressure AUCdaily

AML, MDS Gua-decitabine I/II LINE-1
methylation

Decitabine C(t) − − − − [49]

(continued on next page)
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such as random forest, if given larger datasets, may offer better pre-
diction performance compared to linear ML and traditional methods due
to their flexibility in accommodating nonlinear relationships between
predictors/covariates and OS events.

A multistate modeling framework for SLD-OS analysis has been
proposed to prevent the utilization of future observations for present
predictions [40]. Tumor size metrics were prospectively tested as pre-
dictors of transition hazards in a 5-state multistate survival model
(stable, response, progression, second-line treatment, and death) in

patients with breast cancer treated with docetaxel. The individuals’
tumor size model parameters were updated continuously as time pro-
gressed and more SLD observations became available to inform the
model. The relative SLD change from baseline was the best predictor of
the transition rate from stable to response, and the change in SLD be-
tween the two previous measurements predicted the transition from
response to progression. In addition, TTP was identified as a predictor
for transitions from progression, as well as second-line treatment, to
death. This approach could be extended to assess biomarkers and safety

Table 1 (continued )

Tumor Treatment Phase NLME model Survival model Ref.

Biomarkers Predictors Outcome Model type Predictors Method
*

ANC K-PD
Primary cutaneous
melanoma

Adjuvant high dose
IFN-α2b

Observational
study

LDH,
Melanoma-
inhibiting
activity, Protein
S100B, ANC

K-PD PFS Parametric TTE
(Gompertz)

− IPP [185]

OS Parametric TTE
(exponential)

LDH rel(t)

HCC and other solid
tumors

Roblitinib I/II Circulating
proteins FGF19,
C4

Roblitinib C(t) TTP Kaplan–Meier
method and log-
rank test

− IPP [186,187]

SLD Roblitinib C(t),
composite
predictive risk score
derived from 75
patients’ baseline
characteristics
using ML

ALT Roblitinib C(t)
MM Lenalidomide and

dexamethasone
with or without
ixazomib

III M− protein Ixazomib C(t) Time to
relapse

Parametric TTE
(log- logistic)

Ixazomib C(t),
growth rate of the
drug-sensitive sub-
population

IPP [85]

Platelet counts Ixazomib AUCweekly,
ixazomib C(t),
lenalidomide K-PD

DO Parametric TTE
model

M− protein nadir, M-
protein increased
above a threshold
relative to baseline

Grade of
diarrhoea

Ixazomib AUCweekly, PFS Parametric TTE
model

Ixazomib AUCweekly,
M− protein (t),
M− protein nadir, the
growth rate of the
drug-sensitive sub-
population

Grade of rash Ixazomib AUCweekly ​ ​ ​
MM Belantamab

mafodotin
I/II M− protein Belantamab

mafodotin C(t)
− − − − [87]

Grade of ocular
event

Belantamab
mafodotin C(t)

CLL Ibrutinib I/II SPD, Leukocyte
count

Latent pBTK (t)
driven by AUCdaily

OS Competing risk
model

Past model-predicted
SPD

IPP
[77]

Blood pressure AUCdaily DO Past model-predicted
leukocyte count

Abbreviations: ALC, absolute lymphocyte count; AUC, area under the curve; ALP, alkaline phosphatase; ALT, alanine aminotransferase; AML, acute myeloid
leukaemia; ANC, absolute neutrophil count; bB2M, baseline β2- microglobulin; CA-125, cancer antigen 125; CCS, clinical composite score; CgA, serum chromogranin
A; CRP, C-reactive protein; CRC, colorectal cancer; CRPC, castration-resistant prostate cancer; CTC, circulating tumor cells; ct-DNA, circulating tumor DNA; C(t), time
course of concentration; DO, dropout; ECOG, Eastern Cooperative Oncology Group; EGFR, epidermal growth factor receptor; FDG, fluorodeoxyglucose FIGO,
Féderation Internationale de Gynécologie et d’Obstétrique stages; G-CSF, granulocyte colony-stimulating factor; GEP-NETs, gastroenteropancreatic neuroendocrine
tumors; GIST, gastrointestinal stromal tumors; HFS, hand-foot syndrome; IL-6, interleukin 6; IPP, individual PK parameters; IPPSE, individual PK parameters with
standard error; ITAC, interferon-inducible T-cell alpha chemoattractant; K-PD, kinetic-PD; kG, tumor growth rate constant; kS, tumor shrinkage rate constant; KRAS,
kirsten rat sarcoma virus; LBCL, large B-cell lymphoma; LDH, lactate dehydrogenase; LINE-1, long interspersed nucleotide element-1; M− protein, myeloma protein;
MDS, myelodysplastic syndromes; MEDFL, extramedullary disease at screening; MM, malignant melanoma; MRD, minimal residual disease; NLR, neutrophil-to-
lymphocyte ratio; NSE, neuron-specific enolase; NSCLC, non-small cell lung cancer; OS, overall survival; PFS, progression-free survival; PPP&D, population PK pa-
rameters and data; PSA, prostate-specific antigen; RCC, renal cell carcinoma; rel(t), time course of relative change from baseline; rel, relative change from baseline;
SCLC, small cell lung cancer; SLD, sum of the longest diameter; SPD, the sum of the product of perpendicular diameters; sBCMA, soluble B cell maturation antigen; sCR,
soluble C-reactive protein; sKIT, soluble stem cell factor receptor; sIL-6R, soluble interleukin-6 receptor; sPD-L1, soluble programmed cell death ligand 1; sTNF-R1,
soluble tumor necrosis factor receptor 1; sTNF-R2, soluble tumor necrosis factor receptor 2; sVEGFR, soluble vascular endothelial growth factor receptor; sVEGFR-
2, soluble vascular endothelial growth factor receptor 2; sVEGFR-3, soluble vascular endothelial growth factor receptor 3; SUV, standardized uptake value; t, time;
TK1, thymidine kinase 1; TNBC, triple negative breast cancer; TSR, tumor size ratio; TS(t), tumor size time-course; TTG, time-to-tumor growth; TTP, time to pro-
gression; Vactual, software-calculated actual volumes.

* Integration method applied when linking NLME model to survival model.
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variables.

5.1.2. Organ specific SLD or individual lesion models
The current practice of using SLD measurements based on target

lesions ignores the heterogeneity in individual lesions in terms of their
individual location, dynamics, response to treatment, and impact on
survival. To address this, individual lesion tumor dynamic models have
been developed to capture the varying growth rates and treatment re-
sponses within the same patient and to assess how each lesion’s char-
acteristics influence survival outcomes. Krishnan et al. [96] evaluated
the links between the individual lesion tumor dynamics and OS based on
a dataset originating from advanced HER2-negative breast cancer pa-
tients treated with docetaxel. As the tumor assessment was conducted
under RECIST 1.0, data was available for up to 10 target lesions per scan.
The IIV, together with inter-lesion variability and inter-organ vari-
ability, were quantified using the NLME modeling approach. With this
type of model, a 2.6 times higher growth rate could be identified for
lesions in the breast and liver, while the estimated docetaxel treatment
effect was at least 20 % higher in the breast, liver, and soft tissue
compared to other organs. The TTG and time course of the largest lesion
at baseline were identified as the best predictors of OS based on para-
metric TTE models.

Organ-dependent differences were also apparent in urothelial car-
cinoma patients treated with atezolizumab or chemotherapy [136].
Liver lesions exhibited about five times higher natural growth rate in
comparison to other sites, while lymph nodes and lung lesions showed
the best response to both treatments. The impact of lesion dynamics on
survival also differed across organs: an increase of target lesions SLD in
the liver, locoregional, lymph nodes, and lung lesions by 10 mm cor-
responded to a 12 %, 10 %, 7 %, and 5 % increase in hazard of death,
respectively. Compared to using total SLD as a predictor of survival, the
organ-specific SLD resulted in a more pronounced improvement in the
model fit (p< 10− 14). The organ-specific SLD-OS joint model was able to
discern a significant survival benefit of atezolizumab vs. chemotherapy
3 months earlier than the total SLD-OS joint model and 6 months earlier
than the final cut-off date for the OS data.

Furthermore, Kerioui et al. [137] developed a Bayesian multilevel
joint individual lesion model in patients with advanced bladder cancer
treated with atezolizumab. The model evaluated the time course of each
individual target lesion in the lymph nodes, lungs, liver, and bladder,
and quantified their impact on survival. The proportion of the total
variance in the strength and duration of treatment effect explained by

the inter-lesion variability was 21 % and 28 %, respectively. Moreover,
individual lesions outperformed SLD in predicting survival, especially at
early landmark times, specifically in patients with liver or bladder target
lesions.

As evident from the above examples, the opportunity to apply multi-
hierarchical models of tumor kinetics at the lesion, organ, and patient
levels considered in the integrated approach for the prediction of OS
outcomes is an emerging area of research in the discipline of tumor size-
survival outcome modeling and simulation. The above examples have
highlighted improvements in predictive performance and identification
of treatment effects on disease response compared to models developed
on SLD data alone. To accurately distinguish between lesion and organ
variability, access to dynamics data not limited to the maximum of 5
target lesions and 2 lesions per organ as used in RECIST 1.1 [57] may be
needed. Of note, this methodology can be particularly relevant for
immunotherapy mechanisms of action, where hyper-progression and
dissociated responses with discordant responses between individual le-
sions have been described. High inter-lesion variability has been quan-
tified in lesion- and organ-level modeling of tumor burden [138]. While
the current technical proof-of-principle is encouraging, future research
is needed to explore the application of these methods across tumor types
and mechanisms of action of investigational and approved anticancer
agents, including combination treatments. This is crucial to establish a
roadmap and define the right contexts of use for integrating such lesion-
and organ-level joint tumor size-survival models as enablers for model-
informed oncology drug development.

5.1.3. Volumetric or functional assessment of tumor-based models
RECIST-based tumor size is a measurement of a single dimension and

thus susceptible to measurement errors arising from the patient’s posi-
tion during the scan, especially for non-spherical lesions. In addition,
tumors may have non-uniform shrinkage or growth during treatment
[139]. Therefore, a 3D measurement has been proposed to potentially
capture the actual change in tumor burden more accurately, conse-
quently establishing a stronger correlation with long-term clinical out-
comes. Schindler et al. [140] developed models for 1D (unidimensional
maximum transaxial diameters) and 3D (software-calculated actual
volumes Vactual, and estimated volumes Vellipsoidal assuming ellipsoidal
shape) measurements of liver metastases originating from imatinib-
treated patients with gastrointestinal stromal tumor (GIST). In the
multivariate analysis, model-derived Vactual metrics were found to best
predict both PFS (Vactual relative change from baseline up to 3 months

Fig. 5. Distribution of integration methods used to link nonlinear mixed effect models (NLME) with survival models in published integrated models reviewed in
Section 5 over the years. The methods include individual PK parameters (IPP), individual PK parameters with standard error (IPPSE), population PK parameters and
data (PPP&D), and joint modeling (Joint). This plot highlights the temporal trends in the adoption of these methodologies.
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and log-transformed Vactual baseline) and OS (log-transformed Vactual
time course). These results advocate for larger clinical trials to evaluate
3D vs. 1D RECIST measurements in predicting clinical outcomes. Tumor
density showed a weaker correlation with size-related parameters,
indicating that structural changes of a lesion (e.g., reduced vasculari-
zation, inflammation, tumor necrosis) may occur independently of, and
earlier, than changes in size and thus can provide additional information
on tumor response. However, none of the density model-derived metrics
was significantly related to PFS or OS.

Besides tumor size and density measurement, tumor metabolic ac-
tivity reflecting the functional activity can be assessed through imaging
via PET using FDG. In a study that included patients with advanced
NSCLC treated with erlotinib, the time profile of SUVmax from FDG-PET
scans was described using a TGI model driven by drug exposure [45].
The presence of epidermal growth factor receptor (EGFR) mutation was
associated with a 2.19 higher drug effect. The model-derived baseline
FDG SUVmax and relative change from baseline at week 1 were signifi-
cant predictors of OS. Another type of PET, fluorothymidine (FLT)-PET,
measures tumor proliferation and DNA synthesis activity. This method
was not as significant as FDG-PET for OS prediction in this specific
setting of NSCLC treated with erlotinib, which may be attributed to
lower uptake and lower specificity of FLT in tumors [141]. Schindler
et al. [142] developed an individual lesion FDG-PET SUVmax model and
an SLD model, linked by the shared effect of drug exposure on the cor-
responding tumor shrinkage rate parameter, for GIST patients treated
with sunitinib. The relative change in model-predicted SUVmax for the
best-responding lesion at week 1 was identified as a better predictor of
OS than SLD. These examples conclude that FDG-PET could be valuable
for assessing treatment effects in GIST.

5.2. Models integrating circulating biomarkers with/without a survival
model

Identification of predictive circulating biomarkers is crucial in drug
development and clinical settings. These biomarkers not only enhance
disease monitoring but can also enable early predictions of clinical
outcomes. By integrating biomarker data through diverse modeling
approaches, their predictive performance for response classification in
clinical settings can be thoroughly evaluated and validated, illustrated
by integrated models showcased in the green box in Fig. 4. As elaborated
in the subsequent subsections, the integration of circulating tumor
biomarkers in models encompasses both tumor-specific and non-specific
biomarkers.

5.2.1. Tumor-specific biomarkers
One of the tumor markers that evaluate tumor burden and response

to therapy in epithelial ovarian cancer is CA 125 [143]. The Gynecologic
Cancer Intergroup (GCIG) has defined the CA-125 response to chemo-
therapy as a 50 % reduction in CA-125 levels maintained for at least 28
days [144]. You et al. developed a semi-mechanistic model quantifying
the CA-125 kinetics, in which the estimated CA-125 elimination rate
constant was detected as a strong predictor of PFS in ovarian cancer
using Cox multivariate analysis [145]. Furthermore, Colomban et al.
concluded that the CA-125 elimination rate constant had a higher pre-
dictive and prognostic ability for PFS in comparison to the GCIG
response criteria using the same model structure on a different dataset
[146].

PSA is a protease produced by the prostatic epithelium and released
into the bloodstream in cancer cases. Several PSA-survival modeling
frameworks have been constructed to explore the relation between PSA
kinetics and OS in order to provide a rationale for considering PSA ki-
netics as surrogate endpoints in prostate cancer patients. Xu et al.
revealed a strong association between the individual model-based post-
treatment PSA doubling time and OS, using a TGI and a Cox proportional
hazard survival model, in metastatic prostate cancer patients following
oral administration of abiraterone acetate [147]. Van Hasselt et al.

identified the model-predicted PSA time to nadir, PSA growth rate, and
baseline PSA as predictors of OS using a TGI and a parametric TTEmodel
in prostate cancer patients treated with eribulin [148]. Desmée et al.
quantified the link between the kinetics of PSA, described by a biexpo-
nential function, and OS [117]. Desmée et al. also assessed the link
between a mechanistic PSAmodel and OS in such a way that unobserved
kinetics of treatment-sensitive and treatment-resistant cells were quan-
tified and evaluated as a predictor of death events in a parametric TTE
analysis [149].

Myeloma protein (M− protein) is overproduced by abnormal plasma
cells in multiple myeloma (MM) and increases as the tumor burden in-
creases [150]. Jonsson et al. identified an early change in M− protein at
week 4 as a predictor of OS using a TGI model in patients treated with
carfilzomib [151]. Furthermore, Thai et al. and Cheng et al. described
the dynamics of M− protein in patients treated with isatuximab in
combination with pomalidomide/dexamethasone and dexamethasone
with/without pomalidomide/lenalidomide, respectively, using a similar
model [152,153]. The former authors identified the instantaneous
change (slope) in serum M− protein as a predictor for PFS using a TTE
model, while the latter identified the M− protein change at week 4 as the
predictor. Model-based simulations supported the approved dosing
schedule of isatuximab (10 mg/kg QW-Q2W) and concluded that
changing to monthly dosing after 6 months may have inferior clinical
outcomes [152].

The potential impact of novel liquid biopsy-based cancer diagnosis
and monitoring approaches is increasing. These approaches enable the
detection of cancer biomarkers such as ctDNA and CTC. CTC is a
promising prognostic and predictive marker of survival and treatment
efficacy, potentially complementing the widely used PSA in metastatic
prostate cancer [154,155]. The longitudinal kinetics of PSA and CTC
have been linked through a latent variable representing the tumor
burden [156]. A non-steady-state indirect model described the latent
variable that stimulated the production of both PSA and CTC. PSA and
CTC kinetics were described by an indirect model and a cell lifespan
model, respectively. Three typical regimens, including chemotherapy
and/or hormonal therapy agents, were evaluated using the final
framework through simulations. The conclusion was that the CTC count
was more sensitive to the variation of the latent variable and indicated
an earlier change compared to PSA.

The most commonly reported gene mutations associated with resis-
tance to anti-EGFR treatment in patients with mCRC and NSCLC were
kirsten rat sarcoma virus (KRAS) and EGFR mutations, respectively
[157]. Janssen et al. [158] described the dynamics of EGFR ctDNA,
namely L858R, Exon19del, and T790M mutants, in NSCLC patients
treated with erlotinib or gefitinib, using a model consisting of a zero-
order input and first-order elimination in addition to time-dependent
development of resistance. The most significant predictors of PFS,
using a parametric TTE model, were the predicted relative change in
L858R and Exon19del concentrations from baseline. In addition, a
Bayesian joint model of ctDNA and PFS was developed utilizing data
from patients with EGFR-positive NSCLC receiving osimertinib, gefiti-
nib, or erlotinib, demonstrating the value of early ctDNA dynamics in
predicting the risk of RECIST-defined disease progression [159].

Minimal residual disease (MRD) is a crucial emerging clinical
endpoint in chronic lymphocytic leukemia (CLL) [160]. It is based on
measuring the proportion of cancerous cells in the bone marrow or pe-
ripheral blood [161]. Studies have shown that MRD status is an inde-
pendent predictor of long-term survival, providing more precise
predictions for PFS and OS in CLL than the International Workshop on
CLL response assessment rates [160,162,163]. Gopalakrishnan et al.
established an integrated mechanistic model accounting for venetoclax
dosing and its PK, rituximab treatment, absolute lymphocyte count
(ALC), and MRD data in bone marrow and blood in patients with
relapsed or refractory CLL [164]. The model identified a CLL cell sub-
population that is highly susceptible to venetoclax, and another sub-
population that is poorly susceptible to venetoclax. Lymphocytes were
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described across three tissues (blood, bone marrow, and other lymphoid
tissue), interconnected through blood transfer. Model-based simulations
showed that venetoclax in combination with rituximab for two years
would maximize the negative status of the MRD in bone marrow (<
10− 4) rates. While for more than two years, it would be unlikely to
achieve further improvements in the negative MRD rate.

Cell therapies, in general, and CAR-T cell therapy, in particular, offer
some new MIDD challenges that can be addressed with integrated
models. Mc Laughlin et al. listed several actionable variables, including
design elements in CAR-T cell discovery, development, and clinical
practice, which can be modified to optimize autologous CAR-T cell
exposure [165]. Mueller-Schoell et al. developed a population model
integrating quantitative systems pharmacology (QSP) knowledge in
relapsed/refractory non-Hodgkin lymphoma (NHL) patients treated
with CAR-T cell therapy [166]. The model quantified the dynamics of
four CAR-T cell phenotypes: 1) naïve CAR-T cells, 2) central memory
CAR-T cells, 3) effector memory CAR-T cells, 4) terminally differentiated
effector CAR-T cells, and CD19 + metabolic tumor volume, as a PD
component and the main driver of CAR-T cell expansion, simultaneously
after CAR-T cell infusion. Two subpopulations of patients were identi-
fied with different CAR-T cell expansion capacities. Further, the CAR-T
expansion capacities were translated into a clinical composite score
(CCS) of the ’maximum naïve CAR-T cell concentrations/baseline tumor
burden’ ratio. A CCSTN value > 0.00136 was proposed as a predictor for
survival.

5.2.2. Tumor non-specific biomarkers
Many of the first circulating tumor biomarkers discovered were non-

specific indicators of disease burden, such as LDH and other cell death
products. Buil-Bruna et al. proposed a population modeling framework
quantifying the relationship between LDH and neuron-specific enolase
(NSE) concentrations in plasma, and tumor progression levels assessed
by imaging scans in small cell lung cancer (SCLC) patients [167]. The
two biomarker dynamics were described using turnover models. They
were linked together by a latent variable, representing the unobserved
tumor size dynamics, which was assumed to be responsible for the
production of biomarkers and to be affected by treatment (radiotherapy
and chemotherapy) exposure. The model-predicted unobserved disease
level strongly correlated with PFS in a parametric TTE model. This
framework was later validated using an external dataset supporting its
application in model-based personalized medicine [168].

Buil-Bruna et al. have also established a relationship between lan-
reotide (i.e., a somatostatin analog) concentrations and a surrogate
endpoint serum chromogranin A (CgA) in treatment-naive patients with
nonfunctioning gastroenteropancreatic neuroendocrine tumors [169].
The CgA dynamics were described by a linear disease progression model
where lanreotide concentrations induced a decline in CgA through an
inhibitory Emax model. CgA was further linked to PFS through a para-
metric TTE model to describe the informative dropouts using the
simultaneous estimation approach. They concluded that the decline in
CgA from baseline decreases the hazard of disease progression.

Tracking the expression levels of vascular endothelial growth factor
(VEGF) and soluble VEGF receptors (sVEGFR), is of interest to evaluate
the antiangiogenic effects of sunitinib. Despite its high PK variability,
which may cause the observed variations in response, sunitinib is
administered in a fixed-dose regimen. Diekstra et al. developed a PKPD
model characterizing sunitinib PK and its active metabolite SU12662,
together with sVEGFR-2 and sVEGFR-3 [170]. sVEGFR-2 levels at
baseline were linked to PFS, using the TTE model, in patients with
mRCC. In contrast, time-varying unbound active concentration (suniti-
nib + SU12662) appeared to be more predictive in patients with mCRC.

Yu et al. developed a PKPD model to analyze the serum levels of
thymidine kinase 1 (TK1) and the expression of phosphor-
retinoblastoma protein (pRb) and Ki67 in skin tissues of advanced
breast cancer patients, as influenced by palbociclib’s cyclin-dependent
kinase (CDK) 4/6 inhibitory action [171]. A precursor-dependent

indirect response PD model described the pRb time course, whereas a
similar PD model with an additional transit compartment characterized
the delayed inhibitory effect on the Ki67 and TK1 response. The influ-
ence of palbociclib concentration on these biomarkers was captured
using a maximal inhibition model. The exploratory analysis of the
biomarker-response relationship indicated that a longer PFS correlated
with lower baseline levels of TK1 and the predicted post-treatment
minimum TK1 using a Cox proportional hazards model. However,
these findings may require further validation through a larger-scale
study.

5.3. Models integrating imaging and circulating biomarkers with a
survival model

In several integrated modeling frameworks, both longitudinal
changes in tumor burden and circulating tumor markers were assessed
in response to the therapy and the survival probability, as illustrated in
the blue box in Fig. 5.

The surveillance of decreasing CA-125 levels throughout chemo-
therapy has been thoroughly studied as a potential predictor of thera-
peutic effectiveness. However, the prognostic significance of various
kinetic parameters has yielded variable results across multiple studies,
and there is still no consensus on the best approach for describing the
kinetics of CA-125 [172]. For this reason, Wilbaux et al. [173,174]
evaluated the predictive characteristics of early changes in biomarker
CA-125 for clinical benefit in ovarian cancer patients. The dynamics of
CA-125 were characterized using an indirect response model that
incorporated two separate production rates to represent CA-125 syn-
thesis: one representing the basal production of CA-125 by healthy tissue
and one denoting the production rate of CA-125 related to the tumor size
variation. Tumor size was described by a kG influenced by the drug,
delayed by an effect compartment, and a first-order reduction denoting
the rate at which tumor size diminishes. The final model accurately
predicted changes in tumor size induced by chemotherapy using base-
line imaging assessment and longitudinal CA-125 values only. More-
over, the model predicted relative change in CA-125 values from
baseline at week 6 was a better predictor for PFS than the fractional
change in tumor size. Based on the results, the authors proposed that CA-
125 can serve as a biomarker for monitoring tumor size dynamics and its
changes from the start of treatment can be used as an early predictive
marker for PFS.

Netterberg et al. assessed the relationship between atezolizumab
exposure, the dynamics of interleukin (IL)-18, interferon-inducible T-
cell alpha chemoattractant (ITAC), the time course of SLD and OS in
NSCLC patients [175]. Atezolizumab AUC (individual predicted, cycle-
specific) was found to be related to initial SLD changes, whereas IL-18
was best associated with the duration of response. Relative change in
SLD from baseline was subsequently identified as a better predictor than
IL-18 for OS [176].

Netterberg et al. have also presented an integrated modeling
framework of SLD, CTC counts, and OS based on data from patients with
mCRC [73]. SLD(t) was found to predict the longitudinal observations of
mean CTC count in 7.5 ml blood samples denoted as λCTC (t) based on
count models of Poisson type. When tested as a predictor of OS, λCTC (t)
described the data better than SLD(t), and no additional model-derived
variable improved the model fit further once λCTC (t) was incorporated.
Predictors of the final OS model also included baseline SLD and age.

For durvalumab, an immune checkpoint inhibitor, Gavrilov et al.
characterized the changes in SLD and NIR dynamics under treatment
and their relationship to OS in patients with NSCLC [177]. The longi-
tudinal individual model-based predicted SLD and NIR ratio values were
both found to significantly improve the prediction of OS, as compared to
only baseline covariates.

Yin et al. [178] quantified the dynamics of SLD and ctDNA mutant
KRAS levels in patients with mCRC treated with panitumumab to
characterize the evolving tumor resistance. The mathematical model
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considered various clonal populations and evolving treatment resis-
tance. The model was used to explore new treatment schedules through
simulations, such as a continuous schedule, intermittent schedules with
treatment holidays, and adaptive schedules guided by ctDNA measure-
ments to improve the treatment outcome. In contrast to the continuous
treatment schedule, the simulated intermittent regimen, comprising 8
weeks of treatment followed by a 4-week suspension, extended the
median PFS of the simulated population from 36 to 44 weeks. The
duration during which the tumor size remained below the baseline level
increased from 52 to 60 weeks. However, elongating the treatment
break led to suboptimal outcomes.

Therapeutic cancer vaccines represent innovative immunotherapies
designed to enhance clinical outcomes when combined with other
immunotherapeutic approaches. Nevertheless, challenges persist in
their successful clinical development, which could be tackled through
MIDD strategies. Ibrahim et al. integrated different clinical responses to
UV1, a human telomerase reverse transcriptase-based peptide cancer
vaccine candidate, in a single framework to explore different scenarios
related to the dosing schedules [179]. The framework characterized SLD
measurements and UV1-specific immunological assessments collected
from a phase I trial on NSCLC patients and a phase I/IIa trial on ma-
lignant melanoma patients. The final structure included a mechanistic
tumor growth dynamics model considering the interaction between the
vaccine peptides, the immune system, and the tumor, a model describing
the likelihood of observing a UV1-specific immune response, and a TTE
model for OS. The model-predicted UV1-specific CD4+ T cells increased
the probability of observing an immune response in the peripheral
blood. The high baseline SLD and relative change from nadir reduced OS
in NSCLC and malignant melanoma patients, respectively. The model’s
forecasts indicated that extending UV1 administration for longer dura-
tions, with additional maintenance doses, could lead to a more sus-
tainable reduction in tumor size. This case exemplifies the convergence
of QSP and pharmacometrics. This type of synergy will become
increasingly crucial in the innovation and advancement of intricate
therapeutic approaches and novel mechanisms within cancer
immunotherapy.

5.4. Models integrating safety biomarkers with/without a survival model

The sections above have mainly focused on models designed to
capture drug efficacy through endpoints such as tumor size changes,
PFS, and OS. However, drug safety is another important application of
model-based analyses. Myelosuppression is one of the most common
side effects of chemotherapy, characterized by a reduction in the pro-
duction of blood cells. Quartino et al. [180] characterized the time
courses of the leukocytes and the neutrophils simultaneously to improve
the predictive ability of the myelosuppression model previously devel-
oped by Friberg et al. [88]. The final structure comprised a neutrophil
model and a non-neutrophil model. Both were structured similarly to the
original semi-mechanistic myelosuppression model with refinements
such as an optimized number of transit compartments for the two cell
types. The leukocytes were derived as the sum of the predicted neutro-
phils and non-neutrophils. The model provided more accurate forecasts
regarding the trajectory of neutrophil counts. Integrating both cell types
could help elucidate distinctions between them and enable the predic-
tion of neutrophil counts solely from leukocyte measurements.

As granulocyte colony-stimulating factor (G-CSF) is the main regu-
lating factor of neutrophils, an integrated model was developed to
describe the inverse correlation between the dynamics of endogenous G-
CSF and ANC following adjuvant chemotherapy [181]. The integrated
model identified two effects of elevated G-CSF levels on ANC: enhancing
ANC proliferation rate and decreasing the ANC average bone marrow
maturation time. G-CSF was described by a turnover model in which the
elimination rate was induced by the level of ANC in the blood circula-
tion. The model supported the self-regulatory mechanism of the system.

Netterberg et al. evaluated the ability of IL-6 and C-reactive protein

(CRP) to predict the development of febrile neutropenia following
adjuvant chemotherapy of breast cancer [90]. The biomarkers were
described by turn-over models, while the occurrence of febrile neu-
tropenia was quantified using a parametric TTE model. The time course
of IL-6 was the best predictor for forecasting febrile neutropenia events,
while the time course of CRP was most closely related to febrile neu-
tropenia. However, because the CRP peak typically occurs at the time of
diagnosis of febrile neutropenia, it will be of limited use in determining
the need for preventive treatment.

5.5. Integrated efficacy and safety models

Drug safety is a main driver of tolerance and compliance in oncology,
where adverse effects often lead to treatment pause or dose reduction, as
such, it needs to be integrated with efficacy analysis via model-based
analyses. Nevertheless, safety and efficacy evaluations have tradition-
ally been treated as separate entities. The integration of these endpoints
in modeling offers a comprehensive method for dose-exposure–response
analysis. Integrated frameworks containing both safety and efficacy
endpoints, illustrated in the gray box in Fig. 5, can facilitate dose opti-
mization through a quantitative benefit-risk assessment, particularly
vital in oncology, to balance treatment advantages against risks,
significantly affecting patient outcomes and quality of life.

Hansson et al. published two companion articles where a modeling
framework was established linking sunitinib exposure, tumor growth
over time, longitudinal PD biomarkers (i.e., VEGF, sVEGFR-2, sVEGFR-
3, soluble stem cell factor receptor (sKIT)), safety endpoints (fatigue,
hand-foot syndrome, neutropenia, and hypertension) and OS [78,81].
The longitudinal PD biomarkers and the changes in diastolic blood
pressure over time were described by indirect response models where
drug dose or individual model predicted sunitinib AUCs were driving the
effect. Discrete-time Markov models described the time course of hand-
foot syndrome and fatigue, whereas a semi-physiological myelosup-
pression model captured changes in ANC. The analysis found that neu-
tropenia, hand-foot syndrome, and fatigue were best predicted by
relative changes in sVEGFR-3 from baseline, whereas blood pressure was
most closely related to sunitinib daily AUC. OS was predicted equally
well by relative changes in sVEGFR-3 from baseline with baseline tumor
size, and the time course of ANC in combination with the relative in-
crease of diastolic blood pressure from baseline. The framework was
utilized in a simulation study by Centanni et al., evaluating the effect of
various dose regimens and dose individualization methods on treatment
safety and efficacy [182]. The results suggested that initial dosing at
37.5 mg daily in combination with dose individualization based on ANC
or changes in sVEGFR-3 would result in the best gain in terms of efficacy
whilst maintaining an appropriate safety level. When the cost-
effectiveness of dose adjustments based on therapeutic drug moni-
toring, ANC(t) or changes in sVEGFR-3 were compared, sVEGFR-3 was
found to require the lowest costs per quality of life adjusted life years
gained [183].

Schindler et al presented a PKPD modeling framework linking axi-
tinib exposure, longitudinal PD biomarkers (i.e., sVEGFR-1, − 2, − 3,
sKIT), SLD, diastolic blood pressure and OS in mRCC [184]. Through
indirect response models, the axitinib AUC stimulated blood pressure
production, inhibited sVEGFR-1–3 production, and inhibited VEGF
degradation, while no drug effect was found for sKIT. Model-predicted
individual relative change of sVEGFR-3 from baseline was found to be
a predictor of SLD response, and in turn, the SLD time course was a
significant predictor of OS. A subsequent simulation study explored the
impact of different dosing strategies and individualization methods
[183]. The results indicated that individual model-based biomarker es-
timations based on clinical biomarker measurements generally could
predict dose adjustments with equal or greater accuracy than single
clinical biomarker measurements, suggesting the potential usefulness of
these biomarkers in guiding dose modifications.

Xu et al. [49] evaluated the relationship between guadecitabine

H. Liu et al. Advanced Drug Delivery Reviews 216 (2025) 115476 

17 



treatment and several clinical outcomes using either guadecitabine dose,
summary exposure metrics, and concentration–time profiles. Guadeci-
tabine dose was connected to a myelosuppression dynamic model
through a K-PD model with an inhibitory sigmoid Emax relationship.
The concentration–time profile of the active metabolite decitabine was
linked to the time course of the mechanism-related PD biomarker LINE-1
demethylation in an indirect response model through an Emax rela-
tionship. Using logistic regression, the ability to use the individual sys-
temic exposure metrics of decitabine or LINE-1 dynamics in predicting
clinical response (yes/no) was explored. While exposure–response re-
lationships for efficacy were not discernible with the explored metrics of
decitabine exposure, relationships between the maximum LINE-1
demethylation effect and probability of clinical response could be
characterized. Using the final models for simulations, the effects of
different dosing regimens on LINE-1 demethylation and ANCs were
evaluated. Based on the results, the 5-day regimen of 60 mg/m2 was
selected due to less severe neutropenia and more complete recovery
compared to the other evaluated regimens.

Irurzun-Arana et al. built a semi-mechanistic model to explore the
relationship between LDH, the melanoma-inhibiting activity, and the
calcium-binding protein S100B levels and their relation to PFS and OS in
advanced melanoma patients treated with adjuvant high dose inter-
feron-α2b [185]. Their framework additionally involved characterizing
the dynamics of the ANC to analyze the benefits and toxic effects
simultaneously. A K-PD modeling approach was used to quantify the
relationship between the dosing rate of interferon and the biomarkers
dynamics. They identified the relative change from the baseline of LDH
as the only predictor of OS.

Wilbaux et al. [186,187] quantified the relationships between
roblitinib C(t) and longitudinal changes in the efficacy biomarkers 7α-
hydroxy-4-cholesten-3-one (C4), fibroblast growth factor (FGF19) and
the safety biomarker alanine transaminase (ALT) using indirect response
models, and SLD dynamics with TGI model. A composite predictive risk
score, derived from a set of 75 baseline patient characteristics based on
ML techniques, was included as a covariate of the TGI model. Ctrough was
identified as a predictor for TTP in K–M and log-rank analyses. Through
simulations, the modeling framework was used to compare different
dose levels (50, 80, 120, and 150 mg) under fasted and fed conditions.
The results supported a dosage selection of 120 mg once daily, either
while fasting or with a low-fat meal, achieving a Ctrough greater than the
concentration resulting in 90 % inhibition for most participants.
Consequently, the expansion cohort of the First-in-human study of
roblitinib was initiated with the selected dosage.

Srimani et al. [85] developed a modeling framework integrating
individual patient ixazomib exposure, the occurrence and grades of rash
and diarrhea, platelet counts over time, changes in M− protein over
time, time to relapse and PFS in patients with MM receiving ixazomib in
combination with lenalidomide and dexamethasone. Longitudinal ob-
servations of diarrhea and rash grades were described by discrete-time
Markov Models, in which the transition rates from grade 0 were
driven by ixazomib weekly AUC. A semi-mechanistic hematopoietic
model described the time course of platelets, where the combined effect
of ixazomib C(t) and weekly AUC, in addition to the effect of a hypo-
thetical effect site lenalidomide concentration Ceff(t), drove the changes
in the maturation rate of platelets through a linear function describing
the effects on depletion of the platelet precursor pool. A two-population
indirect response model with sensitive and resistant subpopulations at
baseline described total M− protein. Herein, ixazomib C(t) inhibited the
zero-order production rate of sensitive M− protein, but did not affect the
growth rate of the resistant subpopulation. The time to disease relapse
was predicted by ixazombib C(t) and the growth rate of the drug-
sensitive subpopulation (kR) of the M− protein model. The PFS was
predicted by ixazomib weekly AUC, M− protein (t), M− protein nadir,
and kR. Potential applications of the model were suggested to be trial
simulations and exploration of alternative dosing regimens.

An integrated NLME analysis of belantamab mafodotin, a

monoclonal ADC targeting B-cell maturation antigen, has been per-
formed by Collins et al. [87]. Individual C(t) profiles were linked to
changes in M− protein concentration and grades of ocular ADs described
by discrete-time Markov Models. The models were used for simulations
of efficacy and safety endpoints under various doses and intervals,
where dose reductions during toxicity were allowed, and dropout from
M− protein assessments was assumed to be solely due to disease pro-
gression. Simulations predicted a lower probability and overall time
with grade 3 + and 2 + ocular events for lower doses and longer dosing
intervals, compared with the approved regimen (2.5 mg/kg Q3W), with
a less than proportional reduction in efficacy.

The relationship between ibrutinib exposure (daily AUC0-24) and the
sum of the product of perpendicular diameters (SPD) of lymph nodes,
leukocytes, and blood pressure changes in CLL patients has been
assessed by Ibrahim et al. [77]. The ultimate framework (Fig. 6)
comprised (i) an integrated model for SPD and leukocytes, encompass-
ing four CLL cell subpopulations with ibrutinib inhibiting phosphory-
lated BTK production included as a latent variable, (ii) a turnover model
wherein ibrutinib triggers an elevation in blood pressure, and (iii) a
competing risk model for dropout and mortality. The past model-
predicted individual leukocyte count and SPD of lymph nodes were
predictors in the multistate model describing competing risks between
dropout and death. Simulations showed that in comparison to the
approved dosing schedule (420 mg/day), the de-escalation schedules
(420 mg/day for cycle 1, then 280 mg/day and 420 mg/day for cycle 1,
280 mg/day for cycle 2, and then 140 mg/ day) exhibit a slightly lower
PFS (defined as ≥ 50 % increase from nadir in SPD with or without
leukocytosis), with an average reduction of approximately 20 % in the
proportion of patients experiencing hypertension.

6. Integrated modeling frameworks in oncology drug
development: Dosage optimization

Recognizing the drawbacks of the MTD approach, the FDA launched
Project Optimus in 2021 to reform the dose selection and optimization
paradigm in oncology [188]. This initiative emphasizes a comprehen-
sive understanding of dose-exposure–response dynamics, shifting the
emphasis from treating at or near the MTD to selecting a dose level and
schedule that optimizes the long-term benefit-to-risk ratio while
ensuring adequate multi-cycle tolerability to maintain patient quality of
life [12,189]. Consequently, we anticipate an increased role for models
that integrate efficacy, safety, and tolerability through drug exposure in
supporting the selection of dose levels and schedules that maximize
long-term benefits, as highlighted in the FDA’s most recent guidance on
optimizing oncology drug dosage (published August 2024) [190].

Under the evolving paradigm in oncology clinical development, ev-
idence supporting the optimal dose selection is iteratively generated
based on the totality of supporting preclinical data and data from phase I
to II studies (e.g., dose expansion cohorts in a randomized dose opti-
mization assessment) [191]. This evidence informs dosage selection in
pivotal clinical development. A totality-of-evidence approach builds
confidence throughout the development lifecycle by ensuring consis-
tency across multiple methods and relevant data sources. These ele-
ments are proactively integrated and used to guide decision-making
through iterative modeling and simulation [192]. Alternative trial
design and analysis methodologies may also be required for improved
dose optimization during clinical development.

It is expected that through Project Optimus, dose-finding will
continue in phase II trials or in prospectively designed dose optimization
expansion cohorts towards the end of the escalation in phase I trials,
comparing at least two dose levels, preferably in a randomized, parallel
design within a specific indication. Integration of data generated from
phase I and II studies will further increase confidence in the benefit and
risk profiles, helping to define an optimal dosage regimen for phase III
that can subsequently be recommended for approval. In this context,
pharmacometric methods can play a crucial role through integrated
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benefit-risk longitudinal models [193,194], given their capacity to
generate evidence for dose and dosing schedule optimization as early as
within the First In Human study. One example of such an application is
detailed in section 5.5, where the integration of PK, efficacy, and safety
data supported the selection of the recommended phase II dose (RP2D)
of roblitinib in hepatocellular carcinoma patients [186].

As described in this review, the longitudinal measurements of tumor
burden can be characterized using tumor kinetic population PKPD
modeling methods. We advocate for the model building to initially be
based on dose escalation data (e.g., longitudinal SLD) and associated
systemic exposures as well as data from the backfill and/ or expansion
cohorts. Model-informed decision-making during early clinical phases is
particularly valuable when dose escalation is performed in a relatively
homogeneous patient population, expected to show dose/exposure-
related antitumor effects due to the pharmacological properties of the
investigational drug [195]. Examples of such cases include targeted
therapies such as receptor tyrosine kinase inhibitors, studied in patients
whose cancers are identified as being driven by specific oncogenes
[75,77], or ADCs in patients with cancers with known high expression of
the target antigen and an expected sensitivity to the payload’s mecha-
nism of action [196]. Depending on the tumor type and measurement
methods employed, more than one biomarker can be used to inform the
model development, including tumor size (e.g., SLD), molecular mea-
surements (e.g., variant allele fraction in ctDNA), or tumor-specific
markers. As the dataset grows, the precision in model parameters will

improve with iterative model updates. By the end of phase I, it will be
possible to begin simulating from the models to project performance
characteristics of a range of candidate doses and dosing schedules to
inform further dose optimization/ selection strategies. Indeed, proactive
integration of population PK/tumor kinetic models has been valuable in
dose selection decisions for several recently approved anticancer agents,
including asciminib in chronic myeloid leukemia [75], isatuximab in
MM [152,195], and selpercatinib in RET fusion-positive NSCLC [189].

Integrated models that include the most relevant safety endpoints
can facilitate the selection of an appropriate dose range to maximize
efficacy while ensuring the right level of multi-cycle tolerability for the
intended patient population. There exists a range of mechanism-based
models tailored for hematological toxicities like neutropenia, throm-
bocytopenia, anemia, and lymphopenia. The strength of suchmodels lies
in their ability to predict the performance of alternative dosing regi-
mens, especially over extended treatment periods, as well as to generate
hypotheses for feedback individualization of dosing [197]. In particular,
for toxicities such as anemia, hemoglobin measurements in Cycle 1 may
not accurately reflect the severity of anemia that could develop with
continued dosing, given the lifespan of red blood cells. Simulations using
semi-mechanistic models, integrating intermediate compartments (e.g.,
reticulocyte measurements) [198,199], are valuable for predicting
safety across multiple treatment cycles. They can also guide dose opti-
mization planning in early clinical development based on a short
duration of dosing while considering the long-term maturation process

Fig. 6. Schematic representation of the semi-mechanistic PKPD modeling framework for ibrutinib in CLL patients, integrating two efficacy measurements (leukocyte
count and sum of product of perpendicular diameters of lymph nodes (SPD)), hypertension toxicity measurements (systolic and diastolic blood pressures) in addition
to the competing risk of drop-out and death. Leukocyte count was calculated as the sum of the CLL cells in peripheral blood (4th subpopulation) and the estimated
normal leukocyte number in peripheral blood divided by blood volume, while SPD was calculated as the sum of the three subpopulations of CLL cells in lymphoid
tissues and the estimated normal lymph node size. Abbreviations: pBTK, phosphorylated Btk; sBP, systolic blood pressure; dBP, diastolic blood pressure; Rin, zero-
order production rate; kout, turn-over rate constant;ktr, transition rate constant; EFFAUC0− 24, AUC0-24 effect; resist, resistance development; kp, proliferation rate
constant; kh, homing rate constant; kdtch, detachment rate constant; kdist, re-distribution rate constant; SCcells− SPD and SCSPD− cells, scaling factors for translating from
CLL cell count to SPD and vice versa, respectively; kd,bld, natural death rate constant; kd,tiss, ibrutinib-induced death rate constant; slp1, slope of ibrutinib-induced
inhibitory effect on kp and kh; slp2 and slp3, slopes of ibrutinib-induced stimulatory effect on kdtch of 1st and 2nd subpopulations of CLL cells, respectively, from
stroma; λ12, transition rate constant from alive to drop-out state; λ13, transition rate constant from alive to death state. Reprinted from [77].
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of the blood cells [199]. For graded categorical toxicities (e.g., rash,
diarrhea, mucositis), longitudinal models characterizing the underlying
exposure–response relationships can also be very valuable, even though
the level of mechanistic resolution in models for such toxicities is often
lower than that for hematological toxicities.

Simulations from models describing multiple variables over time can
be used to interrogate non-traditional dosing approaches that are not
static but involve titration dosing, as evaluated with ixazomib for the
maintenance therapy of transplant-ineligible MM [200], or response-
adaptive dosing, as evaluated with ponatinib for the treatment of
chronic myeloid leukemia [201], to maximize patient-focused benefit-
risk ratio. Integrated models of efficacy and safety endpoints enable
simulations of dose interruption and reduction due to safety concerns,
resulting in a reduction in efficacy. This approach was applied to
belantamab mafodotin, an ADC used to treat MM, as detailed in Section
5.5 [87]. Clinical Utility Index approaches can be applied to maximize
the benefit-risk balance, as demonstrated in dose optimization analyses
conducted for copanlisib in NHL [202], ipatasertib in prostate cancer
[203], and venetoclax in MM [204].

Developing models for combination therapies presents significant
challenges due to limited clinical data that evaluate different dosing
schedules of the component drugs both as single agents and in combi-
nation [205]. Indeed, for defining combination therapies, there may be
an even greater gain from integrating data from various sources,
including preclinical studies, early-phase trials, and real-world evi-
dence, to build a comprehensive modeling framework where PK and PD
interactions betweenmultiple drugs are quantified. For instance, a PKPD
modeling framework supported the selection of the isatuximab dosing
regimen in relapsed/refractory MM patients [195]. The framework was
built in steps as more data became available from phase I clinical trials
on single-agent and combination therapy. Model-based simulations for
evaluating efficacy supported the use of isatuximab at a dosing regimen
of 10 mg/kg QW4-Q2W in combination with pomalidomide and dexa-
methasone in the phase III trial. Ensuring the accuracy and reliability of
models developed for combination therapies is however challenging and
the individual patient variability in drug response can become more
pronounced in the context of multiple interacting agents. Model-based
adaptive optimal design emerges as a promising tool for dose-finding
studies involving combination treatments. In this approach, prior in-
formation is updated based on interim analyses as more data become
available, allowing adjustments to doses and dosing schedules to be
made in an informative way throughout the trial [206]. The developed
modeling frameworks enable the identification of the optimal dosage for
each component drug in the combination therapy to achieve the desired
therapeutic effect while minimizing side effects. In an interim analysis,
the integrated modeling frameworks could support decisions on halting
a trial due to toxicity if the probability of toxicity is high.

7. Integrated modeling frameworks in oncology drug
development: Patient-focused development strategies

Although the reviewed examples of integrated modeling have not yet
incorporated models for patient-focused variables, integrating these
models could greatly enhance the evaluation of treatments from the
patient’s perspective. Patient-reported outcomes (PROs) are increas-
ingly measured to assess the symptomatic and functional impacts of
disease and treatment on patients’ quality of life, especially over pro-
longed treatment durations. [207]. We anticipate increased modeling
and integration of PROs in the future, as suggested by the FDA’s guid-
ance on oncology dose optimization, which encourages the inclusion of
PROs to improve the assessment of tolerability in early-phase dose-
finding trials [190].

PROs, such as the PRO-Common Terminology Criteria for Adverse
Events (PRO-CTCAE), can provide an early understanding of the impact
of adverse effects of an investigational agent on overall tolerability from
the patient’s perspective [208]. Their utilization in dose optimization

trials, as part of the totality of evidence for informing dose selection, is
an emerging area with ongoing research in oncology drug development
[193]. Early experience with these tools is encouraging. For example,
PRO-CTCAE measurements may be useful for describing exposur-
e–response relationships for patient-reported assessments of the impact
of AEs, such as diarrhea, on overall quality of life. This complements
CTCAE-based investigator-assessed measurements of AE severity in dose
optimization evaluations [209].

When AEs that directly impact a patient’s well-being and quality of
life are observed or expected with long-term administration, based on
early investigator-assessed data from the dose escalation phase of a first-
in-human study, subsequent randomized dose optimization studies
should focus on collecting PRO-CTCAE data for specific AE items/do-
mains for exposure–response analyses. Examples of such AEs include
anemia (potentially resulting in fatigue), diarrhea (impacting daily ac-
tivities), and mucositis (affecting nutrition and overall quality of life).
Exposure-response analyses of such targeted PRO-CTCAE domain data,
together with efficacy and safety analyses, should enable a compre-
hensive approach to dose selection for pivotal trials. This ensures that
considerations regarding long-term tolerability from a patient perspec-
tive are integrated, minimizing unexpected issues at the end of phase III
regarding the overall tolerability of the selected starting dosage.

While PRO-CTCAE focuses on assessing treatment tolerability, other
tools are designed to evaluate overall health-related quality of life
(HRQoL). For example, the Functional Assessment of Cancer Therapy-
General (FACT-G) examines four key domains: physical, social/family,
emotional, and functional well-being, offering a comprehensive view of
how cancer and its treatment affect patients’ daily lives. Integrating
HRQoL data into modeling frameworks facilitates the identification of
patient subgroups with differential treatment outcomes and supports
personalized medicine approaches. As an initial attempt, a PKPD
framework based on item response theory has been developed to support
the evaluation of covariate and exposure effects on FACT-Breast in pa-
tients with breast cancer [210]. Moreover, as healthcare decision-
makers increasingly consider patient-centered outcomes and cost-
effectiveness in their evaluation of treatment value and affordability,
models that integrate HRQoL would have the potential to enhance
informed decision-making in healthcare.

Another opportunity for quantitative methods to enable patient-
focused oncology drug development lies in making clinical trials more
inclusive. The American Society of Clinical Oncology, Friends of Cancer
Research, and the FDA have actively discussed the rational expansion of
eligibility criteria in oncology trials, resulting in position papers and
regulatory guidelines to support this effort [211–213]. It is widely
acknowledged that the rationale for exclusion criteria in oncology trials
may often be poorly conceived. For instance, Liu et al. observed signif-
icant inter-trial variability in inclusion criteria in an analysis of clinical
trials of immune checkpoint inhibitors for advanced non-small cell lung
cancer based on analyzing Real World Data in the Flatiron Health
Electronic Health Records database [214]. The authors conducted
clinical trial simulations to evaluate more inclusive trial designs,
demonstrating in silico that broadening eligibility criteria (i.e., including
more women and patients over 75 years of age) could be feasible
without negatively affecting the hazard ratio for survival benefit or
increasing AE-related treatment discontinuations.

8. Integrated modeling frameworks in oncology drug
development: Enabling emerging biomarkers

Oncology research has experienced a profound transformation
driven by breakthroughs in biomarker discovery, especially with the
growing understanding of the hallmarks of cancer [5]. Accordingly, a
substantial proportion of the reviewed articles demonstrated a system-
atic approach to incorporating retrospective longitudinal biomarkers
with survival data to identify early predictors of OS, thereby supporting
future study design and data analysis [78,81]. As an example, Bruno
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et al., through integrating the dynamic of tumor burden (i.e., SLD) dy-
namics with OS, demonstrated that model-based estimates of TGI met-
rics are more effective than ORR or PFS in differentiating successful from
unsuccessful outcomes in phase III trials [215]. This finding supports the
usage of TGI metrics as exploratory endpoints to inform early clinical
decision-making. We anticipate that as new biomarkers emerge, the
growth and application of integrated models will continue to expand,
shaping future research and development strategies in oncology.

As the field continues to evolve, advances in molecular measure-
ments of disease burden are becoming increasingly important in
enhancing the predictability of survival. For example, ctDNA measure-
ment has emerged as a powerful, minimally invasive tool that can detect
residual disease after definitive treatment or surgery, monitor the
effectiveness of ongoing therapy, and identify molecular relapse during
post-treatment surveillance across a wide range of cancers [216]. ctDNA
can be measured both quantitatively and qualitatively (i.e., genetic
characteristics) in “liquid biopsies”. It is a valuable biomarker for mo-
lecular diagnosis and treatment selection. The FDA Draft Guidance on
the use of ctDNA highlights the potential for leveraging the on-treatment
dynamics of ctDNA to detect drug activity signals in early-stage drug
development for solid tumors [217]. By integrating ctDNA into tumor
dynamic models, researchers can gain a deeper understanding of the
evolution of drug resistance, paving the way for more effective treat-
ment strategies and improved outcomes [178,218]. MIDD based on in-
tegrated models incorporating ctDNA presents three key opportunities.
First, baseline ctDNA biomarker data (e.g., mutational profile) can be
used as a covariate to describe tumor size changes, guiding precision
medicine [218]. Subsequent simulations can enable in-silico assessment
of patient selection or enrichment hypotheses with greater precision.
The second opportunity is for signal-finding in early-stage trials. A sig-
nificant treatment effect observed in a model for longitudinal ctDNA
may serve as a proof-of-principle [158]. Simulations from such models
can inform dose and schedule optimization plans for later phase studies
[178]. The third opportunity is to leverage pharmacometric models
linking ctDNA dynamics to long-term survival outcomes (e.g., PFS, OS),
aiming to assess ctDNA-based measurements of antitumor activity as
predictors of clinical outcomes. While much research has focused on the
statistical association, as seen in cross-study analyses of NSCLC patients
receiving immune checkpoint inhibitor therapy [219], opportunities
exist for pharmacometric disease progression modeling (e.g., joint
modeling of ctDNA and survival outcomes) [159].

While the landscape of immunotherapies continues to develop, there
is a growing need for integrated systems pharmacology and population
PKPD models, known as population QSP models. These models can ac-
count for dynamic immune events throughout the cancer immune cycle
[220]. Examples of population QSP models detailed in section 5 include
models for CAR-T cell therapy for NHL [166] and for human telomerase
reverse transcriptase-based peptide cancer vaccine for patients with
NSCLC and malignant melanoma [179]. Understanding these dynamics
helps to identify the biological and treatment-related factors responsible
for the observed variability in antitumor effects. This modeling
approach can help select optimal combinations and sequences of various
anticancer immunotherapies to maximize antitumor responses [221].

Generally, (semi-) mechanistic integrated modeling frameworks aim
to provide drug- and mechanism-independent mathematical formula-
tions of disease trajectory that quantify the disease-specific linkage be-
tween the dynamics of tumor burden (e.g., tumor size) and survival
outcomes (e.g., OS). However, it should be noted that today’s cancer
biology, influenced by molecular diagnostics, targeted therapies, and
immunotherapy, may differ significantly from the past (e.g., the pre-
immunotherapy era). To this end, it is important to include contempo-
raneous data, ideally from treatments with related mechanisms of ac-
tion, in the development and maintenance of these frameworks during
the model development lifecycle. This is necessary for confidence in the
fidelity of model-based predictions of survival outcomes and probability
of success in phase III trials. For example, a recent analysis [222]

evaluated the ability of two previously published NSCLC disease models
to predict OS outcomes in a randomized clinical trial of the PD-L1
antibody sugemalimab added to chemotherapy versus placebo plus
chemotherapy. This analysis demonstrated superior performance char-
acteristics of a recently developed tumor kinetics-OS model built on data
collected in clinical trials of another PD-L1 antibody atezolizumab
[127], compared to a seminal NSCLC tumor kinetics-OS model that was
built on a diverse and comprehensive dataset of cytotoxic and targeted
agents collected from trials that were completed in the pre-
immunotherapy era [66]. These considerations can be particularly
relevant in global drug development, as there can be regional variations
in drug- and disease-related intrinsic and extrinsic factors. Simulations
from frameworks built on comprehensive contemporaneous global
clinical trial data and real-world data can be valuable in optimizing the
design of pivotal multi-regional clinical trials by applying ICH E17
principles [223]. Such model-informed designs can enable efficiency in
evidence generation while adequately mitigating the impact of regional
heterogeneity (i.e., through covariate analyses in disease models based
on multiregional clinical trials) [224].

Integrating multi-dimensional covariate information to address
variability at molecular (e.g., genomic, transcriptomic) and imaging (e.
g., radiomic) levels can benefit from methodologies beyond traditional
methods, introducing a new era of machine intelligence-assisted phar-
macometrics [225–228]. For biomarker data such as next-generation
sequencing-based ctDNA analysis, transcriptomic assessments, digital
pathology readouts, or radiomics signatures of heterogeneity, the
number of covariates can often exceed the practical limits of standard
covariate modeling methods in the classical NLME software. As such,
ML-assisted covariate analyses can complement traditional methods or
act as a “filter” to prioritize covariates for formal evaluation in popu-
lation PKPD models. ML-enabled pharmacometrics is rapidly emerging,
with recent examples in tumor kinetic and survival models providing a
proof-of-principle for methodology at the intersection of ML and phar-
macometrics [135,187,229–231]. The seamless integration of these
methods into pharmacometrics workflows is foreseen as a key enabler
for precision medicine, fully exploiting advances in multi-modal
biomarker technologies. These models demonstrate superior perfor-
mance in capturing nonlinear relationships between predictors and
hazard functions compared to Cox regression models [232]. While this
review focuses on clinical applications of integrated pharmacometric
models, it is important to note that oncology drug development relies on
preclinical tumor growth inhibition studies of patient-derived tumor
xenografts for hypothesis generation regarding patient selection and
combination therapies. In these studies, extensive molecular character-
ization can correlate multi-dimensional predictive biomarker profiles to
tumor growth inhibition efficacy, identifying biological pathways
associated with IIV in treatment response or resistance development.
Integrating ML methods for covariate analyses in translational phar-
macometrics models represents another promising application to
advance precision medicine hypothesis generation and for identifying
predictive gene expression profiling-based signatures for efficacy and
toxicity outcomes, thereby enhancing the mechanistic value of these
models [226,233].

9. Concluding remarks

In summary, this review offers a comprehensive overview of inte-
grated modeling approaches in oncology. It emphasizes frameworks that
integrate longitudinal data from diverse PD variables, including bio-
markers, safety outcomes, and survival. We anticipate this review to be a
valuable resource for the future application of integrated models in the
rapidly evolving field of MIDD in oncology, providing insights into
current methodologies and emerging opportunities for applying these
advanced techniques.

We are in the initial stages of applying integrated models in oncology
drug development, and some obstacles remain in creating an accurate
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timeline for MIDD deliverables based on this approach due to the dif-
ficulties associated with developing and validating mathematical
models and the need for adequate computational resources, especially as
datasets grow iteratively. Additionally, the complexity of integrated
analyses necessitates that pharmacometricians possess the skills to
communicate modeling and simulation results, including the sub-
models’ limitations and assumptions. Ensuring data quality is also a
critical concern, with potential issues stemming from study design and
data collection practices.

Nevertheless, the use of integrated modeling approaches in oncology
MIDD is expected to increase as a consequence of factors including (1)
rapidly advancing new anticancer modalities and mechanisms of action
with inherent complexity necessitating multi-dimensional therapeutic
optimization, (2) need for increased efficiency and success rates in drug
development, (3) increased regulatory attention to treatment optimi-
zation before approval, (4) emergence of various informative bio-
markers, with different dynamics, requiring advanced analyses, (5)
advances in ML approaches [234], automated model building tools
[235], and extensive computing power and, (6) growing number of
trained quantitative scientists across diverse disciplines, including QSP,
pharmacometrics, and biostatistics, who can contribute to MIDD ana-
lyses. These approaches can anticipate the therapeutic outcomes and
patterns that real-world data might exhibit, such as toxicity variations
with dosage alterations. They can also offer insights into treatment ef-
fects on patients’ well-being and quality of life. Ultimately, they can
facilitate a deeper understanding of complex biological relationships,
potentially enhancing the extrapolation of short-term trial findings to
long-term patient outcomes.
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