










identified. Table 4 brings up the previously mentioned biases and how they  
may be prevented.

Table 4. Biases addressed in EthXpert
Bias Countermeasure
Anchoring bias,  
choice-supportive bias  
and confirmation bias.

With a systematic scrutiny that leaves the  
optioning to the last steps the risk for  
unconsciously omitting relevant information  
decreases. Most of the work for analyzing more  
than one option is already done. There will be  
less incentive to terminate prematurely or leave  
out information.

Framing effect, 
contrast effect, 
einstellung effect,  
Maslow's hammer and 
base-rate neglect.

These are all related to the way information is  
perceived. The three different views in the tool  
all show different aspects of the situation and  
can somewhat serve to counter framing. Further,  
the absence of weighting counters a bias to  
estimate importance of stakeholders. The  
possibility to easily create compromise options  
could help counter the fixation on certain  
alternatives.

Representativeness,  
fundamental 
attribution error and 
in-group favorability 
bias.

These are all related to biases for specific  
stakeholders. The countermeasure is to first let  
the user take the perspective of all stakeholders  
and subsequently depersonalize these in the next  
step. When analyzing the considerations, the  
identities of stakeholders are obscured. This will  
leave only the statements as basis for a decision.

Underestimation of 
uncertainty and undue 
limitation of problem.

With an expanded view of the problem, the risk  
for underestimation and oversimplification will  
most likely be reduced.

States of Ethical Analysis
EthXpert is a tool to aid primarily the analyzing part of the decision process.  
From Maner’s above set of stages (Table 2) it will  cover stages 2 to 6 –  
inspecting, elucidating, ascribing, optioning and predicting. The reasons for  
omitting stage 8 – calculating – has already been established above. Stage 7  
– focusing – is omitted because it implies that the analysis must be narrowed  
down.  In  EthXpert  the  decision  to  focus  the  considerations  must  be  a  
responsibility of the user. Stages 1 and 9 to 12 regard the actual decision  
making. If the tool is used within organizations, which is the most likely  
case, stage 1 – preparing – and 12 – reflecting – involves the establishment  
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of roles and routines to increase the ethical awareness in the organization.  
Stages 9 to 11 – applying, selecting and acting – requires well-functioning  
group and managerial processes (Paper IV).

To stress that the procedure in EthXpert is not hierarchical I have come to  
adopt term state in place of stage. Three details are especially interesting to  
note in the state machine representation of the ethical procedure ( Illustration
2). The first is how the flow from state 1 to state 3 makes it invalid to enter  
state 4 without passing through state 3, the second that it is possible to reach  
all other states from state 4 to state 6. This is a deliberate strategy to ensure  
focus  on  elaborating  considerations  and  stakeholder  relations.  The  final  
peculiarity  is  the  lack  of  a  final  state,  which  is  a  violation  against  
fundamental programming practice, implying that an optimal state can never  
be  reached.  This  is  in  accordance  with  Boulding’s  (1966)  widening  of  
agendas.  From a deterministic perspective it  is  unsatisfactory,  but  from a  
self-critical perspective it is highly desirable; the user will never be seduced  
to believe that the analysis is completed. 

Before starting the procedure, the problem should be described in as much  
detail as possible, not leaving out any information but still without asserting  
conditions that are not proven. The description should be detailed enough so  
that any other person could understand what the problem is ( Illustration 3). 
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Illustration 2. The six states in the EthXpert procedure.



The purpose with this simple task is to establish a clear focus on the problem  
and the factual conditions of it.

1. Define stakeholder 
It is not an obvious task to identify the stakeholders that affect or are affected  
by a decision. Not even among scholars specialized in stakeholder theory the  
concept  of  stakeholders  has  always  been  unanimous  (Donaldson  and  
Preston,  1995).  I  agree  that  the  notion  of  stakeholders  can  be  further  
elaborated and I should address the work done in this field. A Google search  
on the term “stakeholder analysis tool” gives over 50.000 results (Google,  
2010) but on further inspection, none of the tools seem to have the same  
explicit  focus on how interests affect and are affected by decisions. Most  
tools  in  fact  seem  to  aim  at  identifying  and  ranking  the  importance  of  
stakeholders  or  some  other  factors  (e.g.  Moodley  et  al.,  2008).  For  this  
ethical analysis process I have chosen to regard everything from society, to  
organizations  and  corporations,  to  individuals  as  equal  stakeholders.  
Everybody who affect or are affected by, gain or lose on a decision deserves  

47

Illustration 3: The view in EthXpert where the user can describe the problem for  
future reference.



to  be  at  least  considered  in  the  analysis.  By  focusing  on  interests  of  
stakeholders, associations are triggered. For each stakeholder that is directly  
involved in the situation there may be secondary stakeholders that could also  
be influential, even if indirectly. In EthXpert, an implicit question will guide  
the user to increase the problem scope: who is affected by or affecting a  
specific interest of a stakeholder ( Illustration 4)?

2. Define interest for stakeholder
For each stakeholder, the interests that are relevant to the situation should be  
identified. This includes the interests  that  might have an impact on other 
stakeholders.  It  is  assumed  that  the  explicit  focus  on  interests  of  the  
stakeholders  will  help  the  user  to  identify  possible  conflicts  between  
stakeholders but also to widen the scope of the problem. The user determines  
for each stakeholder a set of relevant interests,  which could very well be  
unique  for  it.  All  interests  that  might  affect  or  be  affected  by  other  
stakeholders  are  important  to  consider  and in  the  process  of  scrutinizing  
interests  additional  stakeholders  will  naturally  become  involved  in  the  
analysis. In the further process, some of these interests might, as you would  
expect, be proven irrelevant, but the narrowing of the focus should be left to  
last.
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Illustration 4. The view in EthXpert in which stakeholders and interests are defined.



3. Define how interest relates to stakeholders
The user is urged to try to imagine how the identified interests affect and are  
affected  by  other  stakeholders  ( Illustration  5).  A relationship  can  mean 
actively affecting stakeholders or passively being affected by them. It can  
also regard a mutual relationship. This is the core of the analysis and draws a  
picture of the dynamics of the ethical problem. An interest of a corporation  
to  maintain  a  steady  cash  flow  may  put  pressure  on  the  corporation’s  
research department to produce salable results  which in turn can create a  
conflict between quality and productivity at the department, etc. This also  
helps to track down previously unidentified stakeholders. The topics that are  
brought  up  in  one  relation  may  raise  associations  to  other  stakeholders.  
Sometimes such secondary stakeholders prove to have important influence  
on the dynamics of the problem. Explicitly stating how the interests affect  
and are affected by other stakeholders gives a background for the further  
analysis of scenarios from different decision alternatives.
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Illustration 5. The view in EthXpert where relationships between interests and  
stakeholders can be scrutinized.



4. Define main option/scenario
After  all  the  relationships  between  stakeholders  have  been  exhaustively  
analyzed the user can start considering what options there are to handle the  
problem. The most apparent alternatives for handling the ethical problem can  
be immediately stated. These are usually mutually exclusive and similar to  
answering some question with “Yes” or “No”.

5. Translate considerations
The  considerations  from  the  interest-stakeholder  matrix  will  not  be  
automatically  copied  to  the  decision  matrix.  Instead  the  input  dialog  
summarizes  all  the  relevant  previously  stated  considerations  in  a  
depersonalized  way.  These  will  serve  as  background,  stimulation  and  
incentive for considering how the different decision alternatives affect the  
stakeholders. For each alternative course of action the user is urged to state  
how the interests of each stakeholder is affected if that would be the final  
decision, including both possibilities and risks ( Illustration 6).

6. Define compromise option/scenario
To counter problems in the main options, i.e. unacceptable negative effects,  
compromise scenarios can be spawned from existing options. A compromise  
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Illustration 6. The view in EthXpert where options/scenarios are evaluated.



option will  inherit  previously made considerations from the option that it  
was  derived  from,  but  the  user  should  revise  these  to  determine  the  
difference  in  effect  between them.  This  feature  is  useful  for  considering  
many options that only differ partly. Ideally the user easily gets an overview  
of the strengths and weaknesses of similar alternatives when being able to  
focus  the  comparison  by  concentrating  on  the  effects  that  they  have  on  
stakeholder interests.

Technical description
The novelty of EthXpert lies not in the chosen technical solutions but in the  
way it supports ethical decision making without making normative claims.  
The decisions made in the designing of the interface should however still be  
motivated.  The most  striking  feature  of  the  tool  is  the  way it  represents  
tabular data. Instead of supplying the user with a viewport – a rectangular  
“window” through which a portion of a table can be studied (i.e if it is bigger  
than the viewport) – it condenses the table to fit in one screen with only a  
focused part of the table fully sized. This technique is often referred to as a  
fisheye lens and is part of the focus+context design paradigm. The incentive  
for this way of displaying data is the assumption that contextual information  
is  important  for  the  sense  making  of  specific  information.  The  fisheye  
technique is not new. It was suggested already in 1982 and tried out during  
the beginning of the nineties but not until TableLens was presented in 1994  
did it gain wider recognition (Rao and Card, 1994). The idea for TableLens  
was  to  display  very  long  lists 10 of  mainly  numerical  data  in  one  single  
display  (about  64,800  cells  on  a  19”  display)  by  reducing  unfocused  
information to a graphical representation, showing the relative magnitude of  
the data.  The main benefit  in TableLens is that  it  takes advantage of the  
human's excellent cognitive ability for pattern recognition.

Since then, several other solutions have been suggested (e.g. Klein et al.,  
2002) but the work most relevant to me was done at the beginning of the 21 st 

century.  DateLens  is  a  nice  calendar  application  with  a  fisheye  interface  
(Bederson  and  Clamage,  2004).  The  effect  here,  like  in  HyperGrid  –  a  
zoomable table interface (Jetter et al., 2006), is that focusing, i.e. “clicking”,  
on  one data  cell  reveals  additional  specific  information while  the  spatial  
relation to other cells is maintained. The point, according to Jetter et al. is to  
avoid that the user gets lost in “table space”, i.e. loses track of where in a big  
table the sought-for information can be found. The motive makes sense in  
the  case  of  HyperGrid,  which  is  intended  for  large  databases  of  textual  
information,  but  the  benefit  is  less  obvious  in  DateLens.  The  technique  
increases  usability  mainly  when  it  is  important  to  keep  contextual  

10A great number of rows but few columns
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information visible In a calendar application it is not apparent why this is  
necessary. However, it should be mentioned that DateLens was targeted at  
PDAs  with  small  screens  but  the  question  remains  whether  contextual  
overview is  necessary in a calendar.  The usability testing performed with  
DateLens reveals that indeed, the fisheye technique was most effective for  
calendar tasks that depended on both contextual and specific information,  
e.g.  to  find  out  which  two  weeks  period  that  has  the  least  number  of  
scheduled appointments. In a calendar, this kind of tasks is probably fairly  
rare, while in EthXpert this is the predominant approach. Another distinction  
is  that  EthXpert  distorts  the  table  to  fit  in  one  screen  by  shrinking  and  
clipping  the  text  in  unfocused  cells.  This  is  more  similar  to   TableLens  
although it poses an undesirable constraint on the possible amount of data.  
The  currently  evaluated  version  allows a  maximum number  of  about  70  
interests and 20 stakeholders on a 1440x900 pixels display and even this  
number reduces the usefulness of contextual information considerably due to  
cells being too small to display.

In order to make the analysis  work as lean as possible,  the number of  
required interactions are kept at a minimum for the most common actions.  
E.g.  when  clicking  on  a  cell,  the  dialog  for  inputting  information  is  
immediately opened and the input field is focused. When exiting the field the  
information  is  automatically  saved  unless  the  input  is  explicitly  aborted.  
Addition of stakeholders and interests  automatically includes these in the  
analysis.  Navigation  is  possible  with  either  mouse  or  keyboard  or  both  
simultaneously.  The  latter  technique  allows  the  user  to  investigate  other  
relationships while working with one. Mouse tooltip labels are used to show  
the content of cells that are too small to display everything.
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Methodology and Methods

When I have talked about my research with my colleagues,  I  have often  
heard that it resides on the outskirts of the HCI research area. Ethics is a  
concern for philosophers and computerized decision support systems usually  
give associations to knowledge management, which is usually investigated  
within information or business science. It is indeed not the mainstream topic  
in HCI. Still I claim that  what I do is perfectly fit within the scope of HCI.  
My research interest is not to deliberate over ethical issues resulting from the  
use of ICT, nor is it to study organizational processes in the treatment of  
ethical problems. I design tools that assist people other than myself in their  
handling  of  ethical  problems.  In  order  to  be  successful  at  this  I  need  
knowledge about the domain where the tools are to be used. This is good  
HCI practice.

Thus, I need to know what philosophers think about ethics. I need to know  
what  psychologists  have concluded about  moral  reasoning  and I  need  to  
know how ethical problems are handled in current practice. In essence, this  
corresponds to the common use of ethnography, although lacking a name  
and prescripts for how to attain the situated knowledge.

Most of this thesis covers theory on ethical competence (described further  
down).  The  method  for  this  part  of  the  work  has  been  to  analyze  how  
philosophers approach situations with ethical implications, in order to derive  
a  general  method  of  handling  moral  problems.  The  tool  that  this  thesis  
covers is based on this analysis. The procedure in the tool is thus deduced  
from theory. To support the process of philosophizing, the tool is designed to  
block the natural tendency to be biased and to lead the user to expand the  
viewport that is constraining the understanding of the situation. The tool has  
subsequently  been  tested  in  comparative  studies  where  participants  
approached  various  ethical  problems.  These  studies  have  rendered  both  
qualitative and quantitative data, which has been used to further improve the  
tool inductively in accordance with theory.

Usability of EthXpert
Papers II and III describes studies on the usability, in terms of efficiency,  
effectiveness and satisfaction, of EthXpert (further described below). In the 
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studies, the scope of consideration for options, stakeholders and stakeholder  
interests  were  assessed  by  counting  the  number  of  items  in  each  of  the  
categories. The question to be answered was whether a computerized tool  
can support the problem understanding better than a corresponding paper-
and-pen based tool (P&P).

Study 1
The first study, presented in paper II, was conducted mainly to investigate  
the usability of the software EthXpert, both in the sense of how well the  
application supported the process of critical scrutinizing of ethical problems,  
and in the more practical sense of how well the participants could utilize the  
functionality of the software. In the study six groups, comprising between  
six  and  seven  participants  each,  all  of  whom were  third  or  fourth  year  
students at the Department of Information Technology at Uppsala University,  
evaluated the ethical implications from introducing new IT systems. Prior to  
the  study,  the  participants  received  lectures,  made  assignments  and  
participated in seminars about computer ethics and ethical usability. 

In the study the participants were given two tasks. The first task was to  
make an analysis of the chosen problem using the OLE questionnaire and the  
P&P method. The second task was to use the first alpha release of EthXpert  
for the same analysis. After the two tasks the participants were asked to give  
written  feedback  on  how  well  EthXpert  supported  the  process  of  
autonomously  handling  ethical  problems  as  well  as  on  how  usable  the  
software was generally.

Study 2
For the second study, presented in paper III, EthXpert was slightly improved,  
based  on  the  reporting  of  usability  problems from the  first  study.  These  
changes  included  bug  fixing  and  interface  improvements  but  the  basic  
structure of the program remained unaltered.

In this study 5 women and 6 men, of four different nationalities, between  
25  and  35  years  old,  all  of  whom were  PhD students  at  the  Faculty  of  
Science  and  Technology  at  Uppsala  University,  were  given  the  task  to  
analyze an ethical problem that they considered to be relevant and important  
to themselves.

Prior to the task they were given an hour and a half introductory training  
in how to use the tools. They were then divided into two groups: One with  
five participants and the other with six participants. Both groups started by  
doing an OLE analysis after which one group continued with EthXpert for a  
second analysis, followed by P&P for a third, and the other group used the  
tools in reverse order. After the analyses they were asked to grade the tools  
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in a questionnaire (see appendix 2, paper III) and write a 100-300 words  
evaluation of the tools.

Analysis
The first exploratory study, presented in paper II, gave only tentative and  
formative  results  that  were  not  analyzed  in  detail.  The  second  study,  
presented in paper III, rendered four types of data.

Quantitative data
1) The numbers of identified stakeholders, interests and options from  

EthXpert and P&P.
2) The ratings from the questionnaires.

The significance of the differences in identified stakeholders and interests  
between the two groups was calculated with Student’s t-test. The ratings did  
not render conclusive results and were used only as indicative. I will revisit  
them with cross-reference to the qualitative data in this summary.

Qualitative data
3) The ethical analyses made by the participants.
4) The written summaries supplied qualitative data.

In  paper  III,  the  written  summaries  were  categorized  into  emergent  
categories.  These  categories  will  be  elaborated  on  more  in  detail  in  this  
summary. The participants' analyses were exempted from scrutiny.
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Results

This far, two studies of EthXpert have been conducted. The results of these  
are  positive  regarding  the  usefulness  of  the  tool.  In  both,  comparative  
measures  showed that  users  were  able  to  identify  more  stakeholders  and  
interests with the assistance of the tool than with the corresponding paper-
and-pen-based method (P&P). In neither of the studies did the identification  
of alternative strategies benefit from using the computer-based tool.

The first study, described in paper II, was an exploratory study where we  
wanted to  get  an indication whether the hypothesis,  that  EthXpert  would  
help users to identify more stakeholders and interests, was reasonable. The  
results  were  slightly  positive,  but  the  participants  reported  that  they  had  
suffered from bugs and usability problems in the software. 

The  results  from  the  second  study,  presented  in  paper  III,  are  more  
interesting.  The  identification  of  stakeholders  and  interests  benefited  
significantly from using the computerized tool.  Furthermore,  the order in  
which the tools were used played a significant role in how many of these  
were  identified.  The  group  that  started  using  EthXpert  identified  almost  
twice as many stakeholders and well more than twice as many interests than  
the group that started with P&P.

Satisfaction Ratings
The overall  results  from the questionnaires were mildly positive for  both  
P&P and EthXpert (average score of 0.52 and 0.50 on a scale from -2 to 2  
where 0 is neutral). For OLE the results were a bit below neutral (-0.27).  
Both groups started with the OLE analysis and the fact that they gave the  
same  average  score  suggests  that  the  group  division  was  unbiased  with  
regard to attitude toward the autonomy approach. Due to the small sample  
space no significant correlations could be calculated, but there still are some  
observations worth mentioning. In paper III it is indicated that the rating of  
P&P was more dependent on the order in which the tools were used than  
EthXpert.  This  impression  is  supported  by  the  numbers  of  identified  
stakeholders and interests, as participants in both groups involved a larger  
scope of the problem in EthXpert than in P&P. The P&P method thus did not  
give additional help to extend the problem for the participants who started  
with EthXpert but could perhaps have helped some participants to focus the  

56



attention on a particular subset of stakeholders. One peculiar observation is  
the covariance between the ratings  of  EthXpert  and P&P within the  two  
groups. This points at a problem in the design of the questionnaire, which  
reduces the validity of the results.

Qualitative Analysis

“I  thought  I  would  really  like  ethXpert  since  I  write  much  faster  on  a  
computer than with a pen. I filled out all stake-holders and all interests I could  
think of. Then I started stating relationships. That's when I started realizing  
this was not the best method to do it after all. Because I had listed a lot of  
stakeholders  and  interests,  it  took  a  really  long  time  to  fill  out  all  
relationships, and I didn't even fill out all of them in the end. Things didn't get  
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Illustration 8. The ratings of the group that started with P&P. Questions 1-16  
(appendix 2, paper III) on x-axis and ratings on y-axis (-2 negative – 2 positive).
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Illustration 7. The ratings of the group that started with EthXpert. Questions 1-16  
(appendix 2, paper III) on x-axis and ratings on y-axis (-2 negative – 2 positive).
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better when I came to the options part. Again, there were so many cells to fill  
out and so many statements (that I did in the relationship-part) to consider for  
every risk and possibility that I completely lost the overview and gave up.”  
(Anonymous participant in Study 2)

The above statement describes the problems that a person may face when  
using EthXpert for the first time. Indeed the tool is deceptively simple. There  
are only four tabs and a handful of functions but with these the user can  
unknowingly  create  a  complex  system  of  relationships  that  demands  
attention.  While  overviewing  the  graphical  stakeholder  network  or  
investigating  each  stakeholder's  interests  in  isolation,  it  may  seem  very  
straightforward and clear, but once you switch tab to the first matrix you  
start realizing that the  system can easily become overwhelming. This is the  
challenge  in  ethical  decisions,  as  social  consequences  tend  to  have  far-
reaching impact. Currently, the tool does not give much help to bring order.  
The written reports of the participants on the strengths and weaknesses in  
EthXpert  are  summarized  below with  additional  comments  on  how they  
relate to the underlying theory.

Positive

– easy to name stakeholders and helpful  to detect  interests;  – easy to add  
stakeholders  and interests;  –  very easy  to  define  stakeholder  interests  and  
expectations from other stakeholders

In  order  for  the  tool  to  support  a  flow  of  associations  the  addition  of  
stakeholders and interests has to be effortless. It seems like the mechanism is  
already appreciated by some users but the association process can be further  
improved by letting users add stakeholders and interests  from any of the  
three views. As can be seen in Illustration 7 and Illustration 8, both groups 
gave relatively high scores to EthXpert on the first  two questions, which  
were  concerning  how good  the  tool  was  in  identifying  stakeholders  and  
stakeholder interests.

– best for problems with many stakeholders, interests and outcomes; – helps  
to cover many aspects of the analysis; – identified more possibilities than in  
P&P; – good approach – especially for those who prefer stimulus or focus in  
ethical  questions;  –  allows  focus  at  parts  of  a  problem;  –  expanding  the  
overall picture; – suitable for people who like to constrain the problem and  
focus on parts in isolation

These quotes support two important requirements on the tool. First, the tool  
can help users to expand the problem scope and second, it helps them to  
focus on parts of a problem.
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– less dependent on external factors [i.e. personal traits] than OLE 

to put yourself in the position of others is inspiring and gives new insights; –  
the interest relations adds interesting depth and helps detaching from one's  
limited point of view

It seems like the process in the tool supports users in taking the perspective  
of  others,  which  is  something  desirable  but  impossible  to  truly  achieve.  
These statements express subjective opinions but perhaps it is enough that a  
user  gets help to investigate a scenario from someone else's point of view  
without  necessarily  consulting  this  other  stakeholder.  Such  a  procedure  
naturally opens up for  strong criticism so it  is  in the best  interest  of  the  
decision maker to make an unbiased scrutinizing of the problem. In fact,  
involving  outside  stakeholders  may  actually  reduce  the  feeling  of  
responsibility for the decision process.

– made it very clear how outcomes would affect stakeholder interests

This is naturally the main point of the tool so it is nice to observe that it  
made an explicit impact on one of the test subjects. At first it may come as a  
bit of a surprise that ethical situations can be systematized in this 

– good overview; – everything visible; – stakeholders were shown in a good  
way; – very structured

One of the leading requirements in the design of the tool has been to support  
the overview of the analyzed situation. The matrix views are designed so that  
all information is concurrently accessible in order to support associations.  
Cognitively this means that the user has equal access to many sources of  
stimulus, regardless of where it is positioned in the matrix. Further it helps  
the awareness of the boundaries of the situation. The ratings support these  
statements (question 6 in Illustration 7 and Illustration 8).

– quite interesting to use; – user-friendly, – easy to understand; – relatively  
intuitive; – easy to revise; 

From a user experience point of view it is good if a tool is not only helping  
the user to fulfill a task but also makes the work stimulating. These opinions  
are however only mildly reflected in the ratings of the software (questions 13  
and 14 in Illustration 7 and Illustration 8).
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Mixed

–  it  turned  into  a  combinatorial  explosion,  fields  that  needed  filling  in  
expanded rapidly

This is an understandable reaction as the process in the tool is seductive. The  
user starts by assigning interests to stakeholders, perhaps without realizing  
the effect of each interest initially relating to each of the other stakeholders.  
If done ambitiously, she will find a huge matrix, begging for content, when  
she changes the tab. Although perhaps shocking, this is actually a helpful  
feature. As the growing complexity is initially hidden, the user is less likely  
to make a premature screening of possible interests. 

– started with wrong strategy but would now prefer to use EthXpert for future  
problems

– would like to see the heteronomy part in EthXpert and also a concluding  
part and coloring of cells

I  have  been  considering  a  concluding  part  where  the  final  decision  is  
vindicated with references to the relevant cells in the matrix. Coloring of  
cells is also an item high up on the todo list.

– sometimes considerations are similar – would like to be able to link these

This  too  is  a  good  suggestion  that  I  have  been  thinking  about  how  to  
implement so that it is apparent that they are related but without making the  
interface overloaded with information. It is trivial if the cells that are to be  
linked are neighboring since they then can be merged, but this setup cannot  
be guaranteed. The obvious approach is to color code cells that are related in  
the same color, but this both puts a limit on how many different groups can  
be created and renders a messy appearance. The positive aspects in this kind  
of feature are that it would assist the user in both identifying and scrutinizing  
patterns existing in the data, but on the negative side it could also lead to a  
misdirected pursuit for manipulating data to fit into neat patterns. I stress that  
the point of the tool is not to establish a neat interpretation of a situation but  
to display the full complexity in it.

Negative

– grows fast and becomes impossible to handle; – too much information –  
hard to select what is important; – more time consuming; – lost the overview  
due to the high number of stakeholders and interests 
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– messy setup – did not fit my way of thinking; – messier than P&P – no  
overview

– difficult to envision every relationship between stakeholder interests and  
stakeholders

– difficult to focus on problem (as in P&P)

It seems like the main problem perceived with EthXpert is that it does not  
help the user to make a decision (question 8 in Illustration 7 and Illustration
8). Also from these comments it should become apparent that EthXpert is  
not a tool that will make decision making easy. It is positive that the users  
were able to increase the scope of the problem but it is not satisfactory that  
they in doing so lost control over the problem. Perhaps the tool should help  
the user to identify aspects of the problem that could be analyzed separately,  
perhaps there needs to be stronger support for focusing the scope or perhaps  
the  interface  should  help  the  user  to  somehow  filter  out  redundant  
information. The simple answer that avoids the problem would be that the  
user needs more training.

– difficult to explain, discuss and solve the problem

In order to understand this comment it is necessary to revisit the analysis of  
the specific participant. It reveals that the person has failed to perform the  
analysis except for the first step. On average the users were mildly positive  
about the  usability of  the tool  (questions 13 and 14 in  Illustration 7 and 
Illustration 8) so this again stresses the importance to make the tool easier to  
start using.

– not a good overview when deciding options (interest considerations are not  
directed towards specific stakeholders anymore)

Even though this may be annoying to some users, it is actually a deliberate  
design  decision.  In  order  to  minimize  biases  for  or  against  particular  
stakeholders, the statements made in the relationship matrix are anonymized  
in the decision evaluation state.

–  a  bit  tricky  to  use;  –  a  bit  buggy;  –  same  as  P&P but  slightly  more  
complicated; – took a while to understand how relations worked; – difficult to  
understand how to start; – requires more education

– the potential of the stakeholder network is not fully utilized

I acknowledge that the system is neither complete nor intuitive in all aspects.  
Some unnecessary problems are created from the use of unclear terminology  
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and a lack of instructive guidelines. Others depend on insufficient assistance  
from the tool.  The ratings on questionnaire items concerning usability are  
however not fully consistent with these comments (questions 12 and 13 in  
Illustration  7 and  Illustration  8).  Nevertheless,  there  are  a  number  of 
usability  problems  that  should  not  be  present  in  software  from  a  HCI  
research department: The font size is fixed and in its smallest form too small  
for some users, the color theme is fixed and unsuitable for people who need  
stark contrasts, it is not possible to change language and the terms used may  
not  be  understandable  for  all  users,  there  are  no  help  pages,  keyboard  
accelerators  are  not  following any  standard,  warning  dialogs  appear  also  
when  they  are  not  necessary  and  the  tool  does  not  remember  the  user's  
preferred window setup between sessions.

These problems (and probably several others) are important to take care of  
if the tool is to be released to the public but as the tool currently is just for  
illustrating a concept it has not been prioritized.

62



Discussion

The  results  are  positive  but  pose  interesting  challenges.  In  both  studies  
EthXpert helped the participants to identify further stakeholders and values,  
which allowed them to include these in the analysis, but then in some cases  
they  felt  like  they  failed  to  make  use  of  the  extensive  information.  
Theoretically  this  expansion of the problem is  exactly what  is  needed in  
decision making – it prevents the user from missing important aspects – but  
the information has to be made usable in practice. Thus, there is room for  
improvements. In the versions that have been tested there are no features to  
help the user disregard irrelevant information. The encouraged attitude of  
adding possibly irrelevant considerations rather than omitting them therefore  
can result in the user losing control over the analyzed situation. This is just  
what can be expected from information overflow: The more information that  
is added, the more the clarity of the problem is obscured. Ironically, this is  
exactly what the system was intended to prevent. Indeed, the intention has  
deliberately been to aid a widening of moral problems and it is true that such  
an  approach  does  not  always  make  the  choice  easier.  Nevertheless,  
considering the expanding problem scope, the tool needs to supply the user  
with more mechanisms to suppress information that is not currently relevant  
and further systematize the information that is interesting. The tool should  
somehow help highlight topics where further investigation and discussion is  
needed.  This  could  be  either  a  feature  that  automatically  classifies  
considerations according to some technical rules, or interface features that let  
the user herself do the classification. The benefits from the first approach  
would be that it would release the user from the extra burden of thinking  
about what taxonomy to apply in the particular case and it could also allow  
for identification of latent  dependencies  between different  considerations.  
However, there is also a great risk that the automation would elevate the  
system somewhat to an authority, in which case the user would not easily  
want to counter the decisions made by the system.

The advocated autonomy method does not automatically help the user to  
consider all relevant normative standards or to identify relevant principles  
for the case at hand. This is intentional. The method is constructed to help  
the user focus on the core dynamics of a problem – the values and interests  
of stakeholders and the risks and possibilities in all options. In the users'  
analyses from the first exploratory study I noticed that the approach seems to  
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be a bit confusing to some users. Several participants missed apparent ethical  
conflicts  in  their  chosen  cases.  For  instance,  in  an  analysis  of  using  lie  
detectors in an insurance company's call center no concern was paid to the  
possible  distress  and  invasion  of  privacy  when  monitoring  the  calls  of  
customers.  Neither  was  the  problem  of  determining  how  to  deal  with  
possible false alarms from the system addressed. The participants were in  
this case not able to identify the interests that were relevant for the problems,  
which  implies  that  EthXpert  perhaps  should,  apart  from  structuring  the  
problem  and  the  relationships  between  stakeholders,  also  be  enabled  to  
propose possible interests for stakeholders. However, if this was to become  
the case, the interests should still not be constrained to a set of predefined  
normative principles or values. This raises an objection against the proposed  
method. Can a user imagine what the interests of each involved stakeholder  
are and moreover how these interests affect and are affected by a certain  
decision?  This  would  be  trivial  if  there  existed  a  true  and  fixed  set  of  
interests that was shared by all rational beings, but, even without claiming  
moral  relativism, I  think most  of us would agree that it  is  hard to know  
exactly what other people value.

It is unsatisfactory to notice that care has been taken to address biases in  
the process of analyzing how interests are affected by decisions while less  
care is addressed to supporting the user in selecting a realistic set of interests  
for  the  involved  stakeholders.  Here  we  definitely  risk  the  fallacy  of  
fundamental attribution error, since it is very human to believe that people in  
different  positions have different  interests,  while  it  really would be more  
reasonable  to  assume  that  the  polarization  of  certain  inclinations  is  a  
situational interpretation of the stakeholder. However, if we do not want to  
retreat to forming a set of shared values, it does not seem likely that we can  
find  a  perfect  way to  avoid  this  problem other  than  to  warn  users  from  
drawing conclusions without asking for other people's opinions.

On Interests
It has not been explicitly explained above why EthXpert is designed with  
such a fixation on stakeholder interests. Earlier versions of the P&P method  
have  been  less  exclusive  in  the  terminology.  In  those  the  expressions  
principles,  values,  duties,  feelings and  needs were used as complementing  
denominations. There are however both theoretical and practical reasons for  
using only the simple expression interest. The latter is obvious, since a single  
word reduces the cognitive load of reading and thinking about what different  
words really imply. The former is related to it. Words like principles, duties 
and  values have  a  normative  connotation  and  thus  assign  a  sacred,  
heteronomous,  value  to  the  statements.  Duties  are  done  unreflectively.  
Principles and values lie beyond influence. This constrains the process of  
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scrutiny. Similarly words like feelings and needs evoke emotions, which puts  
another type of blanket over the head. All of these expressions can be better  
operationalized in the word interests. This operationalization was done also  
by Kant, who further distinguished between interests of reason and interests  
of inclinations, the latter of which would result in good only by accident. It  
is therefor important that the scrutinizing of interests leads to a questioning  
of their legitimacy.

On Stakeholder Participation
If collecting as much information as possible about a problem helps to better  
handle it, why not let everybody who is interested contribute to the process?  
The idea as such is not bad. Living labs, open source and open innovation  
projects  show  that  there  is  much  to  gain  from  allowing  the  public  to  
influence  also  complex  decision  processes.  For  the  decision  maker,  just  
getting an impression  of  the  amounts  of  information  created  by multiple  
sources  would  most  likely  help  to  create  a  wider  understanding  of  the  
problem at hand. However, the difficulty with such an approach is how to  
digest huge amounts of uncoded data; the problem will turn into a cognitive  
or computational one. Tools for automatically narrowing down information  
would have to be based on the software designer's interpretation of moral  
problems.  This  poses  an  apparent  risk  for  confirmation  bias  as  the  
information is heterogeneous and allows for interpretation. Also, it should  
not be forgotten that ethical problems are of the type that makes it unsuitable  
or  even counterproductive to  ask for  everyone’s opinion.  Some decisions  
inevitably become uncomfortable, or even unacceptable, for a lot of people  
in order to protect other values. Not only do people put great value in their  
own biased inclinations, people sometimes hold opposing values. Putting a  
decision  up  for  public  debate  and  enabling  people  to  affect  the  decision  
could render extreme polarization of opinions (Baron and Spranca, 1997;  
Brown, 2000). It is thus not an easy choice whether or not to allow the public  
to be involved in decision making. There is also an important point in letting  
the decision maker define and analyze interests for other stakeholders. H er 
feeling of responsibility for making correct judgments is probably increased.  
This will also reveal any prejudice and biases that affect the analysis. The  
decision maker  would make a decision also without  involving an ethical  
analysis, so by using the tool she is putting her take on other stakeholders'  
interests up for inspection, which can help bring systematic misjudgment out  
in the open at an early stage.
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Options
In neither of the studies did the participants manage to increase the number  
of alternative options to consider compared to P&P. This suggests that the  
tool is not giving any extra benefit in this aspect. Indeed more effort has  
been put on helping the users to expand the number of  stakeholders and  
interests so it does not come as a complete surprise. Neither is it as critical  
for  the  analysis  as  the  identification  of  stakeholders.  Given  a  real-life  
scenario, alternative courses of action are more of a technical nature and  
constitute a better-defined problem once the values involved in the problem  
have been identified. It thus seems like EthXpert is a tool that can stimulate  
the adoption of a more autonomous way of handling moral problems but  
more effort need to be put on helping users to involve and evaluate optional  
strategies.

Is this moral?
The final objection concerns the non-normative approach in EthXpert. If  

the tool does not promote good moral values, how can it ever help decision  
makers make moral decisions? And is there not a great risk that evil decision  
makers will use the tool to justify morally bad decisions?

This thesis has argued that moral investigation is something that does not  
need to be guided by moral preaching in order to give a morally defensible  
outcome. In fact, it suggests that moral investigation is done better without  
it. Perhaps preaching can result in more conservative decisions but decisions  
based on as a systematic scrutiny of morally relevant aspects will produce  
more natural and still defensible solutions. The documents that are produced  
can not be used to vindicate an immoral decision, since what they reveal is  
the subjective interpretation of morality of the decision maker. This means  
that  the  documents  can  only  be  used  to  vindicate  a  morally  defensible  
decision,  as  for  each  considered  decision  alternative,  the  risks  and  
possibilities for the interests of each considered stakeholder is stated. If these  
statements are inaccurate, incomplete or biased it should be considered as a  
severe credibility loss for the decision maker.

Is it not so, that in many moral problem situations we, as individuals, do  
not know instantly what is morally right to do? In such situations we need to  
explore the facts to find it out. Sometimes someone has deliberated over the  
same problem before us and can give us some guidance, but other times we  
have to find the answer all by ourselves, which in some cases means that we  
might even have to invent moral codes. This is something that we prefer to  
let philosophers do, but if we do not have access to them, we have a better  
chance to reach something sustainable if we deploy methods and tools that  
guide us through a philosophical process. Thus, let us be philosophers!
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Future work

There are many aspects of the proposed tool that need to be investigated  
further. Below I have gathered a few of these that I consider to be important  
and interesting to approach.

• Evaluate whether the standard set of stakeholders, as well as other  
methods deployed in Stakeholder Theory can help users of EthXpert  
to find relevant stakeholders.

• Evaluate the effect from guiding the thoughts of the user by using a  
more formative language, e.g. by supplying sentence introductions  
like “Stakeholder X will...” and “Stakeholder X will not...” when she  
is determining the consequences from different options.

• Explore how to best visualize the connection between similar data  
and how to use coloring to achieve better overview.

• Explore  how  to  enable  the  user  to  associate  stakeholders  in  
considerations  and  how  to  subsequently  visualize  this  in  a  
comprehensive way. Understanding that stakeholders are occupying  
the  values  of  other  stakeholders  is  an  important  part  of  
understanding  the  dynamics  in  a  real  life  situation,  but  if  the  
decision  maker  systematically  would  associate  stakeholders  with  
other  stakeholders,  the  resulting  complexity  would  be difficult  to  
keep track of. How this should be visualized is yet an open question.

• The tool  is  prepared to  allow data collection of  user  behavior.  It  
would  be  interesting  to  know how the  tool  is  being  used  in  the  
analysis  process.  In  which  order  do  users  add  stakeholders  and  
interests? How many of these do they remove before the analysis is  
concluded? Such questions are possible to answer and would give an  
indication of  how well  the  tool  supports  the  forming of  problem  
understanding.
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