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Abstract

Different rules of thumb are used when approximating the binomial
distribution by the normal distribution. In this paper an examination
is made regarding the size of the approximations errors. The exact
probabilities of the binomial distribution is derived and then compared
to the approximated value of the normal distribution. In addition a
regression model is done. The result is that the different rules indeed
gives rise to errors of different sizes. Furthermore, the regression model
can be used in order to get guidance of the maximum size of the error.
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1 Introduction

Neither is any extensive examination found, regarding the rules of thumb
used when approximating the binomial distribution by the normal distribu-
tion, nor of the accuracy and the error which they result in. The scope of this
paper is the most common approximation of a Binomial distributed random
variable by the normal distribution. We let X ∼ Bin(n, p), with expectation
E(X) = np and variance V (X) = np(1 − p), be approximated by Y , where
Y ∼ N(np, np(1− p)). We denote, X ≈ Y .

The rules of thumb, is a set of different guidelines, minimum values or
limits, here denoted L for np(1− p), in order to get a good approximation,
that is, np(1−p) ≥ L. There are various kinds of rules found in the literature
and any extensive examination of the error and accuracy has not been found.
Reasonable approaches when comparing the errors are, the maximum error
and the relative error, which both are investigated.

The main focus lies on two related topics. First, there is a shorter section,
where the origin of the rules, where they come from and who is the originator,
is discussed. Next comes an empirical part, where the error affected by the
different rules of thumb is studied. The result is both plotted and tabled. An
analysis of regression is also made, which might be useful as a guideline when
estimating the error in situations not covered here. In addition to the main
topics, a section dealing with the preliminaries, notation and definitions of
probability theory and mathematical statistics is found. Each of the sections
will be more explanatory themselves regarding their topics. I presume the
reader to be familiar with some basic concepts of mathematical statistics
and probability theory, otherwise the theoretical part would range way to
far. Therefor, also proofs and theorems are just referred to. Finally there is
a summarizing section, where the results of the empirical part are discussed.

2 Theory and methodology

First of all, the reader is assumed to be familiar with basic concepts in
mathematical statistics and probability theory. Furthermore there are, as
stated above, some theory that instead of being explicitly explained, only is
referred to. Regarding the former, I suggest the reader to view for instance
[1] or [4] and concerning the latter the reader may want to read [7].

2.1 Characteristics of the distributions

As the approximation of a binomial distributed random variable by a normal
distributed random variable is the main subject, a brief theoretical introduc-
tion about them is made. We start with a binomial distributed random
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variable, X and denote,

X ∼ Bin(n, p), where n ∈ N and p ∈ [0, 1].

The parameters p and n are the probability of an outcome and the number
of trials. The expected value and variance of X are,

E(X) = np and V (X) = np(1− p),

respectively. In addition, X has got the probability function

pX(k) = P (X = k) =

(
n

k

)
pk(1− p)n−k, where 0 ≤ k ≤ n,

and the cumulative probability function, or distribution function,

FX(k) = P (X ≤ k) =

k∑
i=0

(
n

i

)
pi(1− p)k−i. (1)

The variable X is approximated by a normal distributed random variable,
call it Y , we write,

Y ∼ N(µ, σ2), where µ ∈ R and σ2 <∞.

The parameters µ and σ2 are the mean value and variance, E(Y ) and V (Y ),
respectively. The density function of Y is

fY (x) =
1

σ
√

2π
e−(x−µ)

2/2σ2

and the distribution function is defined by,

FY (k) = P (Y ≤ x) =

∫ x

−∞

1

σ
√

2π
e−(t−µ)

2/2σ2
dt. (2)

2.2 Approximation

Thanks to De Moivre, among others, we know by the central limit theo-
rem that a sum of random variables converges to the normal distribution.
A binomial distributed random variable X may be considered as a sum of
Bernoulli distributed random variables. That is, let Z be a Bernoulli dis-
tributed random variable,

Z ∼ Be(p) where p ∈ [0, 1],
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with probability distribution,

pZ = P (Z = k) =

{
p for k = 1

1− p for k = 0
.

Consider the sum of n independent identically distributed Zi’s, i.e.

X =
n∑
i=0

Zi

and note that X ∼ Bin(n, p). For instance one can realize that the proba-

bility of the sum being equal to k, P (X = k) =

(
n

k

)
pk(1 − p)n−k. Hence,

we know that when n → ∞, the distribution of X will be normal and for
large n approximately normal. How large n should be in order to get a good
approximation also depends, to some extent, on p. Because of this, it seems
reasonable to define the following approximations. Again, let X ∼ Bin(n, p)
and Y ∼ N(µ, σ2). The most common approximation, X ≈ Y , is the one
where µ = np and σ2 = np(1− p), this is also the one used here. Regarding
the distribution function we get

FX(k) ≈ Φ

(
k − np√
np(1− p)

)
, (3)

where FX(k) is defined in (1) and Φ is the standard normal distribution
function. We extend the expression above and get that,

FX(b)− FX(a) = P (a < X ≤ b) ≈ Φ

(
b− np√
np(1− p)

)
− Φ

(
a− np√
np(1− p)

)
.

(4)

2.3 Continuity correction

We proceed with the use of continuity correction, which is recommended by
[1], suggested by [4] and advised by [9], in order to decrease the error, the
approximation (3) will then be replaced by

FX(k) ≈ Φ

(
k + 0.5− np√
np(1− p)

)
(5)

and hence (4) is written as

FX(b)− FX(a) = P (a < X ≤ b) ≈ Φ

(
b+ 0.5− np√
np(1− p)

)
−Φ

(
a+ 0.5− np√
np(1− p)

)
.

(6)
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This gives, for a single probability, with the use of continuity correction, the
approximation,

pX(k) = FX(k)−FX(k−1) ≈ Φ

(
k + 0.5− np√
np(1− p)

)
−Φ

(
(k − 1) + 0.5− np√

np(1− p)

)
(7)

and further we note that it can be written

FX(k)− FX(k − 1) ≈
k+0.5∫
k−0.5

fY (t)dt. (8)

2.4 Error

There are two common ways of measuring an error, the absolute error and
the relative error. In addition another usual measure of how close, so to
speak, two distributions are to each other, is the supremum norm

sup
A
|P (X ∈ A)− P (Y ∈ A)|.

However, from a practical point of view, we will study the absolute error
and relative error of the distribution function. Let a denote the exact value
and ā the approximated value. The absolute error is the difference between
them, the real value and the one approximated. The following notation is
used,

εabs = |a− ā| .

Therefor, the absolute error of the distribution function, denoted εFabs
(k),

for any fixed p and n, where k ∈ N : 0 ≤ k ≤ n, without use of continuity
correction, is

εFabs
(k) =

∣∣∣∣∣FX(k)− Φ

(
k − np√
np(1− p)

)∣∣∣∣∣ . (9)

Regarding the relative error, in the same way as before, let a be the exact
value and ā the approximated value. Then the relative error is defined as

εrel =

∣∣∣∣a− āa
∣∣∣∣ .

This gives the relative error of the distribution function, denoted εFrel
(k),

for any fixed p and n, where k ∈ N : 0 ≤ k ≤ n, without use of continuity
correction, is

εFrel
(k) =

εFabs
(k)

FX(k)
,
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or equivalently, inserting εFabs
(k) from (9),

εFrel
(k) =

∣∣∣∣∣FX(k)− Φ

(
k − np√
np(1− p)

)∣∣∣∣∣
FX(k)

.

2.5 Method

The examination is done in the statistical software R. The software provides
predefined functions for deriving the distribution function and probability
function of the normal and binomial distributions. The examination is split
into two parts, where the first part deals with the absolute error of the
approximation of the distribution function and the second part concerns the
relative error. The conditions under which the calculations are made, are
those found as guidelines in [4]. The calculations will be made with the help
of a two-step algorithm. At the end of each section a linear model is fitted to
the error. Finally, an overview, where a table and a plot of how the value of
npq, where q = 1− p, affects the maximum approximation error for different
probabilities are presented.

2.5.1 Algorithm

The two step algorithm below is used. The values of npq mentioned in the
literature are, in all cases said to be equal or larger than some limit, here
denoted L. The worst case scenario, as to speak, is the case where they are
equal, that is, npq = L. Therefor equalities are chosen as limits. We know
that n ∈ N, which means that p must be semi-fixed if the equality should
hold, this means that the values of p are adjusted, but still remain close to
the ones initially chosen. The way of doing this is a two-step algorithm. First
a reasonable set of different initial probabilities, p̃i’s are chosen, whereafter
the corresponding ñi values, which in turn will be rounded to ni, are derived.
These are used to adjust p̃i to pi so that the equality will hold.

1. (a) Chose a set P̃ of different initial probabilities, p̃i ∈ [0, 0.5], where
i ∈ N : 0 < i <

∣∣∣P̃∣∣∣.
(b) Derive the corresponding ñi ∈ R+ so that ñip̃i(1− p̃i) = L,

(c) continue by deriving ni ∈ N, in order to get a integer,

ni(pi) := min{n ∈ N : np̃i(1− p̃i) ≥ L}. (10)

Now we got a set of ni ∈ N, denote it N.

2. Chose a set P so that for every pi ∈ P,
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nipi(1− pi) = L.

The result is that we always keep the limit L fixed. Let us take a look
at an example. Let L = 10, use continuity correction and the initial P̃ =
0.1(0.1)0.5,

Exemplifying table of algorithm values
i 1 2 3 4 5
p̃i 0.1 0.2 0.3 0.4 0.5
ñi 111.11 62.50 47.62 41.67 40.00
ni 112 63 48 42 40
pi 0.099 0.198 0.296 0.391 0.500

Different rules of thumb are suggested by [4]. Using approximation (3)
the authors say that np(1 − p) ≥ 10 gives reasonable approximations and
in addition, using (5), it may even be sufficient using np(1 − p) ≥ 3. The
investigation takes place under three different conditions,

• np(1− p) = 10 without continuity correction, suggested in [4],

• np(1− p) = 10 with continuity correction, suggested in [2],

• np(1− p) = 3 with continuity correction, suggested in [4].

The investigation of the rules is made only for pi ∈ [0, 0.5] due to symmetry.
As we see, np(1 − p) simply gets the same values for p ∈ [0, 0.5] as for
p ∈ [0.5, 1]. So, for every p, ni(pi) is derived, this in turn, means that we
get ni(pi) + 1 approximations. For every ni(pi), and of course pi as well, we
define the maximum absolute error of the approximation of the distribution
function,

MFabs
= max{εFabs

(k) : 0 ≤ k ≤ ni(pi)}, (11)

and in addition the maximum relative error

MFrel
= max{εFrel

(k) : 0 ≤ k ≤ ni(pi)}. (12)

The results are both tabled and plotted.

2.5.2 Regression

Beforehand, some plots where made which indicated that the maximum ab-
solute error could be a linear function of p. Regarding the relative maximum
error, a quadratic or cubic function of p seemed plausible. Because of that,
a regression is made. The model assumed to explain the absolute error is
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Mε = α+ βp+ εl, (13)

where Mε is the maximum error, α is the intercept, β the slope and εl the
error of the linear model. For the relative error, the two additional regression
models are,

Mε = α+ βp+ γp2 + εl (14)

and

Mε = α+ βp+ γp2 + δp3 + εl. (15)

3 Background

In the first basic courses in mathematical statistics, the approximations (3)
and (5) are taught. Students have learned some kind of rules of thumb they
should use when applying the approximations, myself included, for example
the rules suggested by Blom [4],

np(1− p) ≥ 10,

np(1− p) ≥ 3 with continuity correction.

Any motivation why the limit L is set to be L = 10 and L = 3 respec-
tively is not found in the book. On the other hand, in 1989 Blom claims
that the approximation ”gives decent accuracy if npq is approximately larger
than 10” with continuity correction [2]. Further, it is interesting, that Blom
changes the suggestion between the first edition of [3] from 1970, where it
says, similarly as above, that it ”gives decent accuracy if np(1 − p) is ap-
proximately larger than 10” with continuity correction, and in the second
edition from 1984 the same should yield, but now instead without use of
continuity correction, the conclusion is that there has been some fuzziness
regarding the rules. Neither have I, nor my advisor Sven Erick Alm, found
any examination of the accuracy of these rules anywhere else. With Blom [4]
as starting-point, I begun backtracking, hoping that I could find the source
of the rules of thumb. It is worth mentioning that among authors, slightly
different rules have been used. For instance Alm himself and Britton, present
a schema with rules for approximating distributions, in which np(1− p) > 5
with continuity correction is suggested [1]. Even between countries, or from
an international point of view, so to speak, differences are found. Schader
and Schmid [10] says that ”by far the most popular are”

np(1− p) > 9
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and

np > 5 for 0 < p ≤ 0.5,

n(1− p) > 5 for 0.5 < p < 1,

which I am not familiar with and I have not found in any Swedish literature.
In the mid-twentieth century, more precise 1952, Hald [9] wrote,

An exhaustive examination on the accuracy of the approxi-
mation formulas has not yet been made, and we can therefore
only give rough rules for the applicability of the formulas.

With these words in mind, the conclusion is that there probably does not ex-
ist any earlier work made about the accuracy of the approximation. However,
Hald himself made an examination in the same work for npq > 9. Further
he also points out that in cases where the binomial distribution is very skew,
p < 1

n+1 and p > n
n+1 , the approximation cannot be applied. Some articles

have been found that briefly discuss the accuracy and error of the distribu-
tions. Mainly, the focus of the articles lies on some more advanced method
of approximating than (3) or (5). An update of [2] has been made by Enger,
Englund, Grandell and Holst in 2005, [4]. The writers have been contacted
and Enger was said to be the one that assigned the rules. Hearing this made
me believe that the source could be found. However, Enger could not recall
from where he had got it [6]. That is how far I could get. Nevertheless, the
examination remains as interesting as beforehand.

Discussing rules for approximating, one can not avoid at least mentioning
the Berry-Esseen theorem. The theorem gives a conservative estimate, in the
sense that it gives the largest possible size of the error. It is based upon the
rate of convergence of the approximation to the normal distribution. The
Berry-Esseen theorem will not be further examined here, but there are several
interesting articles due to that the theorem is improved every now and then,
most recently in May 2010 [11].

4 The approximation error of the distribution func-
tion

The errors of the approximations,MFabs
andMFrel

, defined in (11), and (12)
respectively, are plotted and tabled. The cases that are examined are those
mentioned earlier, suggested by [4].

4.1 Absolute error

We examine the absolute maximum errors of the approximation of the distri-
bution function, MFabs

defined in (11), here in the first part. In addition to
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that a regression is made, defined in (13), to see if we might find any linear
trend.

Case 1: npq = 10, without continuity correction

First, the case where L = 10 = npq, without continuity correction. P̃, the
set of different initial probabilities is chosen to be p̃i = 0.01(0.01)0.50. This
means that we use 50 equidistant p̃i. The smallest probability is p1 = 0.0100
and it has the largest error MFabs

= 0.0831. MFabs
decreases the closer to

0.5 we get, which is natural since the binomial distribution tends to be skew.
The points make a pattern which is a bit curvy, but still the points are close
to the straight line in Figure 1. Another remark made, is that the distance
between the probabilities decreases the closer to 0.5 we get. The fact that
there are several ñi rounded to the same value of ni, which in turn gives
equal values on pi, makes several MFabs

the same, and plotted in the same
spot. So they are all there, but not visible due to that reason. Next we try
to fit a linear model for MFabs

. The result is

MFabs
= 0.0836− 0.0417p+ εl.

The regression line is the straight line in Figure 1. The slope of the line
shows that the size of MFabs

changes moderately. Note that the sum of the
errors of the regression line,

∑
|εl|, is relatively small, the result should be

somewhat precise estimates of MFabs
for probabilities which are not taken in

consideration here.
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Figure 1: Maximum absolute error for npq = 10 without continuity correc-
tion. The straight line is the regression line, MFabs

= 0.0836− 0.0417p.

12



Case 2: npq = 10, with continuity correction

Under these circumstances MFabs
decreases and is about four times smaller

than without continuity correction. The regression line,

MFabs
= 0.0209− 0.0416p+ εl, (16)

also has got a four times smaller intercept than in the first case. What is
interesting is that, the slope is approximately the same in both cases, this
in turn, means that for every p̃i = 0.01(0.01)0.50, it holds that MFabs

also is
four times smaller. This can be seen in Figure 2.
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Figure 2: Maximum absolute error for npq = 10 with continuity correction.
The straight line is the regression line, MFabs

= 0.0209− 0.0416p+ εl.

Case 3: npq = 3, with continuity correction

Finally we take a look at the last case, regarding the absolute error, where
L = 3 = npq and continuity correction is used. The plot is seen in Figure 3.
P̃ is the same as above. In this case the regression line is

MFabs
= 0.0373− 0.0720p+ εl.

The largest error, MFabs
= 0.0355 appears at p1 = 0.0100 and is about twice

the size compared to the largest MFabs
for L = 10. The slope of the line is

more aggressive here, which in turn results in errors, one order of magnitude
less than in the Case 1 for probabilities close to 0.5. Also here the sum of
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discrepancy from the regression line is relatively small which should result
in fairly good estimations of MFabs

.
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Figure 3: Maximum absolute error for npq = 3, with continuity correction.
The straight line is the regression line, MFabs

= 0.0373− 0.0720p.

4.2 Relative Error

Here, the maximum relative error of the approximation of the distribution
function, MFrel

, defined in (12) is examined. The regression models (14) and
(15) are both tested.

Case 1: npq = 10, without continuity correction

In the first case we perform the calculations under, L = 10 = npq with-
out continuity correction. The result is shown in Figure 4. As we see MFrel

increases very rapidly. The smallest value of MFrel
, 16.97317 is at p1. The

largest 138.61756 at p50. As we see in Table 4, it is k = 0 that gives the
largest error. For other values of k the error is much smaller. Furthermore
we note that MFrel

is very large. If we look at a specific example where
p = 0.2269, which means that n = 57, then X ∼ Bin(57, 0.2269). Let X
be approximated, according to (3), by Y ∼ N(12.933, 3.162078). We get
that P (X ≤ 1) = 7.55 · 10−6 and P (Y ≤ 1) = 8.04 · 10−5. Under these
circumstances we get,

MFrel
=
|P (X ≤ 1)− P (Y ≤ 1)|

P (X ≤ 1)
= 9.64.
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The result is shown in Table 4. So the relative error is, as we also can see,
large, for small k and small probabilities. The regression curves, defined in
(14) and (15) are,

MFrel
= 14.66 + 69.86p+ 416.14p2 + εl

and

MFrel
= 21.53− 92.26p+ 1246.60p2 − 1136.07p3 + εl

respectively. We note that there are not any larger differences in accuracy
depending on the choice of model. Naturally, the discrepancy of the second
model is lower.
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Figure 4: Maximum relative error for npq = 10 without continuity correction.
The solid line is the regression curve, MFrel

= 14.66 + 69.86p+ 416.14p2 and
the dashed line, MFrel

= 21.53− 92.26p+ 1246.60p2 − 1136.07p3.

Case 2: npq = 10, with continuity correction

We continue by looking at the same case as above, but here continuity correc-
tion is used. This gives somewhat remarkable results,MFrel

is actually about
two times larger than without continuity correction. Let us study the same
numeric example as above, except that we use continuity correction. We got
p = 0.2269 which again means that n = 57, then X ∼ Bin(57, 0.2269). We
let X be approximated, according to (5), by Y ∼ N(12.933, 3.162078). It
results in, P (X ≤ 1) = 7.55 · 10−6 and P (Y ≤ 1 + 0.5) = 0.000150. Under
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these circumstances we get,

MFrel
=
|P (X ≤ 1)− P (Y ≤ 1 + 0.5)|

P (X ≤ 1)
= 18.84,

which fits the values in Table 5. MFabs
gets dramatically worse when we

use continuity correction than without. Hence, also MFrel
becomes worse.

In Figure 5 one can judge that the results gets worse as we get closer to
probabilities near 0.5. The regression curves, defined in (14) and (15) are,

MFrel
= 34.9− 69.8p+ 1597.1p2 + εl

and

MFrel
= 37.4− 127.3p+ 1891.8p2 − 403.2p3 + εl,

respectively. Looking at Figure 5, we see that the difference between the two
models is insignificant.
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Figure 5: Maximum relative error for npq = 10 with continuity correction.
The solid line is the regression curve, MFrel

= 34.9 − 69.8p + 1597.1p2 and
the dashed line, MFrel

= 37.4− 127.3p+ 1891.8p2 − 403.2p3.

Case 3: npq = 3 with continuity correction

Here, in the last case npq = 3 and continuity correction is used, see Fig-
ure 6. This gives the curves of regression, defined in (14) and (15),

MFrel
= 0.473 + 2.204p+ 2.123p2 + εl
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and

MFrel
= 0.514 + 1.155p+ 7.858p2 − 7.885p3 + εl,

respectively. As we see MFrel
actually get the smallest value here, where

npq = 3 and continuity correction is used. As well as in the two other cases
regarding the relative error the difference between the quadratic and cubic
regression model is minimal.
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Figure 6: Maximum relative error for npq = 3 with continuity correction.
The solid line is the regression curve, MFrel

= 0.473 + 2.204p+ 2.123p2 and
the dashed line, MFrel

= 0.514 + 1.155p+ 7.858p2 − 7.885p3.

5 Summary and conclusions

The three different rules of thumbs that are focused on turned out to give
approximation errors of different sizes. Regarding the absolute errors, the
largest difference is found between the case where L = 10 without continuity
correction and L = 10 with continuity correction. The largest error decreases
from ∼ 0.08 to about ∼ 0.02, which is approximately four times smaller, a
relatively large difference. Letting L = 3 and using continuity correction
we end up with the largest error ∼ 0.035, closer to the latter case, but still
between them. When using this common and simple way of approximating,
depending on the problem, different levels of tolerance usually are accepted.
A common level in many cases may be 0.01. If we look deeper, we see that
the probabilities for getting such a small MFabs

differs from between the
rules of thumb. Using npq = 10 without continuity correction does not even
reach to the 0.01 level of accepted accuracy. Comparing this to the other
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two cases which in contrast reach the 0.01 level for probabilities ∼ 0.25
in the same case as above but in addition with continuity correction, and
for probabilities ∼ 0.35 in the case where npq = 3. Further, it would be
interesting to investigate how the relationship between k and n affects the
error. In addition, another interesting part would be some tables indicating
how large n should be in order to get sufficiently small errors, for different
probabilities.

Concerning the relative errors I would say that the applicability may be
somewhat uncertain, due to the fact that MFrel

is very large for small values
of k but rapidly decrease. This fact, I may say, make the plots look a bit ex-
treme and there are other values of k that give much better approximations.
Judging by Tables 4, 5 and 6 indeed this seems to be the case. We know
that the approximation is motivated by the central limit theorem, however,
what we also know, is that it does not hold the same accuracy for small
probabilities, that is, the tails of the distributions. This is also the direct
reason why the accuracy gets worse when using continuity correction, it puts
extra mass on the already too large approximated value. In a similar way
we get the explanation why the relative error increases when the value of
npq changes from 10 to 3, (as one maybe would expect the opposite), the
mean value of the normal distribution, np, gets closer to 0 which in turn
gives additional mass. The conclusion is, one should remember that due to
the fluctuations depending on k, of the relative errors, what we also can see
in Tables 4, 5 and 6, that the regression model also provides conservative
estimates of the errors. As a natural alternative, and most likely better,
Poisson approximation is recommended for small probabilities. Like in the
previous case concerning the absolute errors, some more exhaustive exami-
nation of the relative error would be interesting. How large should n be to
get acceptable levels of the error, for instance 10% or 5% and so on.
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Tables

Regarding the plotted probabilities, that is the set P, only the maximum
error is plotted. One can not tell from which k the error comes from, neither
can one tell if the error is of similar size for other values of k. To get a more
detailed picture this section contains tables both for the absolute errors and
the relative errors. It would have been possible to table all the errors for
all values of k, but due to the fact that the cardinality of N at times, that
is for small probabilities, is relatively large, it would have taken too much
place. This made me table only the 10 values of k which resulted in the
largest errors. The columns in the tables, that contains the values of k is
in descending order. What this means is that the first value of k in each
column is the maximum error that is plotted. On the side of every column
of k, there is a column where the corresponding error is written. These two
sub columns, got a common header which tells the value of p in the specific
case.
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