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Abstract
The main focus of this thesis is the theoretical investigations of a nanogap platform used for molecular
electronics measurements under ambient conditions. The nanogap is about 20 nm wide, while the molecules
investigated here (octanethiol(OT) and octanedithiol(ODT)) are about 1-1.5 nm long making it impossible
to bridge the gap with one molecule. Two different approaches are investigated. In the first approach the
electrodes of the nanogap are coated with a layer of OT molecules, and large gold nanoparticles (diameter
of about 30 nm) are trapped in the gap creating two molecular junctions with assemblies of molecules.
In the second approach the electrodes are kept clean, but instead the gold nanoparticles are coated with
doubly functionalized molecules (ODT) and trapped in the gap. Here the nanoparticles are limited in size
to about 5 nm, hence it is necessary to consider nanoparticle-molecule chains or small networks to bridge
the gap. The first principles modeling of the structure of the metal-molecule junctions combined with
elastic and inelastic transport properties is performed using the density functional theory (DFT) combined
with the non-equilibrium Green’s functions (DFT-NEGF) method.

In the first approach with the coated electrodes and the large nanoparticles, simulations show that
structural irregularities at the electrode interface can lead to a significant variation of the conductance
through the molecular film. Due to the size of the nanoparticles, the shape and orientation of the facets
will have great influence on how many molecules are connected, affecting the measured resistance of the
device.

With the second approach utilizing the functionalized nanoparticles, more stable junctions are obtained
since the nanogap is bridged by molecular junctions chemisorbed in both ends. To make chemical bonds
to both sides of the junctions, the outer functional group needs to be protected before the trapping of
nanoparticles in the gap. Deprotected nanoparticles agglomerate and cannot be trapped. We have inves-
tigated the most probable configurations of the molecules in these junctions. During deprotection of the
functional group in the gap, a conduction increase have been observed. We have found that the removal
of the protection group is not responsible for the increased conduction. Instead, since the deprotected
molecule is shorter and the nanoparticles are mobile during deprotection, a reorganization of the nanopar-
ticles in the gap occurs. This reorganization leads to decreasing of the tunneling length for the electrons,
hence increasing the conduction.

We also demonstrate, that we can obtain the inelastic electron tunneling spectroscopy (IETS) signature
of an octanedithiol molecule in this platform. This is done on the network of chemisorbed ODT junctions,
where we are able to relate the low-bias Au-S and C-S stretch modes of the molecule to observed peaks
in IETS. From this we estimate that the main contribution in the signal comes from chains containing
5, 6 and 7 molecular junctions. To identify the peaks, we have calculated the theoretical spectra for one
molecule, from which we are able to extract the important vibrational modes, and their couplings to the
electrons. This we then use in a model, including the Coulomb blockade observed in the nanoparticles, to
fit the theoretical spectra to the measured one.
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1. Introduction

Nanotechnology has developed to one of the fastest growing fields in today’s science. A nanometer
(nm) is one thousand millionth of a meter, which can be compared with a red blood cell which
is 7000 nm wide or a water molecule that is of the order 0.3 nm. Nanoscience is the study of
phenomena and manipulation that occur on the atomic or molecular scale (from 0.1 nm up to
100 nm) where often the properties differ significantly compared to those on the macro scale. This
is often due to at the nanoscale quantum effects can be dominating, changing the optical, electrical
and magnetic behavior drastically.

During the last decade the electronic devices have undergone a rapid development towards faster
and smaller, the feature sizes have been reduced greatly and have reached the nanometer scale.
The base of the integrated circuit is the silicon based complementary metal-oxide-semiconductor
(CMOS), with feature sizes as small as 32 nm (soon to be 22 nm)[1]. The shrinking of the devices
so far have followed what is called the Moore’s law which states that the transistor density on
integrated chips will double every two years[2]. This prediction was made in 1965[3] and has shown
to be peculiarly correct, probably in large part due to that it now is used in the semiconductor
industry as a roadmap for research and development. The end of the law have been predicted
several times but still it is valid, and for the last 30 years it has been predicted that Moore’s
law would last at least another decade. By now the estimate is that somewhere between 2015
and 2020 we will reach the end (at least with today’s CMOS devices) of Moore’s law when small
enough feature sizes are reached that the nanoscale quantum effects will introduce tunneling in
the transistor making it unrealiable[4]. To circumvent the difficulties in miniaturization of the
CMOS some other ideas have been proposed, for example to replace some parts in the CMOS with
molecules, or build complete electronic devices with molecules as the active elements. This have
emerged into what is now known as molecular electronics.

1.1 Why molecular electronics?
The idea of molecular electronics[5] is to build electronic components where the active element is
provided by single or assemblies of molecules that can act as switches, gate-operated transistors
and wires. The first proposed device was a molecular rectifier by Aviram and Ratner in 1974,
where they showed a structure that could function as a rectifier and explained the theory why it
was resonable[6]. The interest in molecular structures for use in electronic devices is based on four
major advantages over silicon based devices.

• Size. Molecular structures are in the range between 1 and 100 nm. Smaller comes with lower
cost (identical molecules can easily be produced in huge numbers), higher efficiency (only
few electrons needed to transport a signal) and lower power dissipation (ultra-dense devices
possible with molecules as active elements).

• Assembly and recognition. Molecules self-assemble to form regular structures which can be
used to build devices. Molecular recognition can be used to modify electronic behavior on
the single-molecule scale creating both molecular switches and sensors.

• Dynamical stereochemistry. Many molecules have multiple stable structures or isomers,
which can have distinct different electronic and optical properties possible to use for switching
devices.

• Synthetic tailorability. Chemical synthesis is a highly developed field where it is possible
to engineer organic molecules with specific electronic properties changing the transport or
optical properties of the molecule.

There are drawbacks also including instability at higher temperatures, noise due to low current
density and slow switching speeds due to low transmission probabilities through contacts. But
overall the advantages could break the way for molecules as active elements in future electronic
applications.
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1.2 Interfacing molecules
Molecular electronics is a rapidly emerging field, but still there are many great challenges that
have to be overcome, even though proof-of-principle devices such as diodes and memories already
have been demonstrated[6, 7, 8, 9, 10]. The interface between the electrodes and the molecules
is one of the most important components of the molecular junction; it both can limit the current
and also modify the measured response from the molecule due to changes in the intrinsic states
in the molecule induced from the metal. One of the main challenges still today is to understand
the coupling between the molecule and the macroscopic contacts, especially when they are under
non equilibrium conditions such as when there is an external voltage applied to them. However,
starting from the early work by Reed et al.[11], where they were able to measure the conductance
(G) of benzene-1,4-dithiol (BDT) molecules in a mechanically controllable break junction (MCBJ)
experiment, several experimental techniques have been developed for this task including scanning
tunneling microscopy (STM), conducting probe atomic force microscopy (CP AFM), STM break
junctions, a review of these and several other testbeds have been done by Akkerman and de Boer
[12]. The reproducibility is still a big concern for the experimental measurements, but now it is
customary of study the statics for formation of molecular junctions. Still there is a variety of
reported values for the conduction of different molecules. Several theoretical studies[13, 14, 15, 16,
17, 18, 19] have also been done where the conductance varies several orders of magnitude for the
same molecule depending on method and attachment.

1.3 Outline
The main focus of this thesis is the theoretical investigation of electron transport in a nanogap
platform[20] which uses metallic nanoparticles for characterization of different molecular systems
under ambient conditions. This includes first principles modeling of the structure and interface
in the metal-molecule junctions combined with elastic and inelastic transport properties for a
metal-molecule-metal device.

In Chapter 2 the theoretical framework used here is introduced. The starting point is the
Schrödinger equation of interacting particles which is then used to calculate the electronic structure
for our system. This is done in the framework of density functional theory (DFT), and a basic
description of the theory is given in the chapter. Further the method for electronic transport is
introduced based on non equilibrium Green’s function (NEGF) formalism. The expressions for
both the elastic and inelastic conductance are discussed.

In the following chapter, Chapter 3, a summary of the obtained results when we apply the
presented methods to describe measurements on a nanoparticle bridge platform will be given. We
show that structural defects on the electrodes can significantly change the measured conductance.
Further we investigate conformational changes in the junction during deprotection of doubly thio-
lated alkane chains and the protection groups influence on the conduction. In the last section we
model the inelastic response of a network with molecule coated nanoparticles bridging the nanogap
to get a better understanding of configurations and structure of the network.

At last in Chapter 4 conclusions from our work and a outlook are presented.
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2. Theoretical framework

In this chapter a brief overview of the theoretical framework used in this thesis is given. This
work is based on density functional theory (DFT). The electronic structure of an atomic system is
described from first principles (ab initio), or without parameters derived from experiments. In the
first part of this chapter an overview of the main theorems starting from the many-body problem
will be given.

In the following section a brief overview of some important aspects of implementation of DFT
for the atomic-scale simulations is given, as employed for the electronic structure calculations in
this thesis.

In the last part of the chapter, theory describing electron transport through a scattering region is
introduced. This is based on nonequilibrium Green’s functions (NEGF) theory and the description
for both the elastic and inelastic current is introduced.

2.1 The many body problem
To describe a material we need to understand how a great number of atoms interact with each
other, hence we are dealing with a many body problem. The properties we are interested in can
be determined from the Schrödinger equation

ˆH = E (2.1)

where the Hamiltonian, ˆH, describing the system is

ˆH = �~2
2

NnuclX

k

r2
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� ~2

2
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r2

me

+

1
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NnuclX

k 6=l

ZkZle
2

|Rk �Rl| +
1

2

NelX

i 6=j

e2

|ri � rj | �
Nel,NnuclX

i,k

Zke
2

|ri �Rk| (2.2)

where the first two terms are the kinetic operators for the nuclei and electrons. The three terms
on the second row describes the interaction between nuclei-nuclei, electron-electron and nuclei-
electron respectively. This problem is extremely difficult to solve, and can only be solved exact in
the simplest case, the hydrogen atom. For more complicated systems such as solids where a large
number of particles are considered, approximations have to be done.

2.1.1 Born-Oppenheimer approximation
The first approximation done to solve the problem is the Born-Oppenheimer (BO)-approximation
[22], where the motion of the electrons are separated from the nuclei. This can be done since
the mass of the nuclei is much greater compared with the mass of the electrons, hence the nuclei
can be considered static at its equilibrium position and interact with the electrons via an external
potential, Vext. The electronic Hamiltonian can now be written as

ˆH = �~2
2

NelX

i

r2

me
+

1

2

NelX

i 6=j

e2

|ri � rj | +
ˆVext (2.3)

In the potential ˆVext can other external effects such as electromagnetic fields also be included. Even
if the Hamiltonian is simplified now, the electron-electron interaction is still there which makes
the problem still complicated to solve. One approach to handle this is with DFT which will be
considered in following section.
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2.2 Density functional theory
The basic idea of DFT is to replace the more complicated many-body problem described in Eq.
2.2 and Eq. 2.3 with another system more easily solved. Still DFT is an exact theory, but in
practice since the exact functional describing the interactions between electrons in the system is
not known, some approximations to the Hamiltonian have to be done. The main foundation of
DFT are the Hohenberg-Kohn theorems [23, 24], that states

Theorem 2.2.1 If two systems of electrons have the same ground state density ⇢(r) while one is

trapped in the potential V (r) and the other in potential V 0
(r) then,

V 0
(r)� V (r) ⌘ const (2.4)

This implies since V (r) is a unique functional of ⇢(r) (up to a constant), and V (r) fixes H (Eq.
2.3), the many-particle ground state is a unique functional of the density ⇢(r).

Since the wave-function  is a functional of the density, ⇢(r), it is possible to define a universal
functional F [⇢] valid for any number of particles and any external potential. With this functional
it is possible to define the energy functional for the system as

E[⇢(r)] ⌘
Z

V (r)⇢(r)dr+ F [⇢(r)] (2.5)

and show that

Theorem 2.2.2 The global minimum of the energy functional (Eq. 2.5) is the true ground-state

energy, E
0

, for the system and the density that minimize the functional is the ground-state density,

⇢
0

(r)

This implies that if we would know F [⇢] and it was sufficiently simple functional of ⇢ it would be
an easy task to determine the ground-state density and energy of the system for a given external
potential. However for the majorities of problems the universal functional is not known and have
to be approximated in some way. Still the two theorems shows the strength of DFT, mapping the
many-body problem to the electron density.

To further simplify the problem a first approximation were proposed by Kohn and Sham [24]
where they assumed that instead of the interacting electrons we have a system of non-interacting
electrons moving in a effective potential. Thus, reducing the many-body problem to a single-particle
problem of electrons described by the Kohn-Sham equtions,

H�j(r) = ✏j�j(r) (2.6)

with �j(r) as the Kohn-Sham (KS)-wavefunction with eigenvalue ✏j and where the Hamiltonian
for the system is

H = �r2

i

2

+ V
e↵

(r) (2.7)

and
V
e↵

(r) = V
ext

+

Z
⇢(r0)

|r� r0|dr+
�Exc[⇢(r)]

�⇢(r)
. (2.8)

The effective potential is described by three terms, first the external potential that includes the
interaction between the ion cores and the valence electrons, the second term is the Coulomb
potential. The third term, the exchange-correlation functional, is the most complicated and can
not up to today be evaluated exactly but have to be approximated in some way.
The Kohn-Sham wavefunctions in Eq. 2.6 are not the true wavefunctions for the system, but they
can be used to calculate the electron density as

⇢(r) =
X

|�i(r)|2 (2.9)
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To obtain the ground-state density, the Kohn-Sham equations can be solved iterative until self-
consistency (difference between input and output density less than some convergence criteria) is
reached as follows

1. Make an initial guess of the electron density ⇢(r).
2. Construct the effective potential from Eq. 2.8
3. Solve Eq. 2.6 to obtain the KS-wavefunctions �j(r)
4. Calculate the density according to 2.9
5. Compare the input density and the new density obtained in the previous step, if the

difference is less than the convergence criteria the problem of finding the ground-state
density is solved. Otherwise use the new density as input to step 1 and iterate until
convergence.

2.2.1 Exchange-correlation functionals
To be able to solve the Kohn-Sham equations in the previous section, we have to specify some ex-
pression for the exchange-correlation functional E[⇢(r)], but since the exact form of this functional
is unknown it is necessary to find a approximative form. In the orginal work of Kohn and Sham
[24] they introduced an expression for the functional which have later been called the local density
approximation (LDA).

Exc[⇢] =

Z
⇢(r)✏xc(⇢(r))dr, (2.10)

where ✏xc(⇢) is the exchange-correlation energy per electron of a uniform electron gas of density
⇢(r), which is known from the theories of the homogenous electron gas. It can be shown that this
functional is more or less exact in two limiting cases,
(a) Slowly varying density In this limit the condition rs/r0 ⌧ 1 holds, where rs is the Wigner-

Seitz radius and r
0

is the length scale of the density variation. It is possible to show that
the above expression (2.10) is then exact if terms of |r|2 and higher order in the energy is
neglected, giving the density with even higher accuracy with errors of the order |r|4.

(b) High density This limit is characterized by the condition rs/a0 ⌧ 1, where a
0

is the Bohr
radius. This implies that energy from exchange and correlation effects is significantly smaller
(by a factor of rs/a0) than the kinetic energy of the electrons, hence the inaccuracy in the
exchange-correlation energy is neglible.

Correspondingly atoms and molecules can be divided into three regions: First we have the region
close to the atomic nuclei, where the electronic density will be high, hence LDA should be ok from
(b). Secondly, far away from the nucleus the electronic density can be expected to vary slowly,
and LDA is good according to (a). Third and last we have the intersitial region between atoms in
molecules and solids. Here LDA can not be expected to work and this should be the main source
of errors in the calculations using LDA, hence the description of chemical bonding should not be
accurate. Supringsly, LDA works very well for solids, even for solids with properties far from the
homogenous electron gas, but in most cases the binding energy is overestimated[25].

There have been many attemps after the first LDA functional to come up with something better.
Maybe the most well-known and used of these is the generalized gradient approximation (GGA),
where the exchange-correlation energy per atom ✏xc is not just calclated from the density but also
the gradient of the density, r⇢(r). There exist many forms of this functional, where probably the
Perdew-Wang (PW92)[26] and Perdew-Burke-Ernzerhof (PBE)[27] are the most used. There is no
general results which of the functionals that are most accurate, instead they have to be evaluated
from problem to problem and compared to experiments. Still it is known that GGA always gives
a smaller exchange-correlation energy, hence decreasing the binding energy and correcting the
LDA over-binding. This often improves the agreement with experiments, but can also lead to
under-binding.

In this thesis, LDA (and GGA to double check the results) will be used, and when investigating
transport the choice between the functionals should not be as important as dealing with the
structure, since the difference between the functionals will be small compared to approximations
in the transport calculations.
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2.3 Computational methods
To use DFT for numerical calculations many technical details and further approximations have to
be done. In this work the SIESTA (Spanish Initiative for Electronic Simulations with Thousands
of Atoms) code will be used, some of the main aspects of the implementation are briefly described
below, a full description of the code is available in Refs. [21, 28] and references therein.

2.3.1 Pseudopotentials
To make the atoms more computationally cheap it is possible to replace the effect of the the motion
of the core electrons of an atom and its nucleus with some effective potential. The pseudopotential
is an effective potential used to describe the chemically inert core, while the valence states active
in chemical bonding are treated explicity[29]. This is possible to do since the core-electron wave
function of an atom stays almost unchanged in different chemical enviroments, and the major role
of the core-electron wave functions in chemical bonding is to constrain the valence states to be or-
thogonal to the core states. With just this constrain the possibilities to generate a pseudopotential
are infinite, therefore there have been a lot of work of finding a way to generate sutiable pseudopo-
tentials that both reproduces the all-electron behaviour and in the same time are computationally
efficient.

The pseudopotentials used in the calculations are generated from all-electron atomic calcula-
tions, this is done in DFT by solving the radial Kohn-Sham equation[24]

✓�1

2

d2

dr2
+

l(l + 1)

2r2
+ V [⇢; r]

◆
rRnl(r) = ✏nlRnl(r) (2.11)

where V [⇢; r] is the self-consistent one-electron potential

V [⇢; r] =
�Z

r
+ VH [⇢; r] + V func

xc (⇢(r)), (2.12)

⇢(r) is the sum of electron densities for the occupied wavefunctions Rnl(r), VH [⇢; r] is the Hartree
potential and V func

xc (⇢(r) is the exchange-correlation potential for the used functional (func=GGA,LDA).
Further the pseudopotentials are constructed to satisfy four general conditions.

• The pseudo-wave-functions generated from the pseudopotential should contain no nodes.
• The normalized atomic radial pseudo-wave-function (PP) with angular momentum l is

equal to the normalized radial all-electron wave-function (AE) beyond a chosen cutoff
radius rcl,

RPP
l (r) = RAE

l (r) for r > rrcl. (2.13)

• The charge inside the cutoff-radius must be the same for the two wave-functions (PP and
AE) Z rcl

0

|RPP
l (r)|2r2dr =

Z rcl

0

|RAE
l (r)|2r2dr. (2.14)

• The last criterion is that the AE and PP eigenvalues should be equal

✏PP
l = ✏AE

l . (2.15)

The pseudopotentials constructed and fulfilling these criterias are usually referred to as “norm-
conserving pseudopotentials”[30] and it is this type that is commonly used in SIESTA calculations.
These psuedopotentials can be constructed in several ways, in SIESTA usually the parametrization
by Troullier and Martin[29] is used where the semilocal form of the pseudopotential is transformed
to the fully nonlocal form by the method av Kleinman and Bylander[31].
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2.3.2 Basis set
In the SIESTA method the valence electrons are described by a basis set consisting of linear com-
bination of localized numerical atomic orbitals (LCAO). That means that the basis are composed
of a spherical harmonic and a radial function

�lmn(r, ✓,') = Rn,l(r)Yl,m(✓,') (2.16)

where Rn,l and Yl,m are the radial function for orbital n and real spherical harmonic for orbital
angular momentum l and magnetic quantum number m. The use of a localized basis set have an
advantage of the more commonly used plane-wave basis sets especially when dealing with transport
in open quantum systems due to the finite radius, rc, of the basis orbitals, making them strictly
zero beyond this radius. Further the shape and size of the basis set must be chosen, where there
are a lot of freedom how to build them. This include the center (not necessarily atom centered),
how many angular momentum channels around each center, how many radial functions per angular
momentum channel and last the cut-off, rc, and shape for each radial function. These parameters
should be chosen wisely to optimize the struggle between efficiency and accuracy. There are
methods to obtain optimized basis sets variationally[32] but still there is no systematic way to
obtain “the optimal” basis set and check the convergence. Still SIESTA comes with some preset
algorithms and criteria defining basis sets automatically[33].
In SIESTA the nomenclature of the basis sets follows the quantum chemistry (QC) standards,
ranging from basis sets of single ⇣ (SZ) type to multiple ⇣ including polarization and diffuse
orbitals, giving results from fast calculations with poor convergence to highly converged and more
computationally demanding calculations. The minimal basis set is the SZ which has one radial
function per angular momentum channel, the number of angular functions are determined by
electronic population of the valence states in the free atom. To obtain flexibility in the radial part,
it is possible to add one more radial function a get a double-⇣ (DZ) basis. In SIESTA this is done
in a similar fashion as the split-valence scheme in QC but with a modification to make sure that
the finite range of the basis is kept[34], where the new radial function are equal to the first one
outside a matching radius, only changing the part closes to the core. In this fashion it is also easy
to extend to even more radial functions and get a multiple-⇣ basis. To introduce more flexibility
in the angular part, polarization orbitals can be added. The first choice for this would be to use
the first unoccupied orbital of the free atom, but it has been found that this is not a good choice
since they are generally to extended. Instead another route have been found where a small electric
field is used to polarize the atom resulting in in the (l+1) orbital.

The methods described here has been thoroughly tested and the results have shown that for
structural and energetical properties most often a DZ plus one polarization orbital (DZP) basis
set gives results within the accuracy of the LDA and GGA approximation.

2.4 Nuclear vibrations
If we now have solved Eq. 2.1 within the BO-approximation we know the energy-eigenvalues for
our system and have something called the Born-Oppenheimer total energy surface E(R). From
this it is possible to investigate the vibrational modes in the system, i.e phonons[35], via the forces.
If the system is in the equilibrium geometry (R

0

) all forces on the nuclei should be zero

F(R
0

) = � @E
0

(R)

@RI

����
R=R0

= 0 (2.17)

If a small perturbation is introduced as a displacement away from the equilibrium geometry the
matrix of interatomic force constants called the Hessian matrix is obtained

CI⌫;Jµ ⌘ @2E
0

(R)

@RI⌫@RJµ

����
R=R0

(2.18)

where µ, ⌫ represents the different spatial directions. Assuming a harmonic displacement of the
coordinates and using Newtons’s second law of motion the eigenvalue problem

(!21�W)v = 0 (2.19)
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is obtained where W is the mass-scaled matrix of interatomic force constants

WI⌫;Jµ ⌘ C⌫;Jµp
MIMJ

(2.20)

The solution of Eq. 2.19 gives the vibrational frequency !� and vibrational mode vector v� for
our system.
The nuclear forces FI are readily available during the solution of the DFT-problem and when the
SIESTA package is used they are a direct output. These can then be used to approximate the
Hessian matrix via finite differences in what is called the "frozen phonons method", more on how
this can be done and the implications can be found in [21, 36].

2.5 Quantum transport in the non-equilibrium Green’s functions
formalism (NEGF)

In this section the basic equations describing the stationary electron transport through a region in
space in NEGF formalism is given

So far in the previous sections we dealt with the DFT-method for electronic structure, the
strength of DFT is that it from first-principles can describe a wide range of materials without
some material-dependent parameters. Still, if we want to consider the electron transport we need
to go beyond DFT due to its restrictions, first; it can only treat small finite or periodic systems and
second; the system has to be in its equilibrium ground state. Here, when a atomic or molecular
system is connected to bulk electrodes we need to be able to treat infinite and non-periodic systems.
Further, to drive a current through this system, a bias voltage needs to be added to the electrodes,
hence the molecular system will no longer be in thermal equilibrium and we must be able to treat
this non-equilibrium system.

The starting point when using the NEGF approach is partition of the system into a central
coupling region (which can include interactions) and two noninteracting electrodes, a sketch of
the system is given in Fig. 2.1. In the following we assume that the system as in the case of
DFT can be described by a single-particle mean-field Hamiltonian describing electrons moving in
a static potential from the frozen atomic nuclei. For simplicity, the presentation will be given for
spin-independent problems, but the generalization to include spin-polarization is straightforward.

2.5.1 System setup

Figure 2.1: We model the contact C region coupled to two semi-infinite left L and right R electrodes.
The direction of transport is denoted by z. There is no direct coupling between the two electrodes

The physical system we are interested in is sketched in Fig. 2.1, consisting of two semi-infinite
electrodes coupled via a contact region. Since we are working in a framework of a localized basis
set, the finite range of the orbitals implies that all matrix elements of the Hamiltonian or overlap
integrals between atoms situated on the two different electrodes are zero, hence the only coupling
between the left and the right electrode is via the contact region (provided that the contact region
is large enough). The electronic Hamiltonian H ⌘ {{Hij}} and overlap matrix S ⌘ {{Sij}} can
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thus be written as

H =

0

@
HL HLC 0

HCL HC HCR

0 HRC HR

1

A (2.21)

S =

0

@
SL SLC 0

SCL SC SCR

0 SRC SR

1

A (2.22)

The assumption is further that the Hamiltonian is converged to the bulk values in the L- and
R-regions corresponding to the left and right electrodes. Thus it is only necessary to calculate the
Hamiltonian and overlap matrices in the C, C-L and C-R regions.
The transport properties can thus be described by the finite L-C-R region of the infinite system, via
a series of Green’s function matrices. The retarded electronic single-particle Green’s function Gr

(✏)
describing the infinite system can be defined as the inverse of [(✏ + i⌘)S � H] where ⌘ = 0

+[37].
For the contact region (C) this will then yield the retarded Green’s function

Gr
C(✏) = [(✏+ i⌘)SC �HC �⌃r

L(✏)�⌃r
R(✏)]

�1 (2.23)

where the self-energy due to the coupling to the left lead is ⌃r
L(✏) = (HCL � ✏SCL)g

r
L(✏)(HLC �

✏SLC) and similarly for the right lead. The gr
↵(✏) is the retarded surface Green’s function of the

↵ = L,R lead.

2.5.2 Elastic Transport
In the following we will consider a two-terminal setup without interactions in the central region
(C), for this situation the current through this region can be described by the Landauer-Büttiker
formula[38]

I(V ) = G
0

Z 1

�1
d✏ [nF (✏� µL)� nF (✏� µR)]

⇥Tr [�L(✏)G
r
C�R(✏)G

a
C(✏)] (2.24)

where G
0

= 2e2/h, nF = 1([exp(✏/kBT ) + 1] is the Fermi-Dirac distribution, µ↵ the chemical
potential of lead ↵, and

�↵(✏) ⌘ i [⌃r
↵(✏)�⌃a

↵(✏)] (2.25)

describes the broadening of the states in the central region by the coupling to the electrodes. This
expression can be derived from the dissipation-fluctuation theorem[38]. The expression for the
current is not general but only valid for a mean-field theory like the KS-DFT, also since we are
dealing with steady-state transport the advanced and retarded Green’s function can be related
via time-reversal symmetry as Ga

C(✏) = Gr
C(✏)

†. Further from Eq. (2.24) the expression for the
transmission T can be identified.

T = Tr [�L(✏)G
r
C�R(✏)G

a
C(✏)] (2.26)

2.5.3 Inelastic transport due to electron-phonon interaction
To investigate inelastic effects in the junction, excitations of phonons have to be taken in account.
This can be done by the mass scaled dynamic matrix W (Eq. 2.20), and since interatomic forces
are short ranged, it can be partitioned in the same way as H and S.

W =

0

@
WL WLC 0

WCL WC WCR

0 WRC WR

1

A (2.27)

In the same way as we defined the electronic Green’s function (Eq. 2.23) earlier, we can now define
the retarded phonon Green’s function Dr

(!) as the inverse of [(! + i⌘)21 � W], for the contact
region this gives

Dr
C(!) = [(! + i⌘)21�WC �⇧r

L(!)�⇧r
R(!)]

�1 (2.28)
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where ⇧r
R(L)

(!) are the phonon self-energies due to the coupling to right (left) regions. Since
we are only interested in interactions between the electronic current and vibrations localized in
the central region, to a first approximation, it is possible to disregard the phonon self-energies[36]
resulting in

Dr
C(!) ⇡ [(! + i⌘)21�WC ]

�1 (2.29)

Lowest order expansion of the current

To fully take into account the electron-phonon interactions when calculating the current is a
very daunting task, where the full Green’s functions G

?
C(✏) including all relevant interactions

are needed[36, 39, 40]. Even if this can be done, for systems with a weak electron-phonon coupling
and where the density of states varies slowly with energy (which is the cases considered in this
thesis) another approximation can be done, what is called the lowest order expansion (LOE) of
the current, for the applicability of LOE see [39, 41]

The assumptions of LOE is that the retarded(advanced) single-particle Green’s functions Gr(a)
C

and lead self-energies ⌃r(a)
↵ are energy independent. Thus expanding the current to second order in

the electron-phonon couplings M�[36], the energy integrals can be done analytically, still preserv-
ing the Pauli exclusion principle for fermonic particles necessary for blocking of phonon emission
processes at low bias.

The current in LOE approximation can be written as[36, 42]

ILOE
= G

0

V Tr[G�RG
†�L]

+

X

�

Isym
� (V, T, hn�i)Tr


G†�LG

✓
M�ARM

�
+

i

2

(�RG
†M�AM� �H.C)

◆�

+

X

�

Iasym
� (V, T )Tr

⇥
G†�LG

�
�RG

†M�
(AR �AL)M

�
+H.C

�⇤
, (2.30)

Isym
� =

e

⇡~

✓
2eV hn�i+ ~!� � eV

e(~!��eV )/kBT � 1

� ~!� + eV

e(~!�+eV )/kBT � 1

◆
, (2.31)

Iasym
� =

e

~

Z 1

�1

d✏

2⇡
[nF (✏)� nF (✏� eV )]H✏0 (nF (✏

0
+ ~!�)� nF (✏

0 � ~!�)) (✏) (2.32)

where eV = µR � µL is the bias, H the Hilbert transform and hn�i the expectation value of
the occupation of phonon mode �. Here G = Gr

C(✏F ) is the retarded Green’s function and
A = i(G�G†

) the spectral function, which together with the electrode couplings �L,R = �L,R(✏F )
all are evaluated at the Fermi energy.
The current in the LOE representation contains three main parts, first is the Landauer-Büttiker
term (cf. Eq. 2.24) for elastic conductance, secondly there is a "symmetric" term that gives sym-
metric conductance steps at vibrational energies, third and last is the "asymmetric" term which
gives peaks and dips in the conductance that are asymmetric with respect to voltage inversion.
Often the asymmetric contribution is small compared to the symmetric, and for symmetric junc-
tions it can be shown that the asymmetric contribution is strictly zero. The symmetric term is also
responsible for the sign of the conductance change, and the thumb rule is that it gives a conduction
increase for low conducting systems (and a decrease for high conducting systems), hence phonons
help electrons tunnel through not so well conducting molecules and introduce scattering centers in
metallic wires with close to ballistic conduction. A more deep discussion about these features can
be found in [42, 43, 44]
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2.6 DFT as a framework for quantum transport
The method of Kohn-Sham DFT, described in an earlier section, have turned out to be one of the
most successful methods describing equilibrium properties of materials. This have also made it a
natural choice as starting point for electron transport calculations. Combining the two, also turned
out to be very successful when describing semi-infinite systems under non equilibrium conditions.
As in the case of DFT where trends in the energy is reproduced very well, here trends in the
electron transport between similar systems are reproduced very well. Making it possible to do
quantitive estimations that can be compared to experiments and predictions that can be used as
a guide for new experiments..

Still one needs to be cautious, since not only approximations related to DFT described earlier,
but also some more maybe not as well-founded approximation where the Kohn-Sham (KS) wave-
functions are treated as the "real" single-particle wave functions when the current is calculated.
This mean that we assume that the KS-wavefunctions describe the true electron wavefunctions
well enough (which we know is not always the case) and that the commonly used XC-functionals
can describe the non-equilibrium situation we are dealing with. Since we are only using the single-
particle wavefunctions, this method will not describe many-body effects, which often are present at
transport processes. It is widely known for example that commonly used DFT-methods and func-
tionals underestimates the gap between the highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO), hence conductance of many molecules weakly coupled to
the electrodes are overestimated, this can often be corrected if correlation effects are included for
example via GW or self-interaction correction.[37, 45, 46, 47, 48]

As mentioned earlier, the convergence of the basis set is a delicate task, doing transport calcu-
lations it may turn out to be even harder to define what convergence is. There have been some
tries to make a benchmark of basis sets for transport calculations [49]. The main conclusion is
that as in the case of structural convergence in DFT a DZP-basis is often enough for transport,
increasing more can give even a “better” result when they compare to plane-wave calculations.
For just a qualitative result a SZ or SZP are enough since it reproduces the shape of the trans-
mission function ok. It has also been found that the Fermi level and some molecular orbitals
(MO) are very sensitive to the size of the basis set, changing the basis could shift the Fermi level
in/out from the HOMO-LUMO gap or reorder MOs, hence changing the transmission by orders
of magnitude[50, 51]. This could alter the interpretation of the conductance between for example
different conformers of a molecule significantly. Using the same basis sets, functionals and other
parameters when comparing similar systems should overcome most of these difficulties.
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3. Nanoparticle bridge platform

In this work theoretical studies of a nanogap platform[20] are done, using metallic (gold) nanopar-
ticles to bridge the gap between the electrodes and to characterize different molecular systems
under ambient conditions. The system is advantageous since it is simple enough to test different
molecular systems repeatedly with good statistics and it can be done under ambient conditions, i.e.
it is possible to use it in an actual device. In a first setup, large enough (30nm) gold nano particles
(AuNP) were chosen to bridge the nanogap by one single AuNP and contact the molecular film
coated on both electrodes (Paper I). To get a better reproducibility and stability of the contacts,
instead of coating the electrodes with molecules the AuNP were functionalized with molecules,
opening the possibility for chemical bonding to the gold surface with both ends of the molecule
(Paper II). The drawback of this setup was that it used smaller (5nm) AuNPs, hence a network of
metal-molecule-metal contacts are needed to bridge the gap. To investigate different configurations
of this network IETS measurements have been carried out (Paper III).

3.1 Structural defects in molecule coated electrodes

Figure 3.1: a) Schematic of the nanoelectrode setup during a trapping experiment in which probe
needles were connected to the contact pads and 6 µL of an aqueous AuNP solution was deposited on
top. b) Schematic cross section of a nanogap with one AuNP trapped between non-functionalized
electrodes (upper image) and functionalized electrodes (lower image). c) Scanning electron micro-
scope image of a single trapped AuNP in a nanogap. The scale bar is 100nm

Alkanethiol molecules often serve as a prototype model for studies of molecular electronic
junctions. Previous studies using scanning probe microscopy techniques have considered both
SAMs[17, 52] and unimolecular junctions[13] where the probe tip is modeled as an atomic wire
or an atomic protrusion. Still there is a large uncertainty in the conductance of the octanethiol
chain where the values varies by more than 1 order of magnitude (G ⇠ 1� 20⇥ 10

�5G
0

, G
0

is the
conductance quantum). The discrepancies are assigned to microscopically different junctions with
for example different molecule-electrode bonding or different molecular conformations.

The setup considered in this section is shown in Fig. 3.1 where both a schematic of the trapping
and final device are shown (a) and (b). A scanning electron microscope (SEM) image from one of
the actual devices is also shown. A more detailed description of the platform and the trapping is
given in [20] and Paper 1, here the focus will be on the theoretical calculations of the junctions. This
setup shows even larger variations in the octanethiol conduction compared to previous stuides, as
seen in Fig. 3.2, due to several reasons including no well-defined molecular conformations, several
molecules in the junction and very rough gold surface due to the focused ion-beam (FIB) cutting
of the gaps.
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Figure 3.2: (a) Resistance histogram of trapped AuNPs between octanethiol coated nanoelectrodes.
(b) Variation in measured resistance as a function of number of trapped AuNPs.

To model the roughness of the FIB cut electrodes under the film of molecules we used a gold
surface of (110)-symmetry which had undergone reconstruction[53] creating facets with local (111)-
symmetry.

We obtained bond lengths and density of states projected (PDOS) on the adsorbed molecules
that compare well with previous results, where a flat Au(111):OT interface was considered[54]
due to the local (111)-symmetry of our electrodes. The surface reconstruction is not lifted upon
molecular film adsorption. The shortest inter-electrode distance (see table 3.1) was obtained by
minimizing the energy of the simulation cell with respect to electrode separation in which the
molecules are sandwiched in the junction; all atomic coordinates were additionally relaxed with
the electrodes fixed at the chosen distance. For the electron transport calculations, we considered
three different setups in which the opposing electrode surfaces are: (1) structurally symmetric but
laterally displaced (moved, figure 3.3a), (2) reconstructed and flat (unreconstructed) (figures 3.3b
and 3.3d), and (3) spatially symmetric (figure 3.3c). With our setup the Au surface is quite deeply
corrugated, yet no artificial patterns were used to model the corrugation.

Table 3.1: Results from DFT and electronic transport calculations

System name (see figure 3.3) a) b) c) d)

Distance between electrodes (Å)

a
7.76 8.43 8.87 10.29

� E (eV)

b
0 2.20 1.10 8.31

Zero-bias transmission T (G
0

⇥10

�3

) 12.3 4.5 0.65 0.3

Resistance/mol (M⌦) 2.1 5.7 39.7 86

a
The distance between electrodes is the distance between two nearest Au-

atoms from different electrodes.

b
� E is the difference in total energy between the different contact con-

figurations where system a) (moved) has the lowest energy.

To analyze how the effective thickness of the molecular film affects the resistance, we consider
the results collected in table 1. It is apparent that only one of the two molecules shown in Fig.
3.3c, and especially in Fig. 3.3d, is properly connected to the topmost electrode surface. If we
account for this difference, the transmission decay can be estimated as e��L ,� = �0.7 Å�1,
where L is the shortest distance between the electrodes, or in other words the "efficient" length
of the molecules. This observation demonstrates that, adsorbed at non-ideal surfaces, molecules
experience a larger contact area with the electrode, which, coupled with the fact that they are
tilted at an angle of �52.5� [17] with respect to the surface normal, results in a decreased effective
length between electrodes and increased inter-molecular tunneling. Thus, the effective resistance
of the molecules is decreased. The obtained magnitude of the transmission decay correlates well
with experimental values [15, 52]; however, the estimated resistances are far too low in comparison
with measured ones, which is expected for the method used[15]. To further describe what we
mean by the different effective lengths between the molecules we plot the current densities in Fig.
3.4. Assuming a small positive bias on the bottom electrode, the currents flowing up through the
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(a) "moved" (b) "flat" (c) "symmetric" (d) "flat+2Å"
Figure 3.3: Atomic configurations considered in theoretical simulation-side view of the contact
area seen along the [¯110] direction. Different structures obtained by moving the top electrode
correspond to different inter-electrode separations (see table 3.1). a) Symmetric but laterally
displaced electrodes, b) reconstructed and flat surfaces, c) spatially symmetric surfaces and d)
same as b), but additionally spaced by 2 Å.

molecule are plotted, where the cross-section of the arrows is proportional to the magnitude of the
current density. We can see that setup (a) and (b) shows very similar behavior, where the current
flows almost straight through the junction, either tunneling from the top gold atom or via the left
anchoring sulphur atom straight to the top of the right molecule (intermolecular tunneling) and to
the top gold electrode. Giving the effective length as the distance from the top gold atom on the
bottom electrode to the bottom gold atom on the top electrode. In setup (c) instead we can see
that the main current path is along the backbone of the left molecule, and the effective length has
to measured along the molecule instead, increasing it greatly hence it has much lower transmission
probability as seen in the table above.

(a) "moved" (b) "flat" (c) "symmetric"
Figure 3.4: Current paths for setups a), b) and c) corresponding to Fig. 3.3, showing both
intermolecule (a and b) and intramolecule (c) tunneling paths where the cross-sectional area of the
arrows is proportional to the current density flowing upwards.

The resistance values calculated for OT molecules attached to different step edges vary by 1-2 or-
ders of magnitude. Therefore, the attachment geometry of the Au-OT-Au junction is an important
factor influencing the electron transmission through the electrodes. It should be emphasized that
the structures that were calculated (figure 3.3) use the rearrangements of Au-atoms that achieve
the lowest energy configuration, while in the actual experiments the shape of the junction is defined
by the shape and relative arrangement of the NP and the electrode. Thus the resistance of the
assembled device will largely depend on the amount of well-conducting molecules, which, in turn,
is very sensitive to the structure and relative orientation of the surface defects. Nevertheless, in
the experimental resistance histogram in figure 3.2 a), the resistances vary by nearly four orders of
magnitude and therefore, in addition to the influence of the OT-Au configuration, it is likely that
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other factors such as pin holes in the OT layer and shape of the NPs, where number of contacted
molecules can vary greatly depending on the facetting of the NP, would influence the variation in
measured resistances in this SAM based nanoelectrode platform.

3.2 Realization of highly reproducible molecular junctions in a
nanoparticle-alkanedithiol-nanoelectrode bridge platform

Figure 3.5: Schematic figure of thiol-stabilized gold nanoparticles with a coating of free standing
protected alkanethiols. Reproduced from [55]

To enhance the reproducibility of the device it would be beneficial if it was possible to make
chemical contacts to both electrodes, instead of just one as in the previous section. To able to do
this the investigated molecule needs to have functional groups (for example thiols) in both ends
that can chemisorb to the gold electrodes. Due to the reactiveness of the thiol groups some way
to control that they bridge the gap and not only "backbite" to the same electrode is necessary. A
chemical route for this has been developed [55] where they instead of coating the electrodes with
molecules, build up stable AuNPs which are coated with ↵,!-alkanedithiols whose outer !-thiol
is protected by a triphenylmethyl (trityl) group, a schematic is shown in Fig. 3.5. The surfaces
of the AuNPs are also coated with a layer of 1,8-octanedithiol molecules, where both thiol groups
have backbitten onto the nanoparticle surfaces and thus, the molecules are lying flat on the particle
surface. The size of the protective groups makes it impossible for these groups to penetrate the
layer of backbiting molecules.
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Figure 3.6: Schematic of how a nanoparticle-molecule-nanoparticle network between the electrodes
can look: a) nanoparticles with protected molecules. b) nanoparticles with deprotected molecules
that have chemisorb to two particles. In both cases stabilizing molecules on the surface are left
out for clarity.

The functionalized AuNPs can be trapped in the nanogaps as in the previous case, the drawback
here is that the diameter of the AuNPs is about 4-5 nm, hence it is necessary with several particles
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to bridge the 20 nm gap. After the trapping, the !-thiol can be deprotected via acid treatment
and the now free thiol-group is small enough to penetrate the layer of backbiting molecules and
chemisorb to the gold surface of an adjacent AuNP. Thus creating a covalently bonded network
of AuNP-molecule-AuNP between the electrodes. Such possible networks for both protected and
deprotected molecules are shown in Fig. 3.6.

Here we carry out theoretical calculations to investigate which atomic configurations that are
probable in these junctions and to explain the increase in measured conductivity after deprotection
of the molecules (Paper II). The experimental measurements after deprotection, shows the possib-
lity to do a large number of reproducible electrical measurements on a nanoparticle-nanoelectrode
bridge platform.

In Fig. 3.7 , a scanning electron microscope image of trapped trityl-protected octanedithiol
coated nano-particles is shown. As can be seen from the figure (and 3.6) several nanoparticles are
necessary to bridge the gap, both in 2D and 3D networks, effects that have to be considered when
interpreting the results.

 

Figure 3.7: Top: a) Scanning electron image of !-trityl protected 1,8-octanedithiol coated nanopar-
ticles trapped in between nanoelectrode setup. b) Current-voltage (I-V) response of same device
after trapping (1) and after removal of trityl protection groups from ! end of 1,8-octanedithiol (2).
Bottom: c) log-normal resistance histogram of devices having !-trityl protected 1,8-octanedithiol
in nanoparticle-nanoelectrode bridge platform d) Linear scale resistance histogram (bin size=2 G⌦)
of 1,8-octanedithiol in nanoparticle-nanoelectrode bridge platform after removal of trityl protecting
group and establishing an chemisorbed metal-molecule junction.

The I-V curves for the two different junctions are shown in Fig. 3.7b where (1) corresponds
to protected molecules and (2) to deprotected. Both devices demonstrates high resistance around
325 G⌦ (1 G⌦) for (de)protected due to the large gap between the highest occupied molecular or-
bital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of the octanedithiol molecule
where the conduction mechanism is nonresonant tunneling with an exponential dependence on the
tunneling distance[12]. The calculated distance between the two electrode surfaces spaced with
the protected (deprotected) molecule is about 2.5 nm (1.5 nm). Comparing the I-V curves, (1)
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shows more small-scale fluctuations compared to (2), this originate from that the junctions with
protected molecules are not as stable since one end of the molecules is only physisorbed.

During removal of the trityl group, the outer !-thiol is "free" and in the ideal case can attach
to an adjacent AuNP, as the case shown in Fig.3.6, thus forming the covalently bond network with
more stable junctions. An increase of conduction somewhere between 100 to 10

5 times can be seen
as shown in the histogram in Fig. 3.8a, where the most prominent peak show an increase of 100
times. From the histograms in Fig. 3.7d and 3.7c, a similar behavior as for the I-V curves can
be seen where junction with protected molecules shows a large spread in values, responsible for
the large spread for the change in conduction during deprotection as well, whilst the junction with
deprotected molecules shows a spread less than two orders of magnitude indicating that we have
a device with stable chemical contacts and high reproducibility.

To get a better understanding of the molecular configurations in the junctions, we have modeled
probable atomic configurations as shown in Fig. 3.8b.

For the single octanedithiol chain linked via the sulfur atoms in both ends to the gold surface
(setup I in Fig. 3.8b), we have obtained a conductance of 30.5⇥10

�5G
0

, (G
0

= 2e2/h) comparable
to other theoretical studies[13] . In the case of !-trityl protected 1,8-octanedithiol molecules (setup
II in Fig. 3.8b), we have obtained a single molecule conductance 15 times lower as compared to
the unprotected molecule. The decrease in conductance found here can be accounted for by the
increase in distance between the gold electrodes from 15 Å to 18 Å to accommodate trityl groups.
Assuming that the tunneling decay factor of the alkane chain is 0.7 Å�1 [12, 52], would result in
a decrease in conductance of around 10 times with this increase in distance. This can not explain
the increase seen in experiments. Instead we tried the extreme where the protected molecules bind
head to head, shown as IV in Fig. 3.8b. This configuration has a conductance of roughly 10

�9 G
0

,
hence about 6 orders of magnitude smaller compared to the deprotected molecule. This increase is
also outside what is observed in experiments, hence we have found the two extreme configurations
for the protected molecule and the observed configuration should lie somewhere in between.

To investigate the configurations in between it is necessary to take the backbiting molecules into
account since they might affect the distance between the electrodes when the protected molecules
are clustering together. The results from this calculation (setup III Fig. 3.8b) shows a zero-bias
conductance of 1.3 ⇥ 10

�7 G
0

, i.e. a decrease with three orders of magnitude compared to the
octanedithiol chain. This is in good agreement with most observed values in the histogram plotted
in Fig. 3.8a. Our results suggest that it is not the protection group itself that is responsible for the
experimental measured decrease in conductance, but the increased distance between gold surfaces
due to the size of the protection groups and the extra effective thickness added by the layer of
molecules on the surface.
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(c) Zero-bias transmission
Figure 3.8: a) Difference in conductivity of devices before and after removal of trityl protect-
ing group, because of trityl protecting groups we have one physisorption junction at the end of
molecule and after removal of trityl protecting group chemisorbed junctions established at both
end of molecules b) Atomic configuration considered in theoretical simulation I) 1, 8-octanedithiol
chemisorbed at two nearby gold surfaces II) !-trityl protected 1, 8-octanedithiol chemisorbed at
one end and physisorbed at other end. III) !-trityl protected 1, 8-octanedithiol attached to the
both gold surfaces in presence of surface layer of backbiting 1,8-octanedithiol on both gold surfaces
IV) !-trityl protected 1, 8-octanedithiol attached to both electrode surface at maximum separation.
c) Zero-bias transmission for the four considered setups
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3.3 Vibrational signatures in inelastic electron tunneling spectroscopy
from short molecule-nanoparticle chains trapped in versatile
nanoelectrodes

To probe the structure of molecules in the nanoscale junction considered in the previous sections
and prove that we can identify the octanedithiol molecule in junction, inelastic electron tunneling
spectroscopy (IETS)[56, 57] measurements have been done, where molecules can be identified by
their vibrational signature. The main setup considered is the octanedithiol covalently bond to gold
electrodes.

In Fig. 3.9 the I-V curve for the measured junction together with the first (dI/dV ) and second
(d2I/dV 2

) derivatives of the current are shown. These measurements were performed at liquid
He temperatures. When the bias voltage is increased, no current flows until the voltage exceeds
0.15 V. The suppression of the current until this threshold voltage is due to Coulomb blockade[58],
this effect is more clearly seen in the first derivative of the current (3.9 b)). For bias voltages larger
than the threshold a non-linear increase of the current can be observed, indicating that we have
inelastic processes opening more conduction channels through vibrations in the molecules. The
excitation of a new conduction channel is clearly seen in the dI/dV (3.9 b)) as steps. The steps
in the dI/dV show up as clear peaks in the d2I/dV 2 (Fig. 3.9 c)), and it can be noted that both
the dI/dV and the d2I/dV 2 are asymmetric especially for higher voltages. This can be expected
since we have networks of molecules with parallel chains which can give different current paths for
negative and positive bias voltage.
To understand the signatures observed in the d2I/dV 2 we have modeled both the elastic and in-
elastic conductance through the Au-molecule-Au junction. The elastic conductance was calculated
as in the previous sections, the inelastic current was calculated through the lowest order expan-
sion (LOE) method described in Section 2.5.3. To apply LOE the system needs to have a weak
electron-phonon coupling and the density of states close to Fermi energy should vary slowly. This
can be justified by the transmission spectra in Fig. 3.10 which has no sharp peaks close to the
Fermi energy, hence the conductance is almost bias independent. It has also been shown that less
then 3% of the electrons undergo inelastic scattering for alkanethiols[59].

The calculated IETS for a ODT molecule sandwiched between two gold surfaces is shown in Fig.
3.11 together with the most important vibrational modes of the molecule. The vibrational modes
that have most influence on the current is Au-S stretch (! ⇠ 40 meV), C-S stretch (! ⇠ 84 meV),
CH

2

twist (! ⇠ 109 meV) and two C-C stretch (! ⇠ 122 meV and ! ⇠ 142 meV). In 3.11 a)

Figure 3.9: Electrical characterisation of the nanoelectrode-molecule-nanoparticle junction. a)
Measurement of current-voltage characteristics. b) Module of the dI/dV vs. V. c) Im (d2I/dV 2

) vs.
V. The peak energies of the low energy peaks are: E

0

= 150 meV, E
1

= 250 meV, E
2

= 450 meV,
E

1

0
= �240 meV, E

2

0
= �380 meV. d) Inelastic electron tunnelling spectrum (d2I/dV 2

)/(dI/dV )

vs. V.
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Figure 3.10: (a) Zero-bias transmission for ODT molecule sandwiched between two gold electrodes.
(b) The main conduction channel (from bottom electrode to top) for the octanedithiol molecule

also the IETS for the trityl-protected molecule is shown in dashed as a comparison, where it is
possible to see that the low-bias peaks appear at similar voltages, hence corresponding to similar
modes, but with different intensities also the higher C-H stretch mode (! ⇠ 350 meV) is much more
pronounced for the protected molecule, hence it should be possible to separate the two molecules
from their signatures. The low-bias peaks corresponding to the Au-S stretch and C-S stretch are
the dominating in the spectra. This can be expected since vibrations close to where the low bias
conduction channel has electron density should give peaks of highest intensity[60]. As can be seen
from Fig. 3.10b, the main conduction channel is localized close to the terminal sulfur atom.

Since at least 4 ODT functionalized NPs are need to bridge the gap, the measured response
corresponds to a chain of N molecules in series, i.e a sum of resistances. Therefore to relate the
calculated response of a single molecule the voltage scale has to be multiplied by N to correspond
to the measured spectra. This is justified if we can assume that all junctions are equal in resistance,
hence the voltage drop over each junction is equal.

In the following we use a model that is not just scaling the voltage scale to explain the ex-
periments, but also includes the measured Coulomb blockade. As input to the model the most
important vibrations modes and their electron-phonon coupling estimated from Fig. 3.11a were
used. A more depth description of the carrier transport model related to the vibrational states of
the molecules in such a NP-molecule chain including the activation energy related to the Coulomb
energy of the NPs is found in the SI of Paper III. The total resistance used in the model will be the
sum of several chains of resistances in series and parallel, where the smallest number of resistances
in series is 4 (necessary to bridge the gap) and largest number is 14. A sketch of such a network
is shown in Fig. 3.12 a).

The linear combination of the IETS spectrum of all chains from the model is then fitted to the
experimental IETS spectrum, since the asymmetry of the measured curves the fitting is carried
out separately for negative and positive bias. The resulting curve is shown in 3.12b, where the
parameters of the fit is noted above the curve (a is the total number of chains for each length
of resistances in series (4-14)). The experimental peaks at low energies corresponds well to the
fitted results, higher energy peaks are much broader and contains vibrations from several modes
since low energy modes from longer chains will appear at similar energies as high energy modes
from short chains producing broad peaks, hard to resolve. The peak 1 in the experimental spectra
(Fig. 3.9c) is estimated to contain the Au-S signal from NP-molecule chains containing 5, 6 and 7
molecule junctions. The experimental peaks 2 and 2’ have a FWHM of 110-140 meV meaning that
they contain a number of peaks, but still it can be estimated that the main contribution should
be from the C-S stretch mode from NP-molecule chains of 5, 6 and 7 molecule junctions. These
estimations shows that the strongest contribution to the experimental spectra should come from
chain containing 5, 6 and 7 molecule junctions, which agree well with the estimation that at least
4 molecule junctions are needed to bridge the gap between the nano-electrodes.
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Figure 3.11: (a) Inelastic spectra (d2I/dV 2) for a ODT molecule between gold electrodes. (b)-(f)
The five "most" important vibrations mode of the molecule. Au-S stretch, C-S stretch, "CH2
wagging" and two different C-C stretch
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Figure 3.12: (a) Cartoon of one molecular chain in the nanogap. Chain consists of a number N
molecular junctions and N � 1 NPs linking the molecules together. (b) Calculated IETS using
the modeling described fitting (least square) the number of chains with N = 4, 5, . . . , 14 molecular
junctions. For the calculations we have used the vibrational modes !n 2 {40, 84, 109, 122, 142}
meV with corresponding coupling to the tunneling electrons �2

n 2 1.5625 · {4.4 3.7, 0.6, 0.5, 0.1}
in units of the elastic tunnel current. The activation energy is set to EC = 25 meV, while the
temperature is set to T = 20 K for the sake of broadening. The experimental curve has been
Lorentzian broadened by 10 meV.
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4. Conclusions and outlook

In this study a nanoparticle bridge platform was assessed for molecular electronics measurements.
It is a platform, that can be used for stable and reproducible measurements, further it presents
several advantages over other testbeds, such as simplicity and ability to perform measurements
in ambient conditions. There still exist several difficulties connected to it in need for further
investigations.

Simulations show that structural irregularities at the electrode interface can lead to a significant
variation of molecular film conductance. In the case of insulating molecules (like octanethiols(OT)),
the crucial parameter is the effective molecular film thickness. It should be emphasized that surface
defects in close vicinity to ‘tails’ (CH2 chains of OT) facilitate charge transport as compared to
perfect tight film packing on a flat surface where such tails do not come into direct contact with
the metal of the electrode. This leads to an increased electron tunneling rate from metal through
the molecular film on the defect containing surfaces.

To enhance the reproducibility of the platform, the physisorbed metal-molecule junction in the
case of OT-molecules can be replaced by a chemisorbed junction with ODT-molecules. To form
the chemisorbed junctions, nanoparticles coated with molecules having two functional groups are
necessary where the outer functional group needs to be protected during trapping of the particles
in the nanogap. The nanoparticles with the protected molecules are physisorbed in the junction in
a number of different molecular configurations, giving rise to a broad resistance histogram. After
deprotection the free functional group can chemisorb to the gold surface and make stable contacts,
resulting in a narrow resistance histogram. Simulations show that the decreased resistance during
deprotection is not due to the removal of the protection group, but to a shorter molecular bridge,
giving a smaller tunneling barrier for the electron through the gap between the particles.

To identify the molecules in the nanogap, the method of IETS can be used. Fitting the cal-
culated theoretical spectra to the measured response, peaks characteristic for the ODT molecule
can be identified. Due to the size of the nanoparticles, a chain of junctions between nanoparti-
cles/nanoelectrodes containing assemblies of molecules are needed. We can conclude that the main
contribution from the measured response should originate from chains with 5, 6 and 7 of such
junctions.

Thus we have shown that the nanoparticle-molecule-nanoelectrode bridge platform can be used
for fundamental physical measurements. Moreover, since the platform easily can be transported
and is built by conventional micro-and nano-structuring tools, it opens applications with few
molecule electronics and sensorics to a wider field of applications in medicine, nano- and biotech-
nology. To proceed the next thing is to investigate more suitable molecules, that can act as a
sensors, switches and other interesting components.
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