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1. Introduction

As the “primarily important” part of life, proteins play an important role in
cells. Proteins make up around 42%-46% dry weight in one cell [1]. They
take part in all kinds of living activities, including building tissues, binding
and transporting small molecules, catalyzing the chemical reactions, etc [2].
The correct 3D structure of protein is essentially important for life. It is be-
lieved that only correctly folded protein can perform the function normally,
while misfolding of protein can lead to different kinds of diseases, from neu-
rodegenerative disease to cancer [3, 4].

Based on the shape and solubility, proteins can be generally classified into
three different groups: globular proteins, membrane proteins and fibrous pro-
teins. In this thesis, I only focus on the most frequent and water soluble one -
globular protein. As an introduction, the protein structure and protein folding
problems are described briefly.

1.1 Protein structure
Different from the ordinary linear polymers, protein has a well-organized hi-
erarchy. There are four different levels in protein structure which are shown
as Figure 1.1 (a)-(d), respectively.

Figure 1.1 (a) shows that the amino acids are the elements in forming pro-
teins. There are 20 different kinds of amino acids. Each amino acid is abbrevi-
ated by one letter or three letters. The amino acids have the same fundamental
structures–one amino group and one carboxyl group attached to a carbon atom
named Cα atom. The only difference between different amino acids lies in the
structures of the side-chains (R-groups) which are also connected with the Cα

atoms. The R-group could be quite simple such as a hydrogen atom in glycine
(Gly) or quite complex like the side-chain in tryptophan(Trp). In protein, ev-
ery two neighboring amino acids form a peptide bond with elimination of an
H2O molecule. The protein is composed of the amino acid residues connected
by the peptide bonds. It should be noted that the peptide bond is a partial
double bond so that the atoms connecting two neighboring Cα atoms lie in a
same plane–the peptide plane. There are two kinds of peptide planes named
cis and trans depending on the dihedral angles ω among atoms Cα -C-N-Cα

in the peptide plane. For trans-peptide plane, ω ≈ π; Otherwise, ω ≈ 0. As a
result, the backbone of protein can be considered as a chain of sequential pep-
tides planes and the side-chain R-groups are the branches on it. In this sense,
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Figure 1.1. The four levels of protein (PDB code 3RWO). (a) The primary structure:
the top figure shows the sequence of the protein, while the bottom figure displays
the chemical structures corresponding to the three amino acids marked in blue in the
top figure. The side-chains are labeled in shades. (b) The secondary structure β -sheet
(top) and α-helix (bottom) with hydrogen bonds labeled as dashed line. The β -sheet is
corresponding to the sequences marked in green and α-helix corresponding to those in
red in subfigure (a). (c) The tertiary structure colored in different secondary structures.
(d) The quaternary structures colored in different chains.

the sequence (a string of the amino acid names) is the primary structure of the
protein.

Going up from this level, there are some local structures stabilized by partic-
ular patterns of hydrogen bonds formed in backbone. These stable structures
are called the secondary structures. The most common secondary structures
include the β -Sheet and α-Helix as shown in Figure 1.1 (b). Besides, there
are different kinds of loops like β -turn in secondary structure level. Different
from the β -Sheet and α-Helix, loops usually do not have regular geometric
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repetition along the backbone, but in most cases they play an important role in
biological function, especially when the protein is binding to some particular
ligands.

The tertiary structure is a compact 3D structure in space composed of sev-
eral secondary structures as shown in Figure 1.1 (c). The side-chains play an
important role in forming and stabilizing the tertiary structure. The tertiary
structure is a relatively independent unit in protein. Many proteins perform
their functions in the tertiary structure.

If the protein contains more than one polypeptide chains, these chains may
interact with each other forming the quaternary structure as Figure 1.1 (d). In
quaternary structures, the protein-protein interaction plays an important role
[5].

1.2 Protein folding problems
The foundation of the protein folding study is the fact that the tertiary struc-
ture information is completely encoded in the primary structure. This fact was
verified by the remarkable experiment by Christian Anfinsen in 1957 [6, 7].
This experimental evidence told us that it is completely possible to investi-
gate the tertiary structure of protein from the primary sequence information
together with solution conditions. Indeed, there are helper proteins known as
the chaperones during protein folding process in vivo. However, the function
of the chaperone seems to provide an isolated environment for protein folding
instead of to participate the folding process [8].

The protein folding problems are threefold [9]:
(1) “Physical code of protein folding”: To find out the time evolution for the

protein folding to its native state from the sequences information and solution
conditions.

(2) “The rate mechanism of protein folding”: This question is closely re-
lated to Levinthal’s paradox [10], which states that the rate of protein folding
is much faster than all conformations searching. We need to know how the
protein knows which conformation not to search.

(3) “Computing protein structures from amino acid sequences”: To predict
tertiary structure from the primary structure using computer. The solution of
this problem can accelerate the discovery of new protein and the drug design.
It should be noted that these three problems are not independent, but closely
related to one another. A solution for one of them would definitely benefit the
other two.

Many efforts have been made to solve these problems, both theoretically
and experimentally. In experiment, many different kinds of protein data bases
are built up, including Protein Data Bank (PDB) [11], Protherm [12], Ki-
neticDB [13], and so on. Theoretically, many different energy models are
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put forward including Gō model [14], different physics-based models (such
as AMBER [15, 16, 17], CHARMM [18, 19, 20], OPLS [21, 22], UNRES
[23, 24, 25], ASTRO-FOLD [26, 27], GROMACS [28, 29]), knowledge-based
models (such as TASSER [30], chunk-TASSER [31], I-TASSER [32, 33],
ROSETTA [34]) and the kink model [35, 36]. For the problem (3) on pre-
diction, the computer based protein structure prediction event CASP (Critical
Assessment of protein Structure Prediction) has been carried every even sum-
mer since 1994 [37].

1.3 Outline
The protein folding problems still remain big challenges for scientists in biol-
ogy, chemistry, physics and computer science although there have been many
different approaches. For example, in the most widely used Molecular Dy-
namics (MD) simulations, the expensive computational cost and long simula-
tion time are big limitations in their applications.

In this thesis, the kink (multi-kink) model is reviewed and applied on some
real proteins, showing the kink model from mathematical physics can describe
the protein backbone in a very high precision. The detailed applications show
some advantages in kink model:
1. It is calculation inexpensive: The modeling and analysis procedures can be
carried on a single processor Mac Desktop. For a protein entry with around
100 residues, it takes 3-4 weeks for the whole procedure (including parame-
ter training and dynamics simulations). In particular, a complete dynamical
folding simulation from a random chain to native structure only takes minutes
after the proper parameters are found.
2. It gives high accuracy in backbone modeling with root-mean-square devia-
tion (RMSD) less than 1Å.
3. For the proteins checked until now, in particular myoglobin, it gives correct
folding intermediate state and folding pathway compared with the experimen-
tal result.
However, the limitation is that the parameters in the model have not been de-
rived from the sequence and solution information yet. So far, the kink model
is still a native structure based model.

The thesis is organized as follows: In chapter 2, the kink and multi-kink
model theory in protein is reviewed. In chapter 3, the universality of the kink
model in protein is shown based on Paper I and II. In Chapter 4, the multi-kink
model is applied to two proteins–myoglobin and villin headpiece HP35, which
is based on Paper III, IV and V. In Chapter 5, the distributions of the heavy
atoms in side-chain are studies in Frenet-based frames according to Paper VI.
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2. Review on kink model in protein backbone
geometry and dynamics

In this chapter, I shall give a review on the theory of the kink model, which
will be used in real protein simulations in later chapters. This model was
first introduced in the Reference [35] and further theoretically developed in
Reference [38, 39] together with Paper III.

2.1 Protein Cα trace
As is stated in Sec.1.1, the protein backbone is composed of sequential pep-
tide planes. Any two neighboring Cα atoms share a peptide plane, in which
the angles between any two covalent bonds are almost constant. As a result,
the distance between any two neighboring Cα atoms is almost a constant value
(3.8 Å for trans-peptide, and 2.8 Å for cis-peptide plane). For further simpli-
fication, one can ignore the peptide planes together with their orientations and
directly connect the neighboring Cα atoms by virtual bonds. In this way, we
get a highly coarse grained model of protein - the Cα trace. In the Cα trace,
the steric constraint

|ri− rk| ≥ 3.8 Å for |i− k| ≥ 2 (2.1)

exists between two non-neighboring Cα atoms along the chain. This relation is
mainly due to the steric effect between the peptide planes and is well respected
by most of the folded proteins in PDB. The constraint (2.1) will be enforced
throughout all the simulations in this thesis.

2.2 Cα trace description
As a discrete curve, the Cα trace can be described by a local frame– Discrete
Frenet frame (DF-frame) defined as:

ti =
ri+1− ri

|ri+1− ri|
(2.2)

bi =
ti−1× ti

|ti−1× ti|
(2.3)
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ni = bi× ti (2.4)

where ri (i = 1, ..., N ) is the coordinate of the i-th Cα atoms counting from
the N terminals. Apparently, each DF-frame (ti,ni,bi) is determined by ev-
ery three consecutive Cα atoms (ri−1,ri,ri+1). Between two consecutive DF-
frames along the discrete curve, there is a relation:ni+1

bi+1
ti+1

=

cosκ cosτ cosκ sinτ −sinκ

−sinτ cosτ 0
sinκ cosτ sinκ sinτ cosκ


i+1,i

ni
bi
ti

 (2.5)

where

κi+1,i ≡ κi = arccos(ti+1 · ti) ∈ [0,π] (2.6)
τi+1,i ≡ τi = ν arccos(bi+1 ·bi) ∈ [−π,π) (2.7)

with
ν = sgn[(bi×bi+1) · ti]. (2.8)

The angle κi is the virtual bond angle, and τi is the virtual dihedral angle as
shown in Figure 2.1.

Figure 2.1. Definitions of virtual bond angle (κi) and dihedral angle (τi).

Assuming all the virtual bond lengths have the same constant values (3.8
Å ), the backbone Cα trace can be completely described by these two sets
of internal coordinates (κi,τi). In other words, given an arbitrary initial DF-
frame (t1,n1,b1) and two complete sets of angles (κi,τi), all the remaining DF-
frames can be obtained from Eq. (2.5) iteratively. Consequently, the complete
Cα trace can be reconstructed by the summation of the tangent vectors:

rk =
k−1

∑
i=0
|ri+1− ri| · ti ≈ 3.8

k−1

∑
i=0

ti (2.9)

where rk is the coordinates of k-th Cα atom.
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2.3 Kink model
Geometrically, the Cα trace of a protein only depends on (κi,τi). It is a natural
choice to describe the energy of the protein Cα trace in these angles. Assuming
a generic energy function H(κ,τ) with its extremum at κi = κi0 and τi = τi0.
After introducing a small deformation

∆κi = κi−κi0
∆τi = τi− τi0

one can expand the energy around the extremum point

H(κi,τi) = H(κi0,τi0)+∑
k
{ ∂H

∂κk |0
∆κk +

∂H
∂τk |0

∆τk }

+∑
k,l

{
1
2

∂ 2H
∂κk∂κl |0

∆κk∆κl +
∂ 2H
∂κkτl |0

∆κk∆τl +
1
2

∂ 2H
∂τk∂τl |0

∆τk∆τl

}
+O(∆3)

(2.10)
Apparently, the first term is constant and the second term vanishes because

of containing the first order derivative at the extremum. For the remaining
terms, the symmetry properties of the backbone geometry need to be consid-
ered.
Before that, let’s first rename variables (∆κ,∆τ) → (κ,τ) that are identified
as the virtual bond and torsion angles shown in Figure 2.1. A fact should be
noticed: The angles κi,τi in energy function is defined by DF-frames (ti,ni,bi),
but in Equation (2.9) the coordinates of Cα atoms only depend on the tangent
vector ti. If the normal plane is rotated by one angle ∆i around the tangent
vector ti, i.e., n

b
t


i

→

 cos∆i sin∆i 0
−sin∆i cos∆i 0

0 0 1

n
b
t


i

(2.11)

the geometry of the Cα trace is not affected. But the angles κi,τi should per-
form a corresponding transformation as [40]

κi T 2 → e∆iT 3
(κiT 2)e−∆iT 3

= κi(T 2 cos∆i−T 1 sin∆i) (2.12)
τi → τi +∆i−1−∆i (2.13)

Here (T i) (i = 1,2,3) are three generators of the SO(3) Lie algebra generators,

T 1 =

0 0 0
0 0 −1
0 1 0

 T 2 =

 0 0 1
0 0 0
−1 0 0

 T 3 =

0 −1 0
1 0 0
0 0 0


It should be noted that after the rotation on the normal plane, the curvature

κi is extended to a complex number from a real number. Angles κi take real
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values only when the rotation angles ∆i = 0 or ∆i = π . Apparently, ∆k = 0 is
corresponding to the case of DF-frame definition. The rotation ∆k = π for all
the sites k > i (i is some particular site) will reverse all the directions of bk and
nk, which leads to the Z(2) gauge transformation in (κ,τ) profiles

κk → − κk for all k ≥ i
τi → τi−π

(2.14)

The energy equation (2.10) should be only affected by the geometry of the
curve and be independent of the frame transformation (2.11). According to
the Reference [38], the energy satisfying such conditions takes the form like

H(κ,τ)=
N−1

∑
i=1

(κi+1−κi)2+
N

∑
i=1

{
q(κ2

i −m2)2 +
d
2

κ
2
i τ

2
i −bκ

2
i τi−aτi +

c
2

τ
2
i

}
(2.15)

after expanding to the lowest orders.
Since the energy is obtained from the basic properties of the geometry, any

energy function of protein, either at all-atom or coarse-grained level, should
reproduce (2.15) when expanded around the native state.

The κ− τ profiles at extremum can be derived by minimizing the Hamilto-
nian (2.15) [35, 36]:
First, according to the extremum condition

dH
dτi

= 0 (2.16)

the torsion angles τi can be expressed in a function of the bond angles κi

τi[κi] =
a+bκ2

i

c+d κ2
i
≡ 1+uκ2

i

v+wκ2
i

(2.17)

where u = b/a and v = c/a and w = d/a.
By inserting equation (2.17) into equation (2.15), the torsion angles τi are

eliminated and the following equation for the bond angle κi is obtained.

κi+1 = 2κi−κi−1 +
dVpot [κ]

dκ2
i

κi (i = 1, ...,N) (2.18)

where κ0 = κN+1 = 0 and

Vpot [κ] =−a
(

1− uv
w

)2 1
2(v+wκ2)

−
(

a
u2

2w
+2qm2

)
κ

2 +qκ
4 (2.19)

The equation (2.18) combined with (2.19) is a Generalized Discrete Non-
linear Schrödinger Equation(GDNLSE).

16



The first term in the potential energy (2.19) is the generalization of the
Vinetskii-Kukhtarev potential contribution [41], while the remaining two terms
are the double well potential with extremum point at κi =±m.

Note that the parameter a appears in the potential energy Equation (2.19)
although it is not in the expression equation (2.17) explicitly. Therefore, it
characterizes the relative contributions of the torsion angles τi in the total en-
ergy (2.15). In protein, the torsion angles τi are always more flexible than the
bond angle κi, which means near the energy minimum the energy contribution
from τi is much smaller than that from κi. So it is reasonable to require the
parameter a to be much smaller than parameters q and m.

Consequently, in the protein energy function (2.15) the parameters satisfy
qm2 > 1 and a << 1, which leads to a result that the first term in the potential
(2.19) is neglectable compared with the other two. In this case, the poten-
tial energy is bimodal and there is a kink-type solution for equation (2.18)
[35, 36], which interpolates the two minima at κi = ±m. The explicit form
of the kink in terms of elementary functions has not been found. But the ex-
istence and uniqueness have been proven in Reference [36]. Until now, there
are two ways to give the approximation of the kink solution in protein:

1. It has been shown that the solution of the kink can be numerically ob-
tained by an iterative procedure in Reference [36]. For doing this way, the
software program ProPro has been developed in the following link:

http : //www.folding−protein.org (2.20)

Note in ProPro the parameters q and m in energy function (2.15) are split into
two sets, named as q1, q2 and m1, m2 to represent the asymmetric properties
in backbone structure for one kink. Parameters q1, m1 are used in the first half
of the kink and q2, m2 for second half.

2. Alternatively, an ansatz of κi can be used to represent the kink-type
solution as

κi =
(µr1 +2πNr1)eσr1(i−sr1)− (µr2 +2πNr2)e−σr2(i−sr2)

eσr1(i−sr1) + e−σr2(i−sr2)
(2.21)

τi =
ar

1+drκi−1/2
(2.22)

where the quantity κi−1/2 = 1
2(κi + κi−1). The parameters sr1 and sr2 deter-

mine the center of the kink-solution, and µr1,µr2 ∈ [0,π] together with Nr1,Nr2
describe the κ values on both sides of the kink far away from the center. Nr1
and Nr2 are the covering numbers that determine how many times κi covers
the fundamental domain [0,π] when we traverse the topological kink once.
Usually the constraints sr1 = sr2 = sr and Nr1 = Nr2 = Nr are imposed for
simplicity.
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It should be noted that the parameters in the ansatz are not the same as the
ones in the Hamiltonian (2.15). The relation between these two kinds of pa-
rameters is still unclear. At the moment, the ansatz is just a simplified and
computationally efficient way to describe the kink (κ,τ) profiles due to its
analytical form. It turns out a good approximation in describing the (κ,τ)
profile of a kink structure if one only cares about the geometry in protein. Be-
cause of the lack of energy interpretation in the ansatz, in the study of thermal
dynamical properties for protein, only the numerical method can be used.

2.4 Parameters
Both the energy function (2.15) and the ansatz (2.21), (2.22) contain a number
of parameters, related to the physical and chemical properties of the protein,
even its environment. In principle these parameters can be derived from the
knowledge of the physical and chemical properties in protein, together with
the environment. But at the moment, this has not yet been achieved. Presently,
for a particular protein the proper parameters are directly searched through
a Monte Carlo Annealing Simulation (MCAS), which minimizes the RMSD
between the model (either reconstructed from the ansatz or from minimizing
the energy (2.15) ) and real protein. In particular, the MCAS procedure of
searching for the parameters in energy (2.15) is embedded in the software
Propro at (2.20).

2.5 Multi-kink model
Based on the single kink modeling, the multi-kink model for a complete pep-
tide chain (Cα trace) can be constructed as follows:

1. One can calculate the (κ,τ) profiles from the given protein structure
and divide the (κ,τ) profiles along the chain into several different kink-like
structures by applying Z(2) gauge transformations. The site i in Z(2) gauge
transformation (2.14) is usually the center of a certain kink. Two neighboring
kinks share a short common secondary structure segment, where κ and τ are
almost constant. The center of kink happens where both κ value and τ value
have obvious changes. Usually, the κ angles at center have relatively small
jump while τ angles fluctuate dramatically.

2. The corresponding kink model for every kink-like structure identified in
step 1 can be set up by finding proper parameters either in the ansatz or in the
energy (2.15) depending on the modeling purpose.

3. After the individual kink modeling is finished, there are two different
ways to deal with the connections: (1) In ansatz modeling, one can directly
connect the separate kinks together like playing Lego; (2) If the modeling is
based on energy (2.15), the total energy function should be the summation of
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all the energies in individual kink modeling and the (κ,τ) profiles should be
the ones minimizing the total energy. Note that in the latter case the (κ,τ)
profiles at minimum of the total energy is not just a collection of those in
minimizing individual kinks because the term (κi+1−κi)2 at the connection
points of two neighboring kinks also appears in the total energy. As a result,
during the kinks connection process the retraining of parameters is needed to
make the overall (κ,τ) profiles at total energy minimum consistent with those
in PDB structure.

In the following chapters related to studying the dynamical properties of
proteins, the multi-kink model of protein is constructed numerically, using the
programs GaugeIT and ProPro in (2.20).

2.6 Non-equilibrium dynamics simulation
With the multi-kink modeling on the native state of the protein, one can study
the dynamical properties and folding process of the protein. Assuming the un-
folding and folding process of a protein is due to the fluctuation of the ambient
temperature, the non-equilibrium dynamics can be simulated by Monte Carlo
(MC) sampling with the temperature heated up and cooled down. The MC
sampling is carried out according to the Glauber algorithm, in detail:

1. At the beginning, the protein is at the native state of the multi-kink model
and the MC temperature Tlow is very low.

2. For the first N1 steps, the temperature is increased linearly in logarithm
scale from Tlow to Thigh. In the middle N2 steps, the temperature is kept on the
high temperature Thigh to let the protein fully thermalized and unfolded; For
the last N3 steps, the temperature is cooled back to Tlow in the same rate as the
heating process.

On each MC step, the perturbation is performed either on one bond angle
κi→ κi +0.015r or torsion angle τi→ τi +1.5r, where r is a random number
with gaussian distribution whose expected value is 0 and variation is 1. Note
different scales on κ and τ perturbation amplitudes are selected to represent
the different stiffness for the bond angles and torsion angles in real protein.
The perturbed conformation is accepted by the Glauber probability [42, 43, 44]

P =
x

1+ x
with x = exp{−∆E

kT
} (2.23)

where ∆E is the internal energy difference of the multi-kink model between
consecutive MC time steps evaluated from the effective internal energy (2.15).
Meanwhile, the steric constraint (2.1) is checked for each conformation. Once
it is violated, the conformation gets rejected.

3. The heating-cooling cycle described in step 2 is repeated M times to get
statistical properties in the unfolding-folding procedure.
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Since the temperature is changing at each MC step, the sampled states are
non-equilibrium.

2.7 Temperature renormalization
It should be noticed that the parameters in energy function (2.15) do not de-
pend on the temperature explicitly. In particular, in the thermal dynamic sim-
ulations as Sec.2.6, the parameters in the energy are fixed. For example, the
nearest neighbor coupling term −J ∑

N−1
i=1 κi+1κi in energy is always normal-

ized to −2∑
N−1
i=1 κi+1κi for all temperatures.

In practice this coupling coefficient J should be different with temperature
changing. As a result, the MC temperature kT in the Glauber probability
(2.23) is not the physical temperature. It relates to the physical temperature t
in such a way

2
kT
→ J(t)

kBt
(2.24)

where kB is the Boltzmann constant. The coupling coefficient J(t) obeys the
renormalization group equation,

t
dJ
dt

= βJ(J;a,b,c,d,m,q) (2.25)

Assuming that the leading order of βJ only depends on J(t) and the expansion
of J(t) at low temperature is

J(t)≈ J0− J1tα + ... (2.26)

the equation (2.25) can be simplified as

α(J(t)− J0) = βJ(J(t)) (2.27)

From equation (2.24), the coupling coefficient J(t) can be expressed in
terms of MC temperature kT and physical temperature kBt

J(t)≈ 2kBt
kT

(2.28)

As a result, the renormalization group equation for MC temperature kT is
obtained by combining (2.25) with (2.28)

t
d
dt

(
1

kT
) =− 1

kT
+

1
2kBt

βJ(
2kBt
kT

) (2.29)

After introducing some substitutions

βJ(
2kBt
kT

) =
2kBt
kT

+F(
2kBt
kT

) (2.30)

y =
1

kT
and x =

1
2kBt

(2.31)
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equation (2.29) becomes
dy
dx

=−F(
y
x
) (2.32)

The solution is

ln(λx) =−
∫ y

x du
u+F(u)

(2.33)

where λ is an integral constant. Furthermore, one can assume the leading
nonlinear correction of function βJ(J(t)) is logarithmic for simplicity, i.e.,

F(u) = u(η−1+α lnu) (2.34)

Then the integral part in equation (2.33) can be calculated analytically, and the
solution is

kT = 2kBt exp(
η

α
+(2kBt/λ )α) (2.35)

Recall the expression of J(t) in equation (2.26) and (2.28), at low temperature
we have the relation

kT =
2kB

J0
t. (2.36)

Comparing the equation (2.36) and (2.35), the proper parameters η and λ

can be selected to satisfy the low temperature limit. As a result, the relation
between the MC temperature and physical temperature is shown as

kT ≈ 2
J0

kBt exp(
J1

J0
tα). (2.37)
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3. The universality of the kink structure

In this chapter, I shall show that single kink model can describe the super-
secondary structure in protein with a high precision. More generally, the uni-
versality of the kink structures in PDB is illustrated. Since only the geometry
of the protein backbone is considered in this chapter, the ansatz solution is used
during modeling. However, it must be stressed that all the structures modeled
by the ansatz can also be done by solving the GDNLSE (2.18) numerically
with a similar RMSD precision. This chapter is mainly based on Paper I and
II.

3.1 Kink model and super-secondary structure
The (κ,τ) profile analysis in Sec.2.3 indicates that the minimization of energy
(2.15) gives a particular pattern of (κ,τ) profiles: The angles (κ,τ) should
have constant values at both sides far away from the kink center and vary a
lot nearby the center. Fortunately, in protein such structures do exist and are
named as super-secondary structures. The super-secondary structure consists
of two secondary structures connected by a relatively flexible loop.
For secondary structure, the angles κ and τ take different approximately con-
stant values, such as

{ κ ≈ 1.5
τ ≈ 1 For α-Helix (3.1)

and

{ κ ≈ 1
τ ≈ π

For β -Strand (3.2)

For the sites at loop, the values of the angles (especially for τ) fluctuate quite a
lot. This behavior is well consistent with the (κ,τ) kink pattern obtained from
the minimization of the energy (2.15). The only difference is that the κ angles
in super-secondary structure are always positive, while the κ profile satisfying
the equation (2.18) or ansatz (2.21) should have a sign change when it passes
by the center of the kink. This difference can be eliminated by a Z(2) gauge
(2.14) at some loop site.

Take the super-secondary structure segment site 8-34 from an entry with
PDB code 1ABS as an example. The (κ,τ) profile calculated from PDB struc-
ture is shown in Figure 3.1 (a), and after Z(2) gauge transformation at site 20
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the (κ,τ) profile is shown in Figure 3.1 (b). In Figure 3.1 (b), the (κ,τ) profile
fitted from the ansatz is also presented as a comparison, which shows that the
ansatz fits the data well by averaging the (κ,τ) fluctuations at the secondary
structure.
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Figure 3.1. The (κ,τ) profiles for a super-secondary structure segment 8-34 in PDB
entry 1ABS (a) and the profiles after Z(2) gauge (b). The x-axis denotes the site index
for PDB entry 1ABS. In both subfigures, the κ angles calculated from PDB are in red
color while τ angles from PDB are in blue. In figure (b), the fittings from the ansatz
are also shown in black (for κ) and cyan (for τ).

To see the global fitting result, the 3D discrete curve is constructed from
the fitted (κ,τ) profiles (the bond length is taken the constant value 3.8Å) and
then the RMSD compared with the PDB structure is calculated. It turns out
that the RMSD is as small as 0.4Å. Hence, this particular “helix-loop-helix”
structure is well modeled by a corresponding kink.

In fact, the kink model does not only fit the “helix-loop-helix” super-secondary
structure, but also other types such as “helix-loop-strand” shown in paper I (a
segment with site 398 - 416 in PDB code 3DLK) and “strand-loop-strand”(a
multi-kink model on PDB entry 3LL1 has been performed).

A priori it appears that the number of the parameters in describing a folded
protein, might be quite large. This is true especially in Gō-like model. But
since (2.15) models the super-secondary structure of the Cα -trace in terms of
one kink, the number of parameters is often quite small compared with the
degree of freedom. In the example of the super-secondary structure 8-34 in
1ABS, there are 27 Cα atoms in all. Assuming the bond length is a con-
stant value 3.8 Å, there are still around 27×2=54 degree of freedom. Its kink
model with at most nine parameters can describe this super-secondary struc-
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ture as precise as RMSD = 0.4Å. Consequently the energy function (2.15) has
a substantial predictive capacity compared with the Gō model and its variants
[45, 46, 47, 48, 49, 50], where the number of parameters is usually more than
the degree of freedom.

3.2 Universality
In a super-secondary structure, the secondary structure parts are quite regular
and rigid, the relative orientation between the two secondary structure parts is
determined by the loop part in the middle. In Sec.3.1, it has shown that a par-
ticular super-secondary structure can be described by one proper kink model
with sub-Ångström RMSD precision. In other words, the kink model fits the
loop part very well, which connects the neighboring secondary structures.

A question comes out: How many kink models are needed to describe most
of the loop structures in PDB with some error tolerance in RMSD?

3.2.1 The experimental precision
To answer this question, a reasonable criteria for the error tolerance in RMSD
should be determined first. Since I are doing modeling on given experimental
structures in PDB, the precision in the PDB structure data should be consid-
ered. If the RMSD between the model and experimental structure is smaller
than the experimental uncertainty, the model should be precise enough to de-
scribe the experimental structure.

In PDB, there are mainly two experimental methods in determining the
protein structures: X-ray crystallography and Nuclear Magnetic Resonance
(NMR). The NMR method is relatively new developed technique for protein
structure analysis. It can measure the protein structures at room temperature,
which is quite useful for those proteins hard to be crystallized. As the NMR
experiment gives an ensemble of structures and the kink model currently is
fitted to only one structure, it is not possible to use NMR ensemble as a ref-
erence currently. Hence in the statistics I only concentrate on the structures
measured from X-ray crystallography.

In X-ray crystallography, the overall precision of the measurement is char-
acterized by the resolution due to the equipment. Besides, for each particular
atom in protein, there is another uncertainty in the PDB structure named as
the Debye-Waller factor (also known as B-factor in PDB). The factor is to
characterize the thermal motion uncertainty for each atom in protein structure
due to the finite temperature [51]. For the protein crystallographical structures
with resolution better than 2.0 Å in PDB, the B-factors of the Cα atoms are
usually less than Bmax = 35Å. According to the Debye-Waller relation, the
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corresponding fluctuation distance are√
〈(∆x)2〉max =

√
Bmax

8π2 = 0.65Å (3.3)

Based on this result, the criteria of the RMSD precision is set to 0.6 Å, which
is a little smaller than the maximum uncertainty (3.3) derived from B-factor.
If the RMSD between the kink model and one protein segment is less than this
value, the segment is considered well modeled by this kink.

3.2.2 Kink model exhausting search in PDB
After setting up the RMSD precision criteria, it is time to estimate the number
of the kinks that are needed in describing the loops in a PDB subset listed
in Reference [52]. The protein subset is further confined to the proteins with
resolution better than 2.0 Å since the criteria (3.3) is based on the statistics of
proteins whose resolution is better than 2.0 Å. With this restriction, there are a
total of 3,027 proteins containing 193,640 loop sites in the dataset. Note that
the proteins in this dataset are less than 25% homology equivalence. So the
selected dataset is large enough to represent the whole PDB dataset.
The detailed strategy for finding the total kink models in this dataset is as
follows:

1. First an arbitrary super-secondary motif in the dataset is selected and
modeled using a proper kink described in Sec.2.3. Since only the geometri-
cal property is considered without any energy involved here, the kink ansatz
equations (2.21) and (2.22) are used for simplification. Obviously, the struc-
ture of the kink model contains two parts of secondary structure besides the
loop part. To translate the super-secondary-structure-model to a loop-model,
the secondary structures are cut off as much as possible from the obtained
kink, only leaving the loop structure.

2. Starting from the reduced kink model obtained from step 1, all the seg-
ments with RMSD less than 0.5Å compared with the model in the dataset are
searched and removed off from the dataset.

3. From the remaining dataset, another different super-secondary motif is
selected, and the steps 1 and 2 are repeated. This procedure will not stop until
most of the loop sites are covered by the existing kinks.

In this way, a library with 200 kinks is established, covering 92% loop sites
in the dataset when the criteria is 0.6 Å. The high percentage indicates that
the kink-like structure is quite universal in loops. With very limited number
of kinks, most of the loop structures can be described within the experimental
uncertainty.

As an application of the 200 kinks library, in Paper II a long loop with 10
residues was modeled by directly joining their corresponding kinks together.
After the connection, the RMSD of the loop modeling is as small as 0.31Å.
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4. Kink model application to myoglobin and
villin headpiece HP35

In this chapter, the multi-kink model is applied on two particular proteins–
myoglobin and villin headpiece HP35. From the multi-kink model established
for these two proteins, the thermal dynamical properties and the folding path-
way are studied.

The analysis of the properties during the folding process shows that the
results from multi-kink model are well consistent with the experimental evi-
dences and other theoretical predictions for both proteins.

4.1 Kink model on myoglobin
Myoglobin was studied in Paper I, III and V. However, in Paper I, the multi-
kink model was set up from ansatz (2.21) and (2.22), so it has little contribu-
tions to the thermal dynamics and folding process due to the lack of energy
parameters. As a result, the application on myoglobin is mainly based on Pa-
per III and V.

4.1.1 Myoglobin introduction
Myoglobin is a globular protein that plays a central role in oxygen transport
and storage in muscle cells. It is the first protein determined by X-ray crys-
tallography [53]. Myoglobin contains eight helices named from A to H, and
these helices are connected together by short loops. Hence, myoglobin has
quite typical “helix-loop-helix” super-secondary structures. The myoglobin,
especially its folding pathway and substates, have been extensively studies
both theoretically and experimentally [54, 55, 56, 57, 58, 59, 60]. The typical
super-secondary structures and the extensive experimental evidences are the
motivations for studying myoglobin in the viewpoint of multi-kink model.

4.1.2 Structure fitting
So far, there are totally 363 myoglobin entries in PDB. One particular myo-
globin entry (PDB code 1ABS) has been selected as our modeling target. The
reason for choosing this one lies in the fact that its crystallographical structure
is measured near the liquid helium temperature (20K) [61] and hence has the
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lowest B-factor among the myoglobin data in PDB. There are 154 residues
indexing from 0 to 153 in this entry. However, for simplification, the flexible
tails are cut off and only the main segment site 8-149 is left for the multi-kink
modeling.

According to the property of the (κ,τ) profiles calculated from PDB entry,
the segment is divided into ten different kinks using Z(2) gauge transforma-
tions. Note the number of kinks is more than that of the helices since some
loop part is split into kink pairs. With this kink identification, I use the soft-
ware Propro to find the proper parameters.

Finally, a ten-kink model is obtained with RMSD=0.81Å compared with
the PDB structure. The 3D superimposition is shown as Figure 4.1, where the
purple structure is from PDB while the cyan one is from the kink model. The

Figure 4.1. The 3D superimposition of the multi-kink model (cyan) and PDB structure
(purple)

(κ,τ) profiles are shown in Figure 4.2, displaying how the kinks are divided
along the backbone together with the fitting result between protein entry and
the modeling. The Figure 4.2 (a) is the (κ,τ) profiles calculated directly from
the PDB structure, while Figure 4.2 (b) gives the (κ,τ) profiles with particular
Z(2) gauge transformations. The site where κ changes its sign indicates the
centers of the kinks. In Figure 4.2 (b), the (κ,τ) profiles obtained from the
multi-kink model are also presented, showing a precise multi-kink model for
the particular myoglobin entry.
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Figure 4.2. The (κ,τ) profiles calculated from PDB structure without Z(2) transfor-
mations (a) and after Z(2) transformations (b). In both figures, the red lines are κ and
blue lines are τ with x-axis the site indices in PDB. In subfigure (b), the (κ,τ) profiles
obtained from multi-kink model are also presented in black (for κ) and cyan (for τ).

4.1.3 Non-equilibrium dynamics simulation on myoglobin
Starting from the multi-kink model obtained for myoglobin and following the
methodology described in Sec.2.6, the non-equilibrium heating-cooling sim-
ulation for myoglobin is performed on a Mac Desktop. To make the protein
fully thermalized and the process to be adiabatic enough, the MC steps and
temperatures are set to N1 = N2 = N3 = 5M and Tlow = 10−17, Thigh = 10−4.
Such a heating-cooling cycles are taken 100 times to get the statistical proper-
ties.

The simulation is quite time efficient. Such a complete unfolding and fold-
ing cycle takes, no more than 3 min in silico time on a single processor. It
should be noted that 15M MC steps are not necessary if one just require that
the myoglobin unfolds to a random configuration at high temperature and then
correctly fold back (RMSD < 2Åcompared with the native state) with temper-
ature cooled down. According to my test, the fastest unfolding-folding cycle
simulation with correctly folding back to native state only needs 550K MC
steps, taking around 10s in silico time on a single processor. This unfolding-
folding simulation time is comparable with the real myoglobin folding time
(around 2.5 s).

4.1.4 Simulation result analysis
Based on the simulations, the results were analyzed in several different as-
pects, including the RMSD and Radius of Gyration (Rg) evolution, Nucle-
ation sites and folding rate ratio estimation. Finally, the gate dynamics is also
analyzed during the stage from native state to molten globule state.
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Rg and RMSD in heating-cooling cycle
Rg is an important quantity to characterize the overall shape of the protein,
especially when there are some phase transitions in structure. According to
the definition, Rg is calculated by the formula

Rg =

√
1

2N2 ∑
i, j

(ri− r j)2 (4.1)

The average values of RMSD and Rg for the 100 repeated heating-cooling
cycles are calculated. Figure 4.3 shows the evolution of the average Rg to-
gether with its fluctuation during heating-cooling cycle. It displays a clear
intermediate state (molten globule) no matter in heating or cooling procedure.
The value of Rg at the intermediate state is around 23 Å and at the unfolded
state is about 32 Å, which are both consistent with the experimental result [55].

Figure 4.3. The evolution of Rg during the heating-cooling cycles. The darker line is
the average values of Rg for 100 heating-cooling cycles while the lighter shaded area
is the fluctuation among 100 cycles.

To identify the temperatures at transition points, the susceptibility of the
RMSD curve is calculated as

χRMSD(T ) =
∂RMSD(T )

∂ log10 T
(4.2)

where the RMSD(T ) curve can be fitted by a function in Reference [62]

<RMSD(T )> = h1 +h2 arctan[h3(x− x1)]+h4 xarctan[h5(x− x2)]−h6x
(4.3)

with x = log10 T .
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Once the susceptibility is obtained, the transition points can be identified at
the peaks of the susceptibility. During the cooling process of myoglobin, two
transition points are identified at T 1 = 10−8.64 and T 2 = 10−13.56 as shown in
Figure 4.4.
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Figure 4.4. The susceptibility of the RMSD evolution during cooling process. The red
dots are the average values of Rg at different temperatures for 100 repeated heating-
cooling cycles, the blue solid line is the fitting result from equation (4.3), and the
green dashed line is the corresponding susceptibility calculated from equation (4.2).
The two transition temperatures are labeled as T1 and T2.

For Rg, the corresponding susceptibility χg can be defined similar to equa-
tion (4.2) with a corresponding fitting function (4.3).

Folding pathway
From the heating-cooling simulation, a clear folding pathway can be identi-
fied. Since the geometry of the myoglobin is determined by the angles (κi,τi),
the conformation changes of the myoglobin during folding process, in partic-
ular the α-helix nucleation phenomenon, should be reflected on these angles.
For this, the evolution of fluctuations in these angles are calculated. Since
the torsion angles τ are much more flexible than the bond angles κ , as a con-
sequence the nucleation sites are more sensitive to the fluctuations of the τ

angles during the heating and cooling process.
The fluctuation of τ at certain temperature is calculated from the sampled

conformations at corresponding temperature by the equation

∆τi =

√
∑

100
k=1(τi,k− τ̄i)2

100
(4.4)

where i is the PDB site index, k is the index of the 100 cycles, and τ̄i is the
average τ value of at i-th Cα atom over the 100 cycles. The quantity ∆τi is
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Figure 4.5. The derivative of ∆τX (4.5) to MC temperature log10 T for the eight helices
in myoglobin. The helices A, F, G ,H are noted near their peaks in the plot. The helices
B, C, D, E are identified by colors magenta, cyan, red, black, respectively. The green
dashed lines denote the peaks of susceptibility of Rg in heat-cooling cycles.

to characterize the stability of the residues along the protein backbone. For a
helical segment X , the average τ fluctuation is defined as

∆τX =

√
∑i∈X ∆2τi

| X | (4.5)

with | X | the length of the helical segment X.
The fluctuation ∆τX for eight helices are shown in Figure 4.5, indicating

different stabilities for the eight different helices and the folding pathway in
myoglobin.

According to Figure 4.5 and Figure 4 in Paper V, during the folding process
the formation of the helices are: G→ A, H, partial D→D, B, C, E→ F . In
particular, as temperature is cooled down, ∆τi at site 105-118 on Helix G first
drop down (See Figure 4 (B) in Paper V), which means these sites form a helix
nucleus first. These results are fully consistent with the theoretical nucleation
prediction [58] as well as the experimental result [59]. The only inconsistence
is that all helices except F helix are formed before the molten globule is formed
in the simulation because of the over-stability of the secondary structure in
multi-kink model.

Folding rate estimation
As is shown in Sec.4.1.4, there are two transition points at T 1 = 10−8.64 and
T 2 = 10−13.56 in the stages from unfolded to molten globule and molten glob-
ule to native state, respectively. Assuming the protein folding rate k is linearly
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proportional to the MC temperature T , the ratio of the folding time between
unfolded to molten globule and molten globule to native structure can be esti-
mated as

tun f olded−molten

tmolten−native
=

1/kun f olded−molten

1/kmolten−native
=

1/T 1
1/T 2

= 1.25×10−5. (4.6)

The ratio of the folding time between unfolded-molten and molten-native
is just a slightly faster than the experimental result [59], which is from 1 ms

2.5 s =
4×10−4 to 300 µs

2.5 s = 1.20×10−5.

Ligand Gate Dynamics
The function of the myoglobin is to bind and transport the oxygen molecules
through the HEME group. It is important to know the mechanism of the
oxygen transport in myoglobin, especially the role of backbone conformation
changes during this process.

In this section, the affection of the backbone conformation on the ligand
transportation is monitored by the structure stability near to the HEME group
in the heating-cooling cycle. The oxygen transport happens at room temper-
ature or physiological temperature, which is corresponding to the transitions
between native state to molten globule state. Before the analysis, three gates
surrounding the HEME group for the ligands binding are identified as is shown
in Figure 4.6. Each gate is formed by two non-neighboring secondary struc-
tures with eight residues long, in detail: Gate1 is composed of 37 (PRO) – 44
(ASP) and 96 (LYS) – 103 (TYR) colored in blue, Gate2 consists of 61 (LEU)
– 68 (VAL) and 89 (LEU) – 96 (LYS) colored in cyan, and Gate3 is 25 (GLY)
– 32 (LEU) and 106 (PHE) – 113 (HIS) colored in red, as is shown in Figure
4.6. The Gate distance is defined as:

di =

√
n=8

∑
n=1

(xi[n]− yi[n])2 (i = 1,2,3) (4.7)

where xi[n] and yi[n] are the coordinates of n-th Cα atoms on both sides in the
i-th Gate. During the heating-cooling cycle, the distances of all three gates
increase with temperature heated up and decrease with temperature cooled
down. However, the stabilities of three gates are different. To characterize the
different stabilities, the ratios between different gate distances are defined

Gate1
Gate2

=
d1

d2
,

Gate3
Gate2

=
d3

d2
,

Gate3
Gate1

=
d3

d1
(4.8)

during the heating-cooling cycle.
The evolutions of different gate ratios with MC temperature are shown in

Figure 4.7. As shown in Figure 4.7, the distance of Gate3 changes much faster
than the other two, which means that Gate3 is the most sensitive one to the
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Figure 4.6. The three gates surrounding the HEME group. Gate1 is colored by blue,
Gate2 is colored by cyan,and Gate3 is in red. The HEME group lies in the cavity
surrounding by these three gates.

temperature changes. It implies that during the ligands transport process, the
Gate3 plays an more important role if only the backbone effects are consid-
ered. The conclusion is consistent with the experiment that reveals L29 is
critical during the ligand transport [63].

4.2 Kink model on villin headpiece HP35
Following the steps of modeling myoglobin, the villin headpiece HP35 was
studied. Villin headpiece HP35 is a subdomain with 35 residues, and is usually
viewed as the “the hydrogen atom of protein folding” . It has been well studied
both experimentally [64, 65] and theoretically [66, 67, 68, 69]. It is also the
first protein studied from the viewpoint of kink model [35, 36]. Here I mainly
summarize its dynamical properties based on Paper IV.

4.2.1 Structure fitting
The target for HP35 is selected as the PDB entry 1YRF, which is measured
at 95K with a resolution 1.07Å[70]. The flexible tail of the entry is cut off
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Figure 4.7. The gate ratio evolutions during heating-cooling cycle. The dark lines
are the average values for the 100 cycles and the lighter shaded areas denote the fluc-
tuations. The subfigures from top to bottom are for gate ratios Gate1

Gate2 , Gate3
Gate2 , Gate3

Gate1 ,
respectively.

and only the segment 47–73 is left for modeling. Similar to myoglobin, the
parameters in the energy (2.15) are trained by Propro and finally give the
RMSD between the model and the corresponding PDB entry around 0.51Å.
The 3D superimposition in Figure 4.8 shows a good fitting in configuration.

The (κ,τ) profiles calculated from PDB structure indicate that there are
two kinks in this small segment as shown in Figure 4.9. It should be reminded
that this protein is composed of three helices connected by loops, which gives
a good reason for the double-kink profile. In Figure 4.9 (b), the comparison
between the PDB structure and the fitted model shows a good consistence.

4.2.2 Non-equilibrium dynamics simulation on villin headpiece
The heating-cooling simulation procedure is the same as myoglobin except the
detailed MC parameters. For villin headpiece the MC steps N1 = N2 = N3 =
1.5M and Tlow = 10−12. Some other simulations with different MC steps have
been tested, but they give similar results. For the high temperature, several
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Figure 4.8. The 3D superimposition of the multi-kink model (blue) and PDB structure
(red)
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Figure 4.9. The (κ,τ) profiles calculated from PDB structure (top) and multi-kink
model fitting on Z(2) gauged (κ,τ) profiles (bottom). In both figures, the red lines are
κ and blue lines are τ calculated from PDB structure with x-axis the site indices in
PDB. The black line and cyan line in bottom subfigure are the fitted κ angles and τ

angles, respectively.

different values are taken from Thigh = 10−10 to Thigh = 104 to check the upper
limit of Thigh when the protein still folds back with RMSD<1Å.

It is found that when high temperature Thigh exceeds a temperature Tlimit =
10−2.4, the protein becomes quite difficult to fold back to the native state. In
Figure 4.10, the RMSD evolutions under different high temperatures nearby
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Figure 4.10. The RMSD evolutions during heating-cooling cycle at different high
temperatures Thigh. The darker lines are the average RMSD values for 100 heating-
cooling cycles, while the lighter shaded areas are the corresponding fluctuations. (a)
Thigh = 10−2.6 (b) Thigh = 10−2.4 (c) Thigh = 10−2.2 (d) Thigh = 10−1.8

Tlimit = 10−2.4 are shown. It can be seen that at Thigh = 10−2.4, the final RMSD
value after heating-cooling cycle is still quite small and there is no obvious
fluctuations. But at Thigh = 10−2.2, the final RMSD distribution expanded a
lot because the misfolding states start to appear. When the high temperature is
increased further as Thigh = 10−1.8, even the average value of the final RMSD
is larger than 2Å, which means the misfolding states occupying large percent-
age at the end of the 100 heating-cooling cycles now.

Besides, during the heating-cooling cycles with different Thigh, no inter-
mediate state is found in all the RMSD evolution pictures. This property is
different from the case of myoglobin, where the intermediate state (molten
globule) is obvious. However, this result is consistent with the experimental
evidence [65], which showed villin headpiece was described well with two-
state model.
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4.2.3 Folding pathway and misfolding state
In the heating-cooling cycles when the protein can still fold back, the folding
path way is directly identified by looking at the 3D conformations during the
heating-cooling cycle. Some 3D conformation shots during the cooling pro-
cess are shown in Figure 4.11. In Figure 4.11, the helices A, B, C are colored
in red, green and blue, respectively. The lighter shaded configuration repre-
sents the native state of villin headpiece 1YRF. It is easy to see that order of
the helices formation is C→ B→ A. This conclusion is well consistent with
the result from MD simulations [66, 67, 68].

Figure 4.11. The folding pathway obtained from kink-model during the cooling pro-
cess. The helices A, B, C are colored in red, green and blue, respectively. The native
state configuration is colored in lighter shades, while the configurations during the
cooling process are in dark colors. The cooling process is in the order of (a)→ (b)→
(c)→ (d).

During the heating-cooling cycle when Thigh > 10−2.4, the misfolding con-
figuration starts to appear. In Figure 4.12, a most frequent misfolding config-
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uration from the kink-model in heating and cooling cycle is shown. It should
be noticed that this misfolding configuration is consistent with the meta-stable
configuration 5 in Reference [69].

Figure 4.12. A most frequent misfolding configuration from kink model during the
heating-cooling cycle. The helices A, B, C are colored in red, green and blue, respec-
tively. The native state configuration is colored in lighter shades, while the misfolding
configuration is in dark color.
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5. Side-chain visualization in Frenet-Based
frames

In previous chapters, we focused on modeling the Cα trace of the protein back-
bone. The reason for paying much attention on Cα trace modeling is the fact
that once the Cα trace is known, the full atom representation of the protein
can be obtained by side-chain statistical properties from PDB. Many algo-
rithms have been developed to do the full atom completion in protein, such as
PULCHRA [71], NEST [72], MAXSPROUT [73] and SCRAWL [74]. Most
of the algorithms are based on the side-chain rotamer libraries. The rotamer
library can be backbone independent or dependent [75, 76, 77], showing there
are well localized distribution patterns for the side-chain atoms.

In reference [78, 79], it showed the distribution of the Cβ atoms in DF-
frame as well as Cγ atoms in Cβ frame and their advantages in secondary
structure dependence. In Paper VI, this method is developed to higher level
side-chains and Cβ atom distributions are compared with those in the frames
defined by REMO [80] and PULCHRA [71].

In this chapter, I want to summarize some other findings in paper VI. Note
the dataset for statistics is confined to the X-ray crystallographic protein en-
tries with resolution better than 1.0 Å. Up to the time when statistics was done,
there were around 500 entries in the dataset.

5.1 Cβ atom rotamer revisit
Cβ atom is directly connected on the Cα atom, so it is a natural choice to
observe the Cβ atom in DF-frame centered on the corresponding Cα atom. The
distribution of all Cβ atoms are shown in Figure 5.1.1 (a), where the secondary
structure has been identified.

5.1.1 Cβ atom at terminal
It is frequently presumed that the termini are unstructured and highly flexible.
However, according to the distribution of the Cβ atoms at terminus in the DF-
frame, this is not the case for Cβ atoms. By locating the first two and last
two Cβ atoms along the protein chains in DF-frame, the distribution of the
Cβ atoms at terminus is shown in Figure 5.1.1 (b). It shows that in the DF-
frames the orientations of the two terminal Cβ atoms are highly regular. Their
positions on the surface of the Cα centered sphere are fully in line with that of
all Cβ atoms in Figure 5.1.1 (a). In particular, there are very few outliers.
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Figure 5.1. The distributions of all Cβ atoms (a) and Cβ atoms in terminus (b) in
DF-frame

5.1.2 Cβ and proline
Proline is very special among the 20 kinds of amino acids because its side-
chain connects back to the backbone nitrogen atom. This particularity makes
the positions of the proline as well as its neighboring amino acids unusual. In
particular, the peptide plane of the proline is much easier to form cis-structure
than other amino acids. The distributions of Cβ for cis and trans proline in DF-
frame are shown in Figure 5.2. As shown in Figure 5.2 (a), the distribution
of trans proline is consistent with the the mainland of all Cβ distribution.
However, the cis-proline are located outside of the main Cβ distribution as
shown in Figure 5.2 (b).

Figures 5.3 (a)-(d) shows the distributions of the Cβ carbons that are located
either immediately after or right before a proline, where the grey background
is the mainland of all Cβ distribution. In (a) and (b), the Cβ atoms after trans
and cis proline are displayed, respectively. Subfigures (c) and (d) are the dis-
tributions of the Cβ atoms before trans and cis proline. By comparison of (a)
and (c) it can be concluded that the Cβ atoms after trans-proline match the
background well while before trans-proline Cβ atoms have high preference
in β -strand or loop region. For cis-proline in subfigure (b) and (d), since the
number is not large enough, the distribution does not have very clear area with
high density. However, it seems the Cβ atoms after cis- proline prefer β -strand
region a little and Cβ atoms before cis-proline definitely stay far away from
the mainland of usual Cβ atoms distribution.

40



�� ��

Figure 5.2. The distributions of Cβ atoms in DF-frame for trans-PRO (a) and cis-PRO.
The gray background is the mainland of the distribution for all Cβ atoms.

��

����

��

Figure 5.3. The distributions of Cβ atoms in DF-frame for the residues neighboring
PRO. (a) Cβ atom after trans-PRO (b) Cβ atom after cis-PRO (c) Cβ atom before
trans-PRO (d) Cβ atom before cis-PRO.
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Figure 5.4. Definitions of the dihedral angles χ1,χ2,χ3.

5.2 Higher level rotamers
5.2.1 Cγ atom rotamers
The conventional rotamer libraries are characterized by a set of dihedral an-
gles (χ1,χ2,χ3,χ4) along the side-chain for different levels of atoms. Each
dihedral angle is determined by four consecutive atoms. The definitions of
χ1 and χ2 are shown as Figure 5.4. Clearly, χ1 is the dihedral angle defined
by N,Cα ,Cβ ,Cγ , while χ2 is among Cα ,Cβ ,Cγ ,Cδ , and similarly for other an-
gles. According to the χ1 distribution, there are three different rotamers in Cγ :
gauche ±(g±) and trans(t).

In fact, based on the definition of dihedral angle χ1, a χ1-frame can be
defined as:

tχ1 =
rβ − rα

|rβ − rα |
(5.1)

nχ1 =
s− tχ1(s · tχ1)
|s− tχ1(s · tχ1) |

where s = rα − rN (5.2)

bχ1 = tχ1×nχ1 (5.3)

with rα , rβ and rN the coordinates of the pertinent Cα , Cβ and N atoms,
respectively. In this frame, if one looks at the Cγ atom centered on the corre-
sponding Cβ atom, the longitude of Cγ atom in this frame is just the χ1 angle.
The distribution of Cγ atom in χ1 frame is shown in Figure 5.5 (a). As is
seen from Figure 5.5 (a), the distribution of Cγ atoms is a narrow circle on the
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sphere centered on Cβ atom. To make the visualization more clear, a general-
ized stereographical projection is introduced as follows:
Assuming the latitude angles is θ and longitude is φ , the generalized stereo-
graphical projection is

x+ iy = f (θ)eiφ (5.4)

f (θ) =
1

1+ exp{θ 2} (5.5)

where x and y are the coordinates of the stereographic plane.
Figure 5.5 (b) shows the result after stereographic projection with rotamers
identified. The radius is corresponding to f (θ) while the polar angle is φ .
Apparently, this frame is just another form of visualization for the χ1 rotamers
and the rotamers of g± and t has no clear secondary structure dependence.

����

�
�

	� ���

��

��

	� ��

��� ���

Figure 5.5. The distribution of Cγ atoms in χ1 frame on a Cβ centered sphere (a) and
the corresponding stereographic projection (b). The different rotamers t,g± together
with PRO are identified in stereographic projection (b).

However, there is an alternative frame named Cβ frame defined as:

tβ =
rβ − rα

|rβ − rα |
(5.6)

nβ =
tβ × tα

|tβ × tα |
(5.7)

bβ = tβ ×nβ (5.8)

If one is located at each Cβ atom, and observes the corresponding Cγ atom
in the Cβ frames, each Cγ rotamer in χ1 frame is split into two parts corre-
sponding to Helix and Strand, respectively. Figure 5.6 shows the result in Cβ
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frames after the stereographical projection (5.5), where both the conventional
rotamers and the secondary structures are specified.

Figure 5.6. The distribution of Cγ atoms in Cβ frame. Both the rotamers including
t,g±,PRO and the secondary structures are labeled in the figure.

5.2.2 Cδ and higher level rotamers
For even higher side-chain levels, a uniform definition is provided. Assuming
the atom level we are studying is corresponding to χi (i=2,3,4), and this dihe-
dral angle is defined by four consecutive atoms A,B,C,D. In this notation, the
distribution of atom D is what we want to study, and atoms A,B,C,D are in the
ascending order of the distances to the backbone. The corresponding χi-frame
can be defined as:

tχi =
rC− rB

|rC− rB |

nχi =
tχi× tχi−1

| tχi× tχi−1 |
where tχi−1 =

rB− rA

|rB− rA |

bχi = tχi×nχi

with rA, rB, rC the coordinates of atoms A, B and C, respectively. With this χi
frame, the conventional χi angles are the longitudes with a clockwise rotation
of 90◦. Similar to the χ1 frame, the side-chain distribution dose not depend on
the secondary structure explicitly in these χi frames.
Correspondingly, another alternative frame for observing atom D can be de-
fined as:

tC =
rC− rB

|rC− rB|
(5.9)
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nC =
tC× tα

|tC× tα |
(5.10)

bC = tC×nC (5.11)

where tα is the tangent vector of the DF-frame on the corresponding Cα atom.
Since these frames contains the information on the corresponding DF-frames,
they are given a name of Frenet-based frames. Located at atom C observing
the atom D in this frame, one should be able to get the secondary structure
dependent rotamers automatically.
As an example for these frames, the distributions of the non-aromatic Cδ

atoms are shown in Figure 5.7 and 5.8 . It should be noted that starting from δ

level, the chemical structure of the side-chain can be classified into two kinds
depending on whether there is benzyl-like structure in the side-chain. If there
is a benzyl-like structure in the side-chain, it is aromatic; otherwise, it is non-
aromatic. The distributions for the Cδ atoms in aromatic and non-aromatic are
completely different. Here only the non-aromatic Cδ atoms distributions are
shown. Figure 5.7 shows the Cδ atom distribution in χ2 frame while Figure 5.8
shows the distribution in its corresponding Frenet-based frame – Cγ frame. In
Figure 5.8 the secondary structures are clearly identified in subfigure (b) (for
α-Helix) and (c) (for β -strand). Similar distributions for even higher levels
are obtained in Paper VI.
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Figure 5.7. The distribution of non-aromatic Cδ atoms in χ2 frame after stereographic
projection.
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Figure 5.8. The distribution of non-aromatic Cδ atoms in its Frenet-based frame after
stereographic projection. (a) The distribution for all non-aromatic Cδ atoms. The
secondary structures are labeled in the figure, and some outliers are encircled. (b) The
distribution for non-aromatic Cδ atoms on helix (c) The distribution for non-aromatic
Cδ atoms on β -strand.
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6. Conclusion

In this thesis, the theory of the multi-kink model in protein backbone (Cα

trace) modeling is reviewed. It shows that most loops in PDB can be de-
scribed by limited number of kinks. From the multi-kink model, two specific
proteins–myoglobin and villin headpiece HP35 are modeled with RMSD<1Å
precision. Based on the structure modeling, the dynamical properties and fold-
ing pathway are studied for both proteins, showing highly consistent with the
experimental results. In the last chapter, the distributions of the side-chain
atoms in Frenet-based frames are studied. With the Frenent-based frames, the
distributions of the side-chains at different levels can be both localized and
secondary structure dependent.

It turns out the multi-kink model is an effective model in describing par-
ticular protein and finding its folding pathway. Recall the three problems in
the protein folding discussed in Sec.1.2, at the moment the multi-kink model
are mainly approaching the second problem, i.e., the folding pathway of pro-
tein. The applications in myoglobin shows that the multi-kink model have
great advantages in the protein folding pathway sampling. For the first and
third problems, the physical interpretation of the parameters in energy func-
tion need to be further clarified. In particular, the relations between the pa-
rameters in energy (2.15) and sequence information need to be known for the
tertiary structure prediction problem.
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Summary in Swedish

Proteiner är arbetshästarna i cellen. De kan endast utför sina funktioner för
korrekt vekta strukturer. Proteiners felveckning kan leda till många sjukdomar
såsom Alzheimers, Parkinson, de nya varianten av CJD och typ II diabetes.
Därför är den korrekta 3D-strukturen för proteinet i grunden viktigt för livet.

Proteinvecknings problem är att studera mekanismen bakom hur proteinet
vecker sig in i sina rätta tillstånd samt att förutsäga 3D-strukturer från aminosy-
rorna (sekvens) information.

Mycket har gjorts för att lösa problemen från olika områden, exempelviss
biology, kemi, fysik, matematik samt datorvetenskap. Trots detta är proble-
men olösta, speciellt veckningens hastighet jämförelse med in vivo.

I denna avhandling, använder jag oss av the kink (multi-kink) modellen
ursprungligen från matematiska fysiken i beskrivningen av protein Cα trace.
Modellens introduceras genom minimeringen av proteinets genetiska energi
funktion, vilket endast baseras på symmetrin i geometrin.

Med väldigt begränsade antal kinks (200 kinks), kan de flesta loop struktur-
erna i PDB beskrivas med RMSD prescision som är mindre än experimentell
osäkerhet. Med multi-kink modellen, utförde jag detaljerade modellering samt
dynamiska simulationer på riktiga proteiner. Särskilt användes modellen sys-
tematiskt i myoglobin (och villin headpiece HP35) simulering och resultaten
jämfördes med experimentella värden.

Som komplement till Cα trace modellering studeras distrubtionen av side-
chain i Frenet-based frame i den sista kapitlen. Det visar sig att Frenet-based
frames är väl lokaliserade och beror på den sekondära strukturen automatiskt.
Så en sådan visualisering av side-chain distrubtionen kan vara en viktig kom-
plement side-chain rotamer libraries.

Genom att jämföra multi-kink modellen med Molekyl Dynamiska metoder,
finner jag att simuleringar med multi-kink modellen är mycket mer tids effek-
tiv. Den enda begränsning med multi-kink modellen är att jag inte kan derivera
parametrarna från sekvens informationen och lösnings tillstånd för tillfället.
Hittills är kink-modellen endast struktur baserad modellering och kan inte ge
någon information om 3D-strukturen endast från sekvens informationen.

Till skillnad från GO-liknande modeller, parametrarna inom multi-kink mod-
ellen är färre än frihetsgraderna. Utifrån denna fördelen samt kink-modellens
universalitet inom PDB, förtydlar jag att the kink (multi-kink) modellen har
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förmågan att förutspå 3D-strukturer utgående från sekvens information. När
parametrarna i kink-modellen kan bli bestämda utifrån sekvens och miljö in-
formation, skulle denna metod bli ett kraftfullt verktyg inom bestämning av
protein strukturer, samt dennas dynamiska egenskaper.
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