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Abstract

Understanding the fundamental electronic properties of materials is a key step

to develop innovations in many fields of technology. For example, this has

allowed to design molecular based devices like organic field effect transistors,

organic solar cells and molecular switches.

In this thesis, the properties of advanced functional materials, in particular

metal-organic molecules and molecular building blocks of 2D materials, are

investigated by means of Density Functional Theory (DFT), the GW approx-

imation (GWA) and the Bethe-Salpeter equation (BSE), also in conjunction

with experimental studies. The main focus is on calculations aiming to under-

stand spectroscopic results.

In detail, the molecular architectures of lutetium-bis-phthalocyanine (LuPc2)

on clean and hydrogenated vicinal Si(100)2×1, and of the biphenylene mole-

cule on Cu(111) were analysed by means of X-ray Photoelectron spectroscopy

(XPS) and Near Edge X-ray Absorption Fine Structure (NEXAFS) spectros-

copy; DFT calculations were performed to obtain insights into the atomic

and electronic structures. Furthermore, detailed information about the elec-

tronic states of the gas phase iron phthalocyanine (FePc) and of the gas phase

biphenylene molecule were obtained through XPS and NEXAFS spectroscopy.

I have studied by means of DFT, multiplet and GWA calculations the elec-

tronic correlation effects in these systems. Also the optical, electronic and

excitonic properties of a hypothetical 2D material based on the biphenylene

molecule were investigated by GWA and BSE calculations. Monolayers of

metal-free phthalocyanine (H2Pc) on Au(111) and of FePc on Au(111) and

Cu(100)c(2×2)-2N/Cu(111) with and without pyridine modifier were studied

by XPS and final state calculations. A multiplet approach to compute L-edges

employing the hybridizations function, known from dynamical mean field the-

ory, was proposed and applied to transition metal oxides.
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1. Introduction

Higher, faster and stronger, these are key aims in most sports competitions.

This brings up a very important question. How can we achieve this? It is very

easy to map this driving point to materials research. Considering that 70% of

all innovations are coupled to new insights into and development of materials

[1], asking how materials can be designed and improved is a driving force of

technological progress.

Key aspect of the systematic investigations is to understand the fundamental

processes and mechanisms in materials and how the mechanisms can be made

(among others) faster, more robust and energy efficient. If the quantum me-

chanical properties of a material shall be optimized in order to perform best for

a certain task, spectroscopy has developed to be a powerful tool to investigate,

monitor and understand the progresses in the developments of materials.

Spectroscopic tools can be very helpful. Their interpretation can be straight-

forward for simple systems like the hydrogen atom and quantum mechanics

should be the theoretical backbone of this interpretation. However, more com-

plex systems which actually can serve dedicated and complex purposes are

more challenging to understand. Many effects can occur at the same time

adding complexity, which is not necessarily desired. Nonetheless, also from

these systems information can be extracted with spectroscopic experiments.

Thankfully, there exists more than one technique to probe the state of a sys-

tem. Consider for example Schrödinger’s cat in a dark room in Figure 1.1

(i). Without light matter interaction, no spectroscopic information is obtained.

However, the cat can be probed by light, but the questions are which light to

use and for what purpose. If I would like to know if the cat has a fever, the

infra-red photon could be measured, see Figure 1.1 (ii). If I would like to

know the color of the cat, I shine visible light on it, Figure 1.1 (iii), and if I

would like to learn about the bone structure of the cat I use X-rays, Figure 1.1

(iv). Even though it is always the same cat, I can ”see” different parts of it,

which added to the complete understanding. This shall demonstrate how in a

similar way light-matter interaction can reveal different properties. Also, dif-

ferent kinds of spectroscopy can access different information and in the best

outcome complement the understanding of a system or process.

This thesis deals with various kinds of theoretical methods to understand

the results of experiments testing light-matter interactions and to contribute

to materials research. The articles in this thesis can be divided in roughly

three groups: (i) adsorption studies of organic molecules on substrates focus-

ing on structure related phenomena (ii) investigating the electronic structure of
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(i) (ii) (iii) (iv)

IR VIS X-ray  (Hz)no light-matter
interaction

Figure 1.1. Schrödinger’s cat seen without light-matter interaction (i), measuring the

photon in the infra-red range (ii), in the visible region (iii) and with X-rays (iv).

(metal-)organic molecules in gas phase and the adsorption induced changes as

possible building blocks for advanced 2D materials and (iii) implementation

of a theoretical method for X-ray absorption spectroscopy.

In particular, phthalocyanine molecules with and without metal center are

a prototype system. Their general structure is shown in Fig. 1.2. Most of the

here presented studies investigate the intrinsic properties of phthalocyanine

molecules or/and how their interaction with substrates and/or adsorbates, so-

called modifiers. Phthalocyanines exist in several variants, which is achieved

by combining the organic macro-cycle composed of four connected isoindole

rings, each a fused benzo-pyrrole, in D4h symmetry with a metal center. The

metal centers are often transition metals, but they can be also alkali, alkali

earth, lanthanide metals and others [2]. Note that in combination with lan-

thanide metals, the phthalocyanines form double and triple deckers [3, 4]. Ph-

thalocyanines are already a target of research since several decades; starting

from synthesizing various of them, even exotic ones like the gold phthalocya-

nine [5], over determining their properties and investigating possible techno-

logical applications . Research topics range from solar cells [6], to spintronics

and as molecular magnets [7], single-molecule junctions [8], spin-filters [9],

gas-sensors [10], field-effect transistors [11], photodynamic therapy [12], op-

tical data storage [13] and others. In industry, they are already used as dyes

due to their blue, cyan or green color.

The properties of phthalocyanines and their possible application in tech-

nology were investigated in the Paper I to VII. The adsorption of metal-free

phthalocyanines (H2Pc) on Au(111) was studied in the Paper I and II and

the importance of van der Waals interactions between molecule and substrate

were pointed out. The conclusions were supported by X-ray Absorption stud-

ies combined with Density Functional Theory calculations. The LuPc2 was

a research target in the Papers III and IV aiming to understand the difference

in the interactions on a passivated and a reactive silicon substrate, as well as

the molecular architectures in films forming on the substrates. The electronic

states of the FePc gas phase molecule were investigated by means of 1s and

2p X-ray Photoelectron measurements and multiplet calculations in Paper V.

Papers VI and VII investigate how the interaction of FePc with the Cu(111),

2



N

N

N

N

Figure 1.2. Chemical structure of a metal-phthalocyanine.

Au(111) and Cu(100)c(2×2)-2N/Cu(111) surface, including the adsorption of

a modifier, can reduce the symmetry of FePc and may change the electronic

and the spin state.

Since the discovery of graphene, much attention was attracted by 2D ma-

terials. In particular, new carbon 2D allotrops may have for technological

purposes desired properties. The search for new materials has motivated four

of the biphenylene studies. Biphenylene is a small anti-aromatic molecule. It

has been suggested to be a building block for new materials. The biphenylene

molecule and a hypothetical 2D sheet constructed from it were studied in Pa-

pers VIII to XI, which also includes the adsorption of biphenylene on Cu(111)

and its film architectures.

An efficient XAS multiplet method is suggested in Paper XII with applica-

tions to transition metal oxides.
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2. About quantum mechanics and density
functional theory

”Es gab eine Zeit, als Zeitungen sagten,
nur zwölf Menschen verstünden die Relativitätstheorie.
Ich glaube nicht, dass es jemals eine solche Zeit gab.

Auf der anderen Seite denke ich, es ist sicher zu sagen,
dass niemand die Quantenmechanik versteht.” (German translation)

− Richard P. Feynman

The behaviour and the properties of microscopic systems are dictated by

quantum effects. For an accurate understanding of the behaviour and the prop-

erties of microscopic systems the laws of quantum mechanics have necessarily

to be taken into account. Quantum mechanics has given fundamental insights

in innumerable branches of physics and in particular it has led to a detailed

understanding of the physical and chemical properties of matter. As a result,

we have been able to develop several technologies, like LEDs, solar cells and

lasers, which are commonly used nowadays, based on quantum phenomena.

The theory of quantum mechanics began with the study of the black-body

radiation problem in the beginning of the 20th century, where the work of Max

Planck had a central role. In 1900, Max Planck solved the black-body radiation

problem by describing light in terms of quantized oscillators, which lead to

Planck’s law of black-body radiation. He also postulated that the energy of

the electro-magnetic field is quantized. This led to the well-known Planck’s

relation1 for the energy E:

E = hν (2.1)

with ν the frequency of the oscillators and the Planck’s constant h. This equa-

tion connects the frequency of a photon to its energy. A further fundamental

step came with the study of light-matter interaction performed by Albert Ein-

stein who could explain the photoelectric effect. The latter is the phenomenon

of the emission of electrons by a piece of metal or other material, when shone

by light with a certain frequency. Einstein moved further from Planck’s energy

relation, developing the idea of the quantized nature of the electro-magnetic

field and therefore also of light. His interpretation was that an energy transfer

between light and matter can only happen in discrete quanta, so-called pho-

tons, at certain energy as given in Eq. (2.1).

1or Planck-Einstein relation
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Further basic advancements were about to come. In 1913, Niels Bohr ex-

tended the quantum energy hypothesis to the electronic energy levels of atoms,

showing that the electrons in an atom occupy quantized energy levels.

In 1925, Erwin Schrödinger formulated the fundamental equation of quan-

tum mechanics, the Schrödinger equation. Its time-independent form is given,

as below, by (
− h̄2

2m
∇2 + v(r)

)
|Ψ(r)〉= E |Ψ(r)〉 (2.2)

which describes the energy E of the state |Ψ(r)〉 as sum of the potential and

kinetic contributions. This equation is a fundamental ansatz to describe ground

and excited states of a quantum system. In the hydrogen atom, for example,

the wave function can be described as a so-called s-orbital wave function,

where ’s’ stands for sharp. This simple one-electron system can be solved

analytically, but an analytic solution cannot be obtained for other systems, like

technologically relevant systems with many electrons. This is caused by the

increasing complexity caused by many electrons interacting with each other

and the resulting many-body effects.

Since the early description of quantum mechanics, there was and there

still is a strong connection to experimental spectroscopical techniques. Spec-

troscopy experiments are powerful to extract unique information on electronic

states in matter. In addition, also the heritage from the early atomic spec-

troscopy experiments can be found in the conventional terminology of quan-

tum mechanics, like the terminology for the electronic quantum states, that we

use nowadays.

The earlier mentioned s-orbital is an example. The conventional label ’s’

was taken from the description of spectroscopic lines of alkali metals. Further

labels are ’p’ for principle, ’d′ for diffuse and ’ f ’ for fundamental. The precise

properties of those orbitals are also linked to their principle quantum number

’n’, addressing shells, in addition to the orbital quantum number ’l’. Here,

particular properties of the many electron systems will be related to those or-

bitals. Furthermore, the magnetic quantum number ’m’, divides the states of a

particular angular moment into 2l+1 orbitals.

Throughout the present thesis, several discussions about the different or-

bitals will be presented. Also the intrinsic spin of an electron, a well-known

fermion2, is of relevance. Fermions have different properties than bosons3

since they have to obey to the Pauli exclusion principle. This imposes that

fermions within the same system, like in the same orbital, must have at least

one quantum number, e.g. n, l, m or s, not in common. A fundamental conse-

quence of this is that only two electrons with opposite intrinsic spin can occupy

the same orbital. It should be highlighted that the Pauli exclusion principle is

2particles with on half numbered intrinsic spin
3particles with an integer intrinsic spin

6



probably one of nature’s laws with the most important consequences for us.

One example are the magnetic properties of matter. But even the physics of

macroscopic objects like stars can be determined and explained by the Pauli

exclusion principle. For example white dwarf stars, the expansion driven by

the fusion processes has ended and their resistance to the gravitational com-

pression is only given by its electron-degenerate matter, e.g. the Pauli exclu-

sion principle. In addition, the exclusion principle is linked to spin and gives

an explanation to the existence of neutron stars. In those stars, electrons and

protons are merged to neutrons and the total gravitational collapse is prevented

by the exchange interaction, too.

The electrons in the atoms follow the Aufbau principle, which basically

states that the occupation of orbitals with electrons follows certain physical

trends. The latter ones are motivated by the minimization of energy by occu-

pying the energy levels with the lowest energy first.

Relativistic effects are included in the Dirac equation. The spin-orbit cou-

pling is a consequence of this relativistic description. Generally, the moving

electron with an orbital momentum l different from 0 creates an effective mag-

netic field which interacts with the spin of the electron. The strength of the

coupling depends on the motion of the electron. Therefore, electrons closer

to the atomic core have a stronger spin-orbit coupling than the valence elec-

trons, which are electrons of the outermost shell. Experimental effects of this

can be seen, for example, in the so-called L3-L2 splitting of X-ray Absorp-

tion Spectroscopy (XAS) measurements or the p3/2 and p1/2 splitting in X-ray

Photoelectron Spectroscopy (XPS)[14].

While this brief description of many important quantum mechanical charac-

teristics of fermionic systems is far from complete, it intends to provide a basis

for the remaining discussion. In depth explanations of these and other impor-

tant phenomena, like the uncertainty principle by Heisenberg, can be found in

the standard literature of detailed introductions to the quantum mechanics of

atoms, for example, in Ref. [15] and [16].

2.1 Density functional theory

As pointed out before, to find an analytic solution to the Eq. (2.2) for many-

electron systems is, apart from a few exceptions, not possible. To describe

realistic materials, which typically have many electrons, approximations con-

cerning the wavefunction and the operators, are essential.

Early developments in this direction were the Thomas-Fermi theory, based

on the electronic density, and the Hartree-Fock method, based on the anti-

symmetric fermionic wave functions. However, the essential step on the way

to a quantitative description of real materials was taken by the formulation of

the Density Functional Theory (DFT).
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The Hohenberg-Kohn theorems

The Hohenberg-Kohn theorems [17] are the foundation of DFT. They show

formally that the knowledge of the exact electronic density is sufficient to

uniquely determine the total energy of the ground state of a many electron

system. Briefly, the two theorems state:

(a) "[..] vext(r) is (to within a constant) a unique functional of ρ(r); since,

in turn, vext(r) fixes H we see that the full many-particle ground state is

a unique functional of ρ(r). [..]"

(b) "[..] for a system of N particles, the energy functional [..] has a minimum

at the correct ground state |Φ〉, relative to arbitrary variations [..] in

which the number of particles is kept constant. [..]"

The first theorem has the important consequence that the ground state density

ρ(r) uniquely determines the external potential vext(r). By knowing the ex-

ternal potential, the Hamiltonian of an N electron system is fully determined.

Therefore all ground and excited state properties can in principle be obtained

from ρ(r). In practice, the ground state density is obtained via the variational

principle, which relies on the second theorem, which states that the true ground

state density minimizes the total ground state energy of the electronic density

functional. Even though the original formulation was only exact for systems

with nearly constant or slowly varying densities [17], the DFT approach has

been extremely successful for computing the properties of a huge number of

systems including atoms, molecules, clusters or crystals in materials theory.

DFT includes the correlation energy, which is missing in the Hartree-Fock

theory as a consequence of the missing Coulomb correlation in the single-

determinant ansatz. Then, the Hartree-Fock total energy is an upper-bond in

the variational principle applied to DFT. This is used to define the correlation

energy Ec, introduced by Löwdin, as difference between true total energy E

and the total energy of Hartree-Fock limit. However, since the true total en-

ergy and the correlation energy are unknown, this formulation is of limited

practicality.

The Kohn-Sham scheme

A practical and successful ansatz to perform DFT calculations was introduced

by Kohn and Sham [18]. The Kohn-Sham approach, a simplification to the

many-body problem, is widely used to solve the Schrödinger equation for

many-electron systems.

The Kohn-Sham formalism introduces the same orbitals used in the Hartree-

Fock scheme into DFT. Unlike in the Hohenberg-Kohn theory, the kinetic en-

ergies and the density are calculated directly from the single electron states

|ϕi〉. The static Schrödinger equation Eq. (2.2) is modified into the Kohn-

Sham equation

ĥe f f |ϕi〉= εi |ϕi〉 (2.3)
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where |ϕi〉 is an one-electron wave function replacing the many-body wave

function |Ψ〉, ĥe f f is an effective Hamiltonian which includes the electronic

density via the mean-field approximation in an effective electronic potential

and εi are the eigenvalues to the one-electron wave function |ϕi〉.
The effective Hamiltonian ĥe f f for the free electron is given by:

ĥe f f =

(
− h̄2

2m
∇2

i + ve f f

)
(2.4)

which is the sum of the kinetic energy of a free electron and an effective po-

tential ve f f . The effective potential ve f f is the sum of three components

ve f f = vext + vxc + vH (2.5)

with the external potential vext which describes the Coulomb interaction be-

tween the electrons and the nuclei. The Hartree term, or direct term, vH ac-

counts for the Coulomb repulsion between electrons, but it also includes the

so-called self-interaction4 of the orbitals. The density ρ is obtained from the

N occupied single electron orbitals:

ρ =
N

∑
i
| 〈ϕi| ϕi〉 |2. (2.6)

The exchange-correlation term vxc is defined as

vxc =
δExc

δρ
(2.7)

which accounts for the exchange-correlation energy. The exact, explicit form

for the exchange-correlation potential is not known but it has to include a term

for the exchange energy, known from the Hartree-Fock (HF) theory, and one

for the correlation energy, which is absent in the HF theory.

In the Hamiltonian the kinetic energy of the nuclei is omitted. This is the so-

called Born-Oppenheimer approximation [19] and as a result the Hamiltonian

is reduced to the electronic problem and the positions of the nuclei are assumed

to be fixed.

The total energy EKS can be expressed in terms of the eigenvalues, the den-

sity, the Hartree energy EH and the exchange-correlation potential

EKS = ∑εi −EH [ρ]+Exc[ρ]−
∫ δExc[ρ]

δρ
ρdr. (2.8)

where summation and integration run over occupied states.

The Kohn-Sham Eq. (2.3) describes in practice an electron moving in an

effective potential due the external potential and the effects of the Coulomb

4It is an artifact of the method, resulting in the inclusion of the interaction of an electron with

itself
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interactions between the electrons [18]. This turns DFT into a theory of N in-

dependent single electrons, where the many-body effects are included via the

exchange-correlation potential [20]. It is important to observe that the Kohn-

Sham Eq. (2.3) is an exact equation. All contributions except the exchange-

correlation potential vxc are explicitly known, while vxc is introduced in ap-

proximated forms, of which a large number have been so far proposed [21–

23]. The many body problem is reduced to determine a self-consistent field of

N electrons in an external potential.

The fundamental question in DFT is the form of the exchange-correlation

functional. An analytic expression was derived for the exchange contributions.

It relies on the homogenous electron gas. Its correlation part instead, was ob-

tained through Quantum Monte-Carlo calculations. The resulting functional

depends on the local density at a point r, and therefore it is called local density

approximation [21, 22] (LDA). Also a spin-polarized functional in that form

exists. It is referred to as local spin density (LSD) functional [21], which has

been a very popular approach so far. In systems with inhomogeneous densi-

ties, the generalized gradient approximation [23–26] (GGA) was proposed to

account for variations in the density in the exchange-correlation functional.

However, there are problems related to these approximated functionals.

DFT suffers from an artificial problem of the self-interaction (SI) of an elec-

tron with itself. The Hartree-Fock theory, in contrast, is free of this problem.

Also, London dispersion forces [27], e.g. spontaneously induced dipole-dipole

interaction, are not captured by standard DFT. Finally, the energy- or band-gap

problem is very likely the most notorious weak spot of DFT. The latter is sim-

ply the systematical underestimation of the fundamental gap in molecules as

well as in crystalline solids in DFT calculations. This is closely linked to the

derivative discontinuity of the exchange-correlation functional [28, 29]. We

can express the fundamental gap as energy difference between two character-

istic energies. One of them is the first ionization energy (IE), the least energy

required to remove an electron from the material. The other is the electron

affinity (EA) which is the energy released when an electron is added to a neu-

tral material. Eventually, based on Koopmans’ theorem mapped to DFT, the

eigenvalues of the highest valence state (HVS) and the one of the lowest con-

duction state (LCS) would correspond to the experimental energies. However,

DFT typically underestimates the difference of both by 20% to 50% [28, 29].

Also the absolute energies are not accurately described. At the same time

keeping in mind, that DFT is defined for the N electron system in its ground

state, comparing the energies to an N-1 and N+1 electron systems appears to

be outside the capability of DFT.

Besides all shortcomings of DFT, it is well established in materials calcula-

tions. It has become a very efficient tool, for example, to determine the atomic

and electronic structure of various materials. New achievements in material

science can be based on DFT. The prediction of transparent dense sodium is

an example [30]. When the limitations of DFT results become evident, other
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methods need to be used. Many-body Green’s function techniques as em-

ployed in the GW method and the dynamical mean-field theory (DMFT) are

examples of those [31]. But also for them, DFT is an important contribution,

since the starting points for many methods are taken from DFT. However, an-

other ansatz is to improve the approximations in the only unknown part of

DFT itself, the exchange-correlation functional. This is attempted, for exam-

ple, by so-called hybrid functionals [21, 32–38]. Another consequence of the

local nature in the exchange-correlation functional is the lack of van der Waals

interaction, which can be addressed in sparse-matter methods [39–48].

In the following, relevant methods will be outlined. The spectroscopic tech-

niques relevant for this thesis are discussed in Chapter 3 and their connection

to DFT and to methods to simulate spectra is introduced in Chapter 4. Finally,

Chapter 5 summarizes the results published in the articles I to XII.

2.2 Hybrid functionals

While DFT employs an approximate expression for the exchange contribution,

the HF theory uses an exact expression. It is an easy conclusion to question

the performance of the DFT counterpart. For molecular systems, neither DFT

at the LDA/GGA level nor HF theory could obtain sufficient agreement with

experimental data for important properties like, for example, the atomization

energies and the ionization potential [33, 49]. The reasons for this are linked

to the approximations made in the two theories. While the pure Hartree-Fock

results miss correlation effects, the local and semi-local approximations do not

capture all of the physics in systems with fast varying density.

It turned out that for molecular systems, the inclusion in the functional of

a part of exact exchange could dramatically improve the results [33, 38, 49].

The combination of DFT with exact exchange yields the very successful ap-

proach of hybrid functionals, of which a large variety exist today. With the

partial exchange contributions in common but with different amounts, they

differ in the complex interplay between the correlation and exchange. Partic-

ularly successful hybrid functionals are, for instance, B3LYP [21, 33–35] and

PBE0 [50, 51]. In the latter one, the exchange-correlation contributions to the

total energy functional are given as

Exc = EGGA
c +

3

4
EGGA

X +
1

4
EHF (2.9)

with 25 % exact exchange EHF and 75 % exchange from GGA (EGGA
X ) while

the correlation energy EGGA
c is taken from GGA only. This parameterization

is motivated by perturbation theory. B3LYP instead has 20 % exact exchange

and an additional mix of LDA and the GGA exchange correlation terms, whose

parameterization gives the best results for various experimental references for

a test set of molecules. This can be seen as one-for-all functional philosophy.
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Although very successful in the computation of several properties, also hy-

brid functionals like B3LYP have functional typical weak spots: charge trans-

fer excitations, polarizability for long chain molecules and time-dependent

excitations are examples for B3LYP [32]. Improvements have come with the

range-separated hybrids [32, 36, 37]. These use a division of the Coulomb

operator r−1 in a short-range (SR) and a long-rang (LR) part, often through an

Ewald split. In detail, the short and long range part can be expressed through

the error function as

1

r
=

1− (α +βer f (γr))
r

+
α +βer f (γr)

r
(2.10)

where α , β and γ are adjustable parameters[32].

The exact-exchange is applied to one part and the DFT exchange counter-

part on the other one. Details depend on the particular ansatz and the system

of interest [32, 36, 37, 52, 53]. Also, a variety of different range-separated

hybrid functionals has been proposed; CAM-B3LYP [32] and HSE [36, 52]

are well known representatives. The latter functional, for instance, applies

exact-exchange at short-range.

Another ansatz searches for the optimal functional for each system indi-

vidually, a one-for-one kind of approach. By determining the best interplay

between Hartree-Fock and DFT exchange potentials via providing those parts

with a longer or shorter effective range, an optimally tuned range separated

hybrid functional (OT-RSH) can be obtained [54]. In practice, this can be

achieved through a suitable choice of the range-separation parameter γ and

the mixing parameters α and β . To avoid ambiguity, the ionization potential

theorem (IPT) motives the choice of the parameters, which have to be obtained

for each system independently. In practice, the residual J between the IE and

the corresponding electron eigenvalue are minimized according to

J2(γ) = ∑
i

(
ε(γ)(N + i)− IE(γ)(N + i)

)2
. (2.11)

The IPT for DFT is equivalent to Koopmans’ theorem and makes the scheme

therefore non-empirical [54]. The OT-RSH approach has been very successful;

the ionization energies, for example, can be obtained within 0.05 eV from

measured values for molecules [53, 55, 56].

2.3 DFT and van der Waals interactions

Van der Waals (vdW) interactions play an important roll in many fields of sci-

ence and are even observable in normal life. Although the vdW based chem-

ical bonds are very weak, the vdW interactions are responsible for several

macroscopic effects. For instance certain small animals can stick on walls

without the need to use claws or any kind of glue. Examples are arthropods
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like spiders and insects like ants, but for sure the most impressive case is a rep-

tile, the gecko. In spite of being much heavier than most arthropods, geckos

can stick on vertical walls thanks to the vdW interaction between their feet

and a wall, which are strong enough to defeat the gravitational pull. It has

been estimated that the vdW forces between surfaces and the feet of geckos

can reach values of a few tens of N.

A part from the inspiring phenomena in nature, vdW interactions need to be

considered to understand important technological fields. For example they af-

fect the self-assembly of molecules [57, 58], the surface-molecule interface

[59–61] and the polymorph structures of molecular crystals [62]; systems

which are of high relevance for molecular electronics [63] and drug design

[64, 65]. Implementing efficient methods to compute vdW interactions in ma-

terials theory simulations has become a crucial aspect of modern research, and

it has gained increasing interest in recent years [66, 67]. Van der Waals models

have been developed from an empirical potential to today’s state of the art ab
initio descriptions of various kinds [46, 68, 69].

The first time that the interaction between non-polar and non-charged mole-

cules was described goes back to Johannes Diderik van der Waals5 in 1869.

The field was further developed in the 1930’s by Fritz London, who employed

perturbation theory in the framework of quantum mechanics [27]. In his con-

secutive works, he could derive a potential decaying with R−6 on the ansatz of

spontaneous polarization [27].

The Kohn-Sham equation (Eq. 2.3) is exact, but the unknown exchange-

correlation potential vxc in the local and semi-local approximation, e.g. LDA

and GGA, as well as in hybrid functionals like B3LYP, does not cover the

dispersion effects at the long range scale, like the vdW interactions. Thus, the

predictive power of DFT and the realistic description of materials, in which

those interactions are important, with DFT are diminished. It is well known for

example that LDA typically underestimates bond lengths of weakly interacting

systems, while GGA overestimates them [59].

The steady development in the understanding and modeling of vdW inter-

actions has generated a large variety of methods to be coupled to DFT that will

be introduced in the next paragraphs.

Pair-potential approaches
The pair-potential based methods (C6R−6) follow the idea of adding a long

range correlation term EvdW to the total Kohn-Sham energy EKS of Eq. (2.8).

The new total energy can be expressed as

EKS+vdW = EKS +EvdW . (2.12)

5Johannes Diderik van der Waals received the Nobel Prize in physics in 1910 for "for his work

on the equation of state for gases and liquids" - the discovery of the van der Waals interaction
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A general form for EvdW [40] may be written as

EvdW = s0 ∑
i, j �=i

Ci j
6 R−6 × f (R,R6i,R6 j) (2.13)

with an empirical scaling constant s0 for each DFT functional, the damping

function f , the dispersion coefficients Ci j
6 and the vdW radii R6i and R6 j. The

indices i and j run over the atoms. The pairwise term Ci j
6 can be derived

in several ways [70] for example with the adiabatic connection fluctuation

dissipation (ACFD) theorem [71] in the random phase approximation (RPA)

[41]. Common features of all pair-potential methods are the strictly additive

character of the dispersion energies [39] and the use of dispersion coefficients

(C6 and R6) for each element. The C6 coefficient accounts for the interaction

through induced dipole moments, which depend on the polarizability as can

be seen from the Casimir-Polder integral [72]. The vdW-radii instead are not

a quantum mechanical observable [39], but they act as a scaling factor of the

separation distance in the damping function f .

Within the pair-potential approaches, different schemes to determine EvdW
have been elaborated. Due to the force field-like design, the C6R−6 methods

are highly efficient allowing investigations of large systems with applications

in technology [66] and medicine [62].

A method which has been very successfull is the DFT-D2 method by Grim-

me [40], which is a successor of a previous DFT-D1 implementation [73].

This method has obtained very good results for many systems like dimers

[74] as well as for the adsorption on surfaces [75]. The C6 are computed

with atomic ionization potentials and with atomic static dipole polarizabili-

ties obtained from DFT/PBE0 calculations. The values for the R6 reference

coefficients are calculated from electron density contours which are obtained

from restricted open shell Hartree-Fock calculations [40].The pairwise C6i j
dispersion coefficients are of the form

CD2
6i j =

√
C6iC6 j (2.14)

which is motivated by empirical tests [40]. This vdW correction, however, is

known to underestimate bond lengths and to overestimate adsorption energies

for molecules on some metal surfaces [59, 76].

Another very successful pair-potential-like vdW implementation is the Tkat-

chenko-Scheffler (TS) method which includes a density dependence in the C6

coefficients. An expression for the pairwise C6i j coefficient can be derived

from the Casimir-Polder integral [39, 72] The C6i j coefficients are evaluated

according to

CT S
6i j =

2C6iC6 j
α0

j

α0
i
C6i +

α0
i

α0
j
C6 j

(2.15)
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where α0
i/ j are the static polarizabilities; clearly indicating a certain ambiguity

among the pair-potential methods. The Hirschfeld partitioning of the ground

state density generates the density dependence of the pair coefficients. TS

is constructed in a way that the only empirical parameters, which are d, a

fitting parameter, and s0 the scaling constant, are part of the damping function

f . Similar to DFT-D2, the R6 reference coefficients are derived from atomic

ground state densities while reference data of α0 and C6 are obtained from

self-interaction corrected time-dependent DFT calculations [77].

A common drawback of the C6R−6 method is constituted by the purely ad-

ditive pairwise C6i j coefficients [39] and by the resulting overestimation of

the correlation term EvdW with increasing system size [41]. This is a result of

neglecting the correlation of higher order multipoles and of missing screening

effects [69]. Another aspect of the TS method is the influence of the static

polarizability α0. It has been shown that dispersion coefficients of nanomate-

rials are not necessarily constant for a specific element [67]. For instance, the

diversity of existing carbon based materials like graphene, carbon nanotubes,

or organic molecules and their differences in dimensionality also cause large

complexity in the electronic structure [67]. The resulting differences in the

electronic density can change polarizability and therefore different interaction

strengths can be a consequence.

Further improvements to account for the systems dependence can be gained

if many-body effects are included in the vdW methods. The TS-SCS method

considers electromagnetic screening of the polarizabilities of atoms in mole-

cules and solids [41]. By considering electrons in atoms as quantum harmonic

oscillators, the screened polarizabilities αSCS can be obtained which effec-

tively reduce the interaction strength between pairs of atoms.

Rutgers-Chalmers vdW-density functionals

The sparse-matter density functionals (vdW-DF) aim to improve the descrip-

tion of the long-range correlation in a density dependent fashion [42, 43, 45–

48]. In this way, they are considered to be a non-local density functional. The

exchange-correlation term EvdW−DF
xc of the sparse-matter functionals can be

split into three contributions:

EvdW−DF
xc = EGGA

x +ELDA
c +Enl

c (2.16)

with the GGA exchange potential EGGA
x . ELDA

c and Enl
c account for the corre-

lation potential. In detail, the correlation has a local (ELDA
c ) and a non-local

(Enl
c ) term. The interplay between the three terms is complex and an appro-

priate choice aims in resulting in an universal functional that can go beyond

the existing local and semi local ones. The "unknown" term in this case is the

Enl
c . Finding a simplified and accurate expression for Enl

c is essential and non-

trivial, and the ACDF theorem in the so-called full potential approximation

[46] is used to derive an expression for Enl
c .
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The Rutgers-Chalmers density functions, also called vdW-DFs, have been

successfully applied among many other systems, to layered systems [45], to

the adsorption of molecules on surfaces [78] and on other weakly bonded sys-

tems [48]. Dion et al. proposed a non-local functional, the vdW-DF [46],

for systems with arbitrary geometries as a generalization of the vdW-DF for

layered systems [45] like graphite. However it has been observed that vdW-

DF suffers from an overestimated adsorption distance for the molecules on

surfaces, and an overestimation of the lattice constants of molecular crystals

[42, 79]. Improved many-body scaling and electron-hole conservation yielded

the long-range correlation of DF2 [47], usually named vdW-DF2, which rep-

resents an improvement in the performance of the vdW-DFs [47, 59].

A detailed analysis conducted by Klimes̆ et al. have shown that the too

repulsive Pauli wall leads to overestimated distances between weakly interact-

ing systems [43]. Improvements can be achieved by changing the exchange

potential [43] which aims to gain a reduction of the Pauli repulsion strength.

Several alternative sparse-matter functionals were proposed as for example

vdW-DF-09, optB88-DF and optB86b-DF [42–44].
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3. The physical background of spectroscopy

UV and X-ray spectroscopies are widely used techniques in materials science.

These experimental methods have the capability to unveil the states of com-

plex quantum systems like the electrons in an atom, molecule or solid crystal,

giving unique element specific information. Several different techniques have

been developed during the years, which can nowadays be performed at syn-

chrotron radiation facilities like the MAX IV facility in Lund, Sweden [80].

X-rays, discovered by Wilhelm Röntgen1 in 1895, are a versatile spectro-

scopic probe that allows the examination of a vast range of materials in many

fields of science, in industry and in medicine for diagnostic purposes. To-

day, X-ray spectroscopy is an important method in state-of-the-art materials

research. Several experimental techniques have been developed, which are

widely used to obtain insights into the structure [81–83], chemical com- po-

sition [84] and electronic states [85] of materials such as molecules, surfaces

and solids [86]. The combination of experimental results and theoretical sim-

ulations, which has been used in several works of the present thesis, is an

especially powerful combination. The theory via accurate simulations of the

materials and of the physical processes at the basis of the spectroscopy can

in many cases describe the measured spectra at a detailed level, and different

materials properties can be explained. Many UV based and soft X-ray based

experimental spectroscopic techniques exist [87–89], with photon energies in

the range between a few to a few thousands of eV.

The fundamental physical process at the basis of all these spectroscopies is

the interaction of photons with electrons. Since the photon energy can be cho-

sen across a wide energy window, very different events can be generated, as

will be briefly illustrated in the following part. At low energies, an excitation

caused by light in the visible range, e.g with an energy between c:a 1.7 and

3.3 eV, can promote a valence electron into an unoccupied state. At energies

a bit larger and in the order of tens of eV, valence electrons can usually leave

the system. This is the basics of PES of valence electrons described by the so-

called outer photoelectric effect, the one explained by Einstein. The excitation

radiation can in this case be UV or X-rays. At even larger photon energies,

also core electrons can be excited into unoccupied states. This is XAS which

triggers neutral excitations since the total charge of the system is unchanged.

At energies larger than those of XAS experiments, the core electrons can leave

the system, as in the PES experiment sketched in Fig. 3.1, also called XPS.

1Wilhelm Conrad Röntgen (1845-1923) was a German physicist. He obtained the first Nobel

Prize in Physics in 1901 for the discovery of X-rays.
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The Fermi golden rule

The absorption of soft X-ray radiation is a specific example of the light matter

interaction. The Hamiltonian Hel describing the electron interacting with the

electromagnetic field may be written as

Hel = H0 +HA (3.1)

where H0 is the Hamiltonian and HA represents the perturbation caused by the

electromagnetic field. This form is well-known from linear response theory.

In detail,

HA =
e

mc
A ·p (3.2)

expresses the interaction between the electron with momentum p and the elec-

tromagnetic field of the photon.2 The complex vector potential A is expressed

by:

A = A0E
(

ei(k·r−tω) + e−i(tω+k·r)
)
. (3.3)

where A0 is the intensity, E is the polarization vector, ω = 2πν is the frequency

and k is the wavevector of the electromagnetic field. With time-dependent

perturbation theory, it is possible to derive the so-called Fermi’s golden rule.

It describes the transition of an electron from an initial into a final state due to

an excitation process induced by the absorption of a photon. The Fermi golden

rule expresses the transition rate w as

w =
2π
h̄
|〈φ f

∣∣HA
∣∣φi

〉 |2δ (Ei −E f +hν). (3.4)

Assuming that the wavelength of the photons is much longer than the di-

mension of the atoms, the transition probability w can be approximated in the

dipole approximation as:

wD =
2π
h̄
|E〈

φ f
∣∣ T̂

∣∣φi
〉 |2δ (Ei −E f +hν). (3.5)

for which the expansion of Eq. (3.3) is of first order. The transition occurs

between the initial state |φi〉 with the energy Ei to the final state
〈
φ f
∣∣ with

the energy E f . It is promoted by the transition operator T̂ , which can be rep-

resented in real and reciprocal space. The dipole approximation implies the

dipole selection rules Δl=±1, Δml=0,±1 and Δms=0.

A simplification can be applied if the transitions can be understood in a

single particle picture. In the sudden approximation, the final state is assumed

to be almost unaffected by the excitation and is therefore identical to the initial

state. Then, the orbitals in the initial state are unchanged upon excitation to the

final state and a single electron picture can be applied. Instead of employing

2This particular form assumes a gauge invariance of ∇ ·A = 0
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Figure 3.1. Illustration of the ground state energy level, the ionization process via

XPS excitation, the PES related ionization of valence electrons and the electron tran-

sition from an occupied to an unoccupied orbital during XAS excitations. The core

state, highest valence state (HVS) and the lowest conduction state (LCS) are depicted.

Electrons are shown as filled and holes as empty circles.

the full wave function, the transition probability can be expressed in terms of

the initial one-electron orbital |ϕi〉 and the final state
∣∣ϕ j

〉
as

wSP =
2π
h̄
|E〈

ϕ j
∣∣ T̂

∣∣ϕi
〉 |2δ (Ei −E f +hν). (3.6)

Photoelectron spectroscopy

In Photoelectron spectroscopy (PES), an atom in a material is ionized by the

absorption of photons via the photoelectric effect. The final state of the sys-

tem in Eq. (3.4) is described in this case by a free electron. The process can

be explained with different models, like the one-step model which we have

considered in the present work. When illuminated with photons of energy hν ,

electrons in the orbital |ϕi〉 with binding energy Ei can absorb a quantum of

energy. As known from the photoelectric effect, the photon energies need to be

larger than the binding energies (plus the work function) to be able to excite the

electrons. When the electrons are excited to become free electrons, the system

is ionized and a vacancy, e.g. a hole, is left. Figure 3.1 illustrates the process.

Following the energy conservation, and neglecting secondary processes like

satellite excitations etc, one obtains the following equation

hν = Ekin +Ei +Φ. (3.7)

with Ekin the kinetic energy of the free electron after it has left the system and

Φ the work function. When the photon energy, e.g. wavelength Eq. (2.1), and
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Figure 3.2. Illustration of the idealized π∗ and σ∗ transition probability. (i) shows

that total spectrum; equivalent to disorder, (ii) shows the π∗ and (iii) the σ∗ transitions

probabilities.

the work function are known, the binding energy is obtained by measuring the

kinetic energy of the expelled electron.

PES can be used to excite any electron in the system, from valence to core

states. However, to excite the valence states even photon sources of low energy

can be used, like UV sources, while to excite core levels soft X-rays need to

be used (hard X-rays in case of core excitation of electrons with BE of some

thousands of eV). In the cases when X-rays are employed as an excitation

source, the experimental technique is usually called XPS. The valence elec-

trons have binding energies of just a few eV and are crucial for understanding

important properties of a material, like the chemical bonds, the conductivity

and electrical, magnetic and optical properties that determine the possibility

to employ a certain material in practical applications. The core-electrons have

much larger binding energies. Due to the influence of the large Coulomb at-

traction between nucleus and core electrons, the difference between binding

energies of different elements is large and the XPS technique can therefore

provide element specific information and is routinely applied in surface sci-

ence [90]. The ionization process of XPS is illustrated in Figure 3.1. The key

advantage, which goes back to the development by Kay Siegbahn3 from Up-

psala University, is the sensitivity of XPS peaks to the chemical environment

of the atoms.

3 He received the Nobel Prize in 1981 for his contributions to high-resolution electron spec-

troscopy.
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1s XPS

The differences in the chemical environments surrounding different atoms pro-

duce shifts in the binding energy of up to a few eV called core level shifts.

These variations in the BE are caused by charge transfer effects, or by dif-

ferent binding potentials, in connection to adsorbate-substrate topographic or

structural changes [91, 92]. This is the type of information which one can

obtain by the XPS of the 1s electrons.

2p XPS

The excitation of 2p core electrons, for example in 3d transition metals like

Fe or Co, underlines a more complex process with respect to the 1s electrons.

A characteristic feature of the 2p XPS is the splitting of the core-level lines.

The splitting can be explained with the spin-orbit coupling taking place in the

2p subshell in the final state. Since one electron is unpaired, the moment of an

unpaired 2p electron can couple to the orbital moment and, due to the proxim-

ity of the nucleus, the spin-orbit coupling is strong. Therefore, the line shape

of 2p XP spectra splits into two well separated peaks with branching ratios of

2 to 4 corresponding to the 2p1/2 and 2p3/2 components, respectively. Due to

the wave function overlap between 2p and 3d states, the simplification of the

single particle approach is not valid to understand the transitions and a wave

function based approach considering the multiplets of the d states must be ap-

plied [93]. The complexity of the process causes more complicated spectral

profiles with respect to the 1s XPS, which are more difficult to interpret in

terms of electronic states involved.

XAS and NEXAFS

XAS is another very important spectroscopic technique, where, in contrast to

XPS, the system remains electrically neutral. In fact, in XAS unlike in XPS,

the excited electron is promoted into an unoccupied orbital and does not leave

the system [93]. Due to the dipole selection rules, specific information on the

unoccupied electronic states can be obtained, and the orientation of the elec-

tronic orbitals are accessible. The XAS experiment is carried out by scanning

the photon energy within energy windows, since due to the energy conserva-

tion, only certain photon energies can cause a resonance. When the photon

energy is close and below the ionization threshold, also called transition edge,

XAS is referred to as Near Edge X-ray Absorption Fine Structure (NEXAFS)

spectroscopy [94], and this is the technique which is related to the studies pre-

sented in this thesis. At larger energies, scattering effects can occur and at this

energy region XAS is referred to as Extended X-ray Absorption Fine Structure

(EXAFS).
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According to the shell structure of the atomic orbitals, core-level excita-

tions can be divided into different adsorption edges, following the notation by

Charles G. Barkla [95]. Excitations from the 1s orbital are addressed as K-

edge excitations, e.g. n=1. With increasing n, the excitations edges follow the

alphabet, e.g. L, M and so on.

K-edge NEXAFS

K-edge NEXAFS spectroscopy probes the transition of a 1s electron into an

unoccupied p-like orbital. Information about the unoccupied states in the pres-

ence of a core-hole can be obtained with this technique. One of the key fea-

tures of K-edge measurements in planar organic molecules containing C and

N atoms is the ability to extract information about the orientation of unoccu-

pied orbitals [96]. This can be easily seen when the transition operator T̂ is

written in real space where it acts as r. Due to the selection rules, if the tran-

sition is at the K-edge, e.g. from a 1s orbital, the final state orbitals must be

of the p-type. This can be seen from the dipole selection rules which dictate

that the orbital momentum must change as Δl = 1. The p-type orbitals have

three different directions (px, py and pz), but can also hybridize with the 2s,

forming different types of bonding geometries. By selecting the polarization

vector of the incoming light E in a certain polarization plane and expressing

the transition operator in terms of r, a direction selective excitation process

follows according to r ·E in Eq. (3.6).

This property is often employed to investigate the orientation of molecular

bonds. In planar molecules, like phthalocyanines, generally the lower unoc-

cupied orbitals are directed perpendicular (π∗) to the molecular plane. The

unoccupied in-plane states are even higher in energy (σ∗) giving the spectra

a characteristic profile: an illustration of this can be found in Figure 3.2. If

adsorbed on substrates, the K-edge NEXAFS can be employed to determine

whether the molecules form ordered and quasi-ordered architectures.

In 1s NEXAFS, the focus is on those electronic states below the ionization

edge, see Figure 3.2 which gives a sketch of a NEXAFS spectrum for a molec-

ular system. As shown in Figure 3.2 (i), a NEXAFS spectrum has distinct re-

gions below the ionization edge. The first peak of the spectrum corresponds,

when allowed by the selection rules, to a transition into the LUMO, and further

peaks correspond to transitions into higher lying orbitals with high principle

quantum numbers, the so-called Rydberg states. Above the ionization edge,

the spectra represent several effects such as multi-scattering processes with ex-

citations into the continuum. The excitations between orbitals above HOMO

and the Rydberg states have long life times and sharp excitation peaks while

the short lived structures on the continuum are much broader [94].
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L-edge NEXAFS

L-edge NEXAFS probes the transition of a 2p electron into an unoccupied

state in the 3d shell according to the dipole selection rules. This technique

is in particular useful to study, for example, transition metal compounds like

oxides or molecules such as enzymes and metal-organic complexes [97, 98].

In many cases, the electronic properties can be altered if the transition metal is

exchanged or the electro-magnetic surrounding is modified. This contributes

to understanding the physics of these systems. Since they have many applica-

tions in technological and biological fields such as in solar cells, drugs design

and molecular electronics, gaining insights into electronic structures from 2p
XAS experiments may lead to further developments and achievements.

The electrons in the d-shell have a strongly correlated behavior due to spa-

tial confinement effects and this results in the multiplet features seen in the

NEXAFS spectra. In contrast to the K-edge, a single-particle picture cannot

be applied to interpret the spectra. The final states of the 2p XPS and XAS

have the core-hole in common. The L-edge signal has for the same reason two

components, L3 and L2, which are a consequence of the spin-orbit coupling of

the hole. The branching ratios can be very different from the static 4:2 ratio in

XAS [93], which is a consequence of the dipole selection rules; in particular

Δml = 0,±1 is relevant and details depend on the electronic structure. The

latter can be subject to crystal fields, charge transfer and ligand effects [93].

Like for the K-edge, also in for the L-edge further information can be ob-

tained from polarized light interacting with the sample. In particular, the use

of circular polarized light is important since it is used to obtain information on

the magnetic properties of a sample [99].
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4. Theoretical modeling of spectra

4.1 PES

In a rough approach, PE spectra can be computed with the sudden approxi-

mation stating that the expulsion of an electron is instantaneous and the other

electrons of the system do not have time to relax. Nevertheless, identifying

the Kohn-Sham eigenvalues with the valence band spectra can be in reason-

able agreement for many systems. However, depending on the functional, the

positions of the eigenvalues can differ and therefor the results of PES compu-

tations depend on the functional used.

Another approach includes the electronic relaxation of the remaining elec-

trons in presence of the hole, the so called ΔSCF calculations. The binding

energy of an electron can be expressed as

ESCF = EN−1 −EN (4.1)

where EN is the total energy of the system with N electrons and EN−1 is the

system where one valence electron has been removed. In practice, this method

is applied to obtain the ionization energy, as it is employed, for example, in

the OT-RSH ansatz in Eq. (2.11).

4.2 The GW approach

In many cases, the description of the valence band and of the excitations from

the valence states, obtained by DFT methods need to be improved, and more

accurate methods are being developed. It is well known that the direct com-

parison of Kohn-Sham eigenvalues with, for example, experimental PES data

does not necessarily provide good agreement. A well-known example is of

course the infamous band-gap problem, as Kohn-Sham band gaps are nor-

mally underestimated by 30-50% [100]. This issue is also present in Koop-

mans’ theorem. The theorem states that the first excitation energy in the re-

stricted Hartree-Fock approximation is equal to the eigenvalue of the first or-

bital. However, this is based on the frozen orbital assumption in which the

orbitals of the ion are the same as those of the neutral system. However, ne-

glecting the relaxation effects might lead to large discrepancy from the exper-

iment. Fortunately, the framework of many-body approaches can provide an

accurate description of excitations.
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Figure 4.1. Hedin’s wheel

Many-body perturbation theory (MBPT) techniques have been a successful

alternative/extension of DFT calculations to obtain excited state properties; in

particular by employing the Green’s function approaches to describe the prop-

agation of electrons. The Green’s functions have not only an easy to grasp

physical interpretation, but also represent a theoretically well-motivated and

systematic approach to the excited state problem [101]. Within this frame-

work, excitations of electrons are generally expressed as transition amplitudes

linked to the propagation of electrons in an interacting system of electrons.

In 1964, Lars Hedin formulated a method to evaluate the self-energy Σ of

the high-density electron gas, e.g. of a metallic system [102]. The self-energy,

a non-local, frequency-dependent and non-Hermitian operator, represents the

complicated electronic correlations containing all information of the many-

body interactions between the N electrons in the system, though the calcula-

tion of Σ is a non-trivial task. Hedin’s proposed perturbation method contains

a set of five self-consistent equations, which can be given as the so-called

Hedin’s wheel shown in Figure 4.2. It is based on the expansion of Σ in terms

of the full Green’s function G and the dynamically screened potential W [103].

The wheel begins with the construction of the Green’s function G in terms

of the non-interacting Green’s function G0 and Σ in the Dyson equation (4.2)

G = G0 +G0ΣG. (4.2)

The Dyson equation expresses the connection between the non-interacting and

the interacting system. In this context, G0 and G are referred to as bare and

dressed Green’s function. Their poles correspond to their quasiparticle ener-

gies. As shown in Figure 4.2, G and Σ are used to compute the vertex func-

tion Γ, the response function χ , which is also known as polarizability, and

the screened potential W to eventually evaluate Σ. The explicit equations of

Hedin’s wheel are given in the Appendix A. The key features are briefly dis-

cussed in the following paragraphs. When the Green’s function is constructed,

in principle the only further needed term is the dynamically screened potential
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W , containing most of the physical phenomena of the GW approach (GWA).

The screened potential is evaluated in a Dyson-like equation

W = v+ vχW. (4.3)

and it appears dressed compared to the bare potential v due to the polariz-

ability1 χ . The resulting interactions can be understood as those of a quasi-

particle, here an electron dressed by a polarization cloud [103, 104]. While

the electron is repelling other electrons, it creates an attractive surrounding

around it, the exchange-correlation hole, with an effective positive charge [20]

which screens the bare Coulomb repulsion. The polarization cloud together

with the electrons is the quasi-particle. The equations in Hedin’s wheel have

to be solved self-consistently which can be rather involved.

In the GWA [31, 102, 105], the set of self-consistent integral equations is

simplified through the truncation of Hedin’s wheel. This is achieved by sim-

plifying the functional definition of Γ as ΓGWA=δ (1,2)δ (1,3) [102, 106]. As

a consequence, electron-hole interactions are neglected and the polarizability

is evaluated in the RPA [107]. The dynamically screened potential and con-

sequently the self-energy are also affected. Eventually, Σ can be expressed in

the form

Σ(12) = iG(12)W (12) (4.4)

where the integer used indicates the coordinates in space x and time t, for

instance 1=(x1,t1). This gives the GW method its name. It might be noted that

replacing W with v in Eq. (4.4) represents the Hartree-Fock equation.

In practice, the Green’s function is constructed from Kohn-Sham wave

functions and eigenvalues as unperturbed G0. Alternatively, the ones from

Hartree-Fock calculations can be used. The initial self-energy is set to zero,

causing the use of G0 in the evaluation of χ and W . The latter is then referred

to as RPA screened potential W0. The resulting Σ is given by the so-called

G0W0 method, which is used in most practical computations. Then actually,

Γ corresponds to the non-interacting case and in this sense the GWA corre-

sponds to the evaluation of the complete wheel for the non-interacting case, at

least for the first iteration. The set of self-consistent integral equations in the

G0W0 method is shown in Figure 4.2.

The self-energy is used to determine the quasiparticle energy εGW
i via a

correction of the underlying DFT eigenvalue εi for each state |Ψi〉. If the

difference between the exchange-correlation potential and the self-energy is

small [108], the quasiparticle energies εGW
i can be written as corrections of

the Kohn-Sham eigenvalues by Σ, Eq. (4.5)

εGW
i = εi +Zℜ(〈Ψi|Σ(εi)− vxc |Ψi〉) (4.5)

1also known as density response function
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Figure 4.2. Hedin’s truncated wheel in the G0W0 method.

where the contributions of the exchange-correlation potential vxc are replaced

by the self-energy. Since the self-energy accounts for the many-body effects,

the DFT exchange-correlation contributions to the energy need to be removed.

The renormalization factor Z arises from the perturbation ansatz of the GW

correction to the Kohn-Sham eigenvalues εi.

The DFT starting point

Since GWA was formulated for the interacting G but in contrast the non-

interacting G0 is employed in G0W0, the question of the implicit consequences

arises naturally. G0 is constructed from DFT eigenvalues and wave functions.

However different functionals like LDA, GGA and hybrids can be used. While

the G0W0 ansatz yields often very accurate results, the dependence on the DFT

starting point is too strong in many cases. Then, a one-shot G0W0 calculation

is not sufficient and self-consistent GW calculations [109, 110] can achieve

better accuracy. Especially for molecules, considerable improvements are ob-

tained through self-consistent calculations [100, 111, 112].

Self-consistent GW methods

The dependence on the starting point can be reduced by performing self-

consistent GW calculations. Different self-consistent schemes for GWA have

been proposed [100, 109–112]. Either updating the Green’s function or the

screened potential in so-called GW0 and G0W calculations, or updating both

in scGW. On the other hand, the way G and W are updated can also follow

different methods. Since the quasiparticle energies and wave functions can be
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obtained [113, 114] via

(t̂ + vext + vH)Ψi(r)+
∫

d3r′ℜ(Σ(r,r′))Ψi(r′) = εGW
i Ψi(r) (4.6)

where t̂ is the kinetic energy operator. Then, quasiparticle energies and wave

functions, can be determined self-consistently [100] via restarting the evalu-

ation of Σ. The simplification in the vertex function, however, can result in

difficulties within self-consistent GW cycles. Also the RPA ansatz is strictly

speaking only valid for metals while with increasing fundamental gap, a cer-

tain ambiguity is introduced [107].

One way to update G and W is to replace the eigenvalues used to con-

struct them with the new self-energy corrected eigenvalues. Equation (4.5)

gives insights on how it can be performed. The residuals between the many-

body effects are reduced by each iteration. Of course, after the first iteration

the exchange-correlation potential drops out and the quasiparticle energies are

updated through the self-energies. The updated eigenvalues reenter the start

of Hedin’s truncated wheel in the next iteration. Then the new self-energy is

obtained. This is repeated until convergence of the self-energies is reached.

Since the wave functions are kept constant, the density remains the same. In

another approach both, quasiparticle wave function and eigenvalues, can be

updated. The quasiparticle equation (4.6) allows to obtain εGW
i alternatively

to Eq. (4.5). Then, the quasiparticle wave functions and eigenvalues are up-

dated. However, due to the missing vertex function, the obtained results have

to be interpreted carefully.

4.3 Optical absorption - the Bethe-Salpeter equation

”If I could remember the names of all these particles, I’d be a botanist.”
− Enrico Fermi

In PES measurements, information about a materials is extracted by re-

moving an electron from it. This is caused by the adsorption of a photon with

a certain energy. Additional information can be gained if the excitation en-

ergy is not sufficient to separate the electron from the materials. In that case,

the excited electron is propagating into an unoccupied or virtual orbital still

belonging to the same material. In this neutral kind of excitation, involved

correlation effects can occur [115, 116]. Photons in the visible and UV range

can promote an electron from valence levels to unoccupied levels.

The interplay between the excited electron, the left-behind hole and the

remaining electronic system causes screening effects. They are the main con-

tributors to its observable physical effects [117]. In particular bound excitons

can form [107]. In general, no strict convention is established to differenti-

ate between excitons and bound excitons [107, 118], here however the bound
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exciton [107, 114, 117–120] is an electron-hole state forming within the fun-

damental gap, while an exciton can also exceed the fundamental gap.

In general, absorption in the optical energy range, with a photon with wave-

lengths of c:a 380 to 750 nm and the resulting excitations caused by it, are an

essential part of life as we know it. Most commonly known examples occur-

ring in nature might be the photosynthesis process [121, 122], but also in tech-

nological applications such as organic solar cells [123], quantum dots [124–

127] and LEDs [128], energy harvesting and conversion [129–133], quantum

information [126, 134, 135] and other optical technologies [134–136].

A general theory to describe these excitations is given by linear response

theory. The absorption spectrum can be understood as response to an external

field Eext influencing the density ρ(r). How much the density is consequently

changed is described through the macroscopic dielectric function ζM [137].

The macroscopic dielectric function ζM connects the external field Eext to the

field E inside a material

E(r,ω) =
∫

dr′ζ (−1)
M (r− r′,ω)Eext(r′,ω). (4.7)

From an atomic point of view, this can also be related to the microscopic

dielectric function. The latter ansatz has the advantage that the microscopic

dielectric function is accessible through DFT calculations [138] . In detail, the

microscopic electric field e can be expressed as

e(r,ω) =
∫

dr′ζ−1(r,r′,ω)Eext(r′,ω). (4.8)

with the dielectric function ζ . Then, ζ is related to the reducible polarizability

χ [139], already known from the previous chapter, via

ζ−1(r,r′,ω) = δ (r,r′)+
∫

d3r′′v(r,r′′)χ(r′′,r′,ω). (4.9)

It turns out that the interaction of the photon field with a material can be un-

derstood as perturbation of the electronic state caused by an external field and

the optical absorption spectra can be computed as imaginary part of the macro-

scopic dielectric function [114]. On a length scale much larger than the atomic

distances, the macroscopic dielectric function can be expressed as the recip-

rocal head of the inverted microscopic dielectric function.2 Here it might be

noted that the macroscopic dielectric function ζM can be calculated with and

without local field effects [138]. Local fields effects express the dependence

of the electronic response on the local electronic properties [113]. While the

slowly varying field of the photon3 has no effect on the microscopic properties

2That simply means, if both are represented in reciprocal space through a Fourier transforma-

tion, the non-locality (r,r’) in ζ is reflected in a dependence on different reciprocal vectors G

and G’. The reciprocal head of ζ is at G=G’=0.
3compared to the dimensions of typical systems
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Figure 4.3. Illustration of the electron-hole interaction; while no hole is in the ground

state (left), a valence hole can be created be PES in the highest valence state (HVS)

and described by GW (middle), but only if the excited electron remains in the system,

it can interact with the hole and form an excitonic state (right).

of the homogeneous electron gas [138], the density response can show large

local fluctuations in systems with anisotropy in the induced density, [138],

the so-called local field effects. Especially for systems of low dimensional-

ity, local field effects can result in blue shifts and feature reorganization in

adsorption spectra [113].

The main question remaining is how to compute the microscopic dielec-

tric function. The RPA ansatz as used in the GWA, e.g. the evaluation of

the polarizability as if the electrons were non-interacting to the total effec-

tive field [104], can be successfully used to compute absorption spectra for

metals, since the screening at the fermi surface suppresses the formation of

excitations [107]. Then the electron-hole interactions can be neglected. In

semiconductors and insulators, the RPA is less successful since the response

functions related to the external perturbation cannot any longer be understood

as an effect represented by independent particles [140, 141]. Then, since the

electron-hole interactions were neglected in the GWA, e.g. ΓGWA is used, of-

ten agreements with optical absorption experiments are not satisfying. In opti-

cal excitation processes where the left-behind hole is not completely screened

by other electrons as it can occur in semiconductors and insulators, the elec-

tron, which is propagated into a valence state, is attracted by the hole. Conse-

quently, electron-hole interactions need to be taken into consideration [107].

This situation is depicted in Figure 4.3, in which the formation of a bound

exciton within the fundamental gap is shown.

The Bethe-Salpeter equation (BSE) can be seen as natural MBPT extension

of the GW approach to a two particle scheme by a second iteration in Hedin’s

wheel [142]. Then, the polarizability χ , or also called the density correlation

function L(1234), goes then beyond RPA and takes explicitly the interaction

between the excited electron and the hole into account through a screened non-

local potential W . In detail, the four-point electron-hole correlation function

can be expressed as

L(1234) = L0(1234)+

L0(1234)(vx(57)δ (56)δ (78)−W (56)δ (57)δ (68))L(7834)
(4.10)
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where 1(3) and 2(4) describe the propagation of an electron (hole). This is

known as Bethe-Salpeter equation [142]. L(1234) includes the evaluation of

the vertex function but it neglects higher order terms in W . In the end, includ-

ing the vertex correction in L(1234) includes effectively exchange (vx) and

the electron-hole screened attraction (W ) and corrects the dielectric function

[120]. Therefore, the Bethe-Salpeter equation can capture correctly the bound

excitonic states and the change in the absorption strengths in optical absorp-

tion spectra associated to excitonic contributions [107].

It was shown that Eq. (4.10) can be transformed into an effective BSE

Hamiltonian [120] HBSE written as

HBSE = he +hh + vH + vx (4.11)

where he and hh refer to the single particle electron and hole states, which are

coupled through the direct term vH and the exchange contributions vx. The

latter two terms, which are doped in the Tamm-Dancoff approximation known

from TDDFT, result in electron-hole coupling while the former two corre-

spond to the resonant part of the Hamiltonian. Effectively, this translates into

an eigenvalue problem [120]. The imaginary part of macroscopic dielectric

function ζM represents the absorption spectrum. It is evaluated as a function

of the effective Hamiltonian and the dipole operator. The absorption spectrum

can be finally expressed as

ℑ(ζM(ω)) ∝ ∑
λ
|∑

αβ
Aλ

αβ 〈β | T̂ |α〉 |2δ (Eλ −ω) (4.12)

where the summation over the initial states |α〉 and |β 〉 with the energies εβ
and εα runs in the case of periodic system implicitly over k-points, too. Aλ

αβ
are the transition amplitudes computed as the overlap between the eigenstates

of Eq. (4.11) in an electron-hole basis and Eλ are the eigenvalues of HBSE .

The transition elements are evaluated in the dipole approximation with the

corresponding operator T̂ . Equation (4.12) resembles to some extent the Fermi

golden rule, Eq. (3.4), but considers also excitonic effects.

In practice, the GW corrected eigenvalues εGW
i for the states of the holes

and electrons enter the diagonal of HBSE . The statically screened potential

Ws is employed in the direct term. Therefore, GW and BSE calculations are

frequently combined in a GW+BSE approach.

Bright and dark excitons
So far, optically active excitons, the so-called bright excitons with a finite tran-

sition amplitudes Aλ
αβ , were considered. Their excitations follow the dipole

selection rules and they have finite and system-dependent lifetimes typically

in the order of 10−12 to 10−9s [143]. Another category of excitons are opti-

cally inactive excitons, the dark excitons [124, 134, 144–147]. Considering
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Figure 4.4. Illustration of a bright and a dark exciton. Filled (empty) circles represent

electrons (holes). In the left case the electron and hole can recombine and emit a

photon. In the right case, the recombination is Pauli forbidden since excited electron

and the electron in HVS have the same spin.

the situation depicted in Figure 4.3 where the excited electron of the exciton

formed by a transition from the highest valence state (HVS) to lowest conduc-

tion state (LCS) is shown, the recombination of hole and electron is allowed

as long as both electrons have opposite spin. However, the spin of the excited

electron can be changed [145]. Then the recombination is Pauli forbidden and

the exciton is optically inactive, e.g. a dark exciton. The lifetime of the dark

exciton at 0 K is directly linked to the time the spin needs to flip back. In

realistic systems with non 0 K temperature, additional effects like scattering

events with phonons [143] can reduce effectively the lifetime by introducing

further non-radiative decay channels.

The dark excitons are extremely fascinating due to their lifetimes in the or-

der of microseconds [134] which can open up for some interesting technolog-

ical applications. Examples of the latter are the coherent writing and reading

of states in quantum dots [126, 134, 135].

Excitons in low dimensional materials

Of particular interest are materials with low dimensionality, for example 2D

networks, 1D nanowires and and 0D quantum dots [134, 148]. It was shown,

that they can inhibit particular promising excitonic characteristics [115, 116,

149]. Large exciton binding energies are one of them. They are essential to

observe and finally employ excitons in any kind of application. In particular,

the exciton binding energies should be large compared to the thermalisation

energy which is in the order of 25 meV at room temperature. While this en-

ergy is not drastically exceeded in many bulk semiconductors [140], exciton

binding energy in most 2D materials is much larger than 25 meV [150–161].

Figure 4.5 illustrates the electronic interaction between an excited electron and
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Figure 4.5. Illustration of the direct term screening between electron (e) and hole (h)

in materials of different dimensionalities; for a electron-hole pair being not screened

in (i), (ii) in a 1D (2D) material being partly screened and (iii) for the case of complete

screening in, for example, a metal. Within the gray areas, red areas represent charge

accumulation and blue areas represent charge depletion.

a hole. If they are less screened, the resulting electron-hole interaction is con-

sequently stronger, leading to larger binding energies. Similar effects can be

found in 1D materials like nanotubes, -wires and -chains as well as quantum

dots [115, 116, 149].

4.4 The transition potential - a K-edge NEXAFS
approach

The 1s NEXAFS spectra are often satisfyingly computed within a single par-

ticle picture. Actually, the core-hole can cause strong relaxation effects and

the sudden approximation might not be the best choice. But a full treatment

is computationally very demanding since the spectra representing transitions

into states of the unoccupied electronic structure would consist of a huge num-

ber of transitions to match the energy window of a few tens of eV which are

usually used in experiments according to equation (3.4). A very successful

approximation for this issue is the Slater transition potential [162]. It allows

handling the problem in a single particle picture and simultaneously accounts

for electronic relaxations during the core level excitations. It has been suc-

cessfully applied to many systems [60, 163, 164].

In this single particle approach, the effects of electronic relaxation are taken

into account by replacing a fully occupied orbital |ϕi〉 with a half-occupied or-

bital, e.g. the charge of one electron is replaced by half the charge of an elec-

tron, in the performed self-consistent field procedure. The remaining electrons

experience an increased potential of the nucleus on the excited site. This re-
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Figure 4.6. Comparison of the effects of the core-hole size, e.g. shifts to lower energy

and feature reorganization, on the unoccupied electronic structure for (i) the ground

state, (ii) the transition potential (half core hole) and (iii) full core hole calculations

after electronic relaxation.

sults in a downwards shift of the entire unoccupied electronic structure towards

lower energies which is accompanied also by changes in the structure of the

density of states, see Figure 4.6 (ii). The energies of the electronic levels are

even more shifted to lower energies if the half occupied orbital is replaced by

a fully unoccupied orbital, see Figure 4.6 (iii). The latter full-core hole ap-

proach has been successfully applied in some cases when different core-hole

screening effects need to be modeled [165, 166].

Not all transitions from occupied to unoccupied orbitals are possible due

to the dipole selection rules. If polarized X-ray beams are used, only transi-

tions with non-vanishing projections of the field vector E with the transition

operator r contribute to the resonances, e.g. components which also satisfy

the condition E · r �= 0. The E-vector can be decomposed into out-of-plane

(E⊥) contributions, e.g. perpendicular to the molecular plane, and in-plane

(E‖) contributions. When two different polarized photon beams are used in

a measurement, one for in-plane polarization (E‖) and the other one for E⊥,

two different spectra are measured that depend on the orientation of the or-

bitals with respect to the orientation of the E-vector. The two different spectra

correspond to the out-of-plane transition intensities

I⊥ ∝ |E⊥
〈
φ f
∣∣r
∣∣φi

〉 |2 = cos(γ)2|〈φ f
∣∣z
∣∣φi

〉 |2 (4.13)

with γ being the angle between E and r. The in-plane transition intensities can

be expressed similarly

I‖ ∝ |E‖
〈
φ f
∣∣r
∣∣φi

〉 |2 = sin(γ)2
(|〈φ f

∣∣x
∣∣φi

〉 |2 + |〈φ f
∣∣y

∣∣φi
〉 |2) (4.14)

and both intensities sum up to the total intensity

I = I‖+ I⊥. (4.15)

These two contributions can be employed to determine the orientations of

molecules in ordered films.
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4.5 L-edge NEXAFS approaches

”Before I came here I was confused about this subject.
Having listened to your lecture I am still confused. But on a higher level.”

− Enrico Fermi

The calculations of L-edge spectra of XA measurements on 3d transition

metal (TM) compounds must be done in a many-body approach. Due to the

overlap of the 2p wavefunction with the 3d orbitals and the arising multiplet

effects, single particle approaches are doomed to fail in most cases [93]. This

can be seen if the density of states (DOS) is compared to experimental XAS

data. This is generally most obvious in the branching ratio between the L3 and

L2 peaks, which does not follow the statistical value.

Approaches with model hamiltonians

Based on the work of Sawatzky et al [167–169], Gunnarson and Schönham-

mer [170], Jo and Kotani [171] and Fujimori and Minamo [172], a model

Hamiltonian approach similar to the Single Impurity Anderson model (SIAM)

[173] is today a frequently used method to obtain insights into XAS measure-

ments [174–176]. The SIAM describes the physics of a local problem. It has

the advantage to consider the interaction with ligand states which can be large

in 3d TM compounds. In addition, symmetry aspects and additional charge

transfer effects can be included [93]. In the case of 3d TMs, only the correlated

d-orbitals and the ligand orbitals in the central field approximation enter the

calculation which is performed for a local cluster. The SIAM Hamiltonian

including spin-orbit (LS) coupling can be written in 2nd quantization as

Ĥinit = ∑
i j

ε3dd̂†
i d̂ j +∑

i j
εLL̂†

i L̂ j +∑
i j

T 3dL
i j

[
d̂†

i L̂ j + L̂†
j d̂i

]
+

∑
i jkl

U3d3d
i jkl d̂†

i d̂†
j d̂l d̂k +λ3d�̂L3d ·�̂S3d −D.C.,

(4.16)

where the indices label the orbitals, which can be either localized d-states (d)

or ligand states (L). The creation/annihilation operators for these orbitals are

d† and d for the d-states and L† and L for the ligand states with the one-particle

energies εd and εL, respectively. The first term in Eq. (4.16) accounts for the

crystal field effects, which can also be described by a crystal-field Hamilto-

nian. The crystal-field in its initial formulation is generated by the distribution

of charges around the metal center. This lifts the degeneracy of the d states.

In a Oh symmetric crystal field, for example, the d-states split into t2g and

eg states which are separated by 10Dq, e.g. the crystal-field strength. With
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Figure 4.7. Illustration of the different configurations and how they relatete to the on-

site energies Udd and Upd as well as the charge transfer energy Δ for the ground state

(GS) and in XAS and XPS calculations. The core-hole in a p-state is denoted as p.

Adapted from Ref. [169].

decreasing symmetry, these two branches split further and with additional pa-

rameters, Ds and Dt, the splitting of the d-states can be described. The second

term in Eq. (4.16) represents the ligands states which adopt the same symme-

try as the d-orbitals [177]. The third term is the coupling between ligands and

correlated orbitals in form of hopping rates T 3dL. The on-site correlation en-

ergy of the d-electrons in the fourth term is described by the Hubbard U-term,

which can be expressed by Slater-Condon terms F0, F2 and F4. Finally, the

double counting (D.C.) is removed in the last term.

A configuration of N 3d-electrons,
∣∣3dN

〉
, can be represented as Slater de-

terminant. In the charge transfer state, an electron is transfered from the lig-

ands to an unoccupied d-orbital. The state can be written as
∣∣3dN+1L

〉
.4 Both

configurations are interacting via a monopole transition and their energy sep-

aration is Δ, the charge transfer energy. This is illustrated in Fig. 4.5. Consid-

ering more than one configuration is basically configuration interaction [178].

Even a state with two ligand hole can be included. This is particularly impor-

tant for 2p XPS calculations.

Also in this approach, the transition probability between initial state and

final state can be calculated according to Eq. (3.5). Since the initial state of

4L denotes a ligand hole
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the quasiatom is defined by Eq. (4.16), the final state needs to be constructed

in a similar fashion.

The final states, spanned by the configurations
∣∣2p53dN+1

〉
and

∣∣2p53dN+2L
〉
,

are characterized by a propagated electron from the 2p level into an unoccu-

pied 3d state. Thus, additional terms have to be considered. In the final state

Hamiltonian HXAS, the 2p states are created (p†) and annihilated (p) at energy

ε2p. A strong spin-orbit coupling, resulting in the splitting of the L3 and L2

components in the XA spectra, is expressed with the coupling constant λ2p and

the operators �̂L2p · �̂S2p. The core-hole valence interaction between 2p and 3d
states of the TM is expressed by the interaction term Upd . This interaction re-

sults in the multiplet splitting [179]. Multiplets are essentially a consequence

of the different overlap of a p-orbital with the d-orbitals, resulting in 6 dif-

ferent configurations [180]. The final state Hamiltonian can then be written

as

ĤXAS = Ĥinit +∑
i j

ε2p p̂†
i p̂ j +∑

i jkl
U2p3d

i jkl d̂†
i p̂†

j p̂l d̂k +λ2p�̂L2p ·�̂S2p (4.17)

which assumes to have the same crystal field strength and coupling to the

ligands. This is approximately true since the 2p to 3d transition is almost self

screened preventing a collapse of the valence wave functions in presence of

the core-hole [93]. Then, the relative ordering of the configurations
∣∣3dN

〉
and∣∣3dN+1L

〉
is maintained.

Ab initio based methods for L-edge calculations for TMs

On way of performing 2p NEXAFS calculations are multi-determinant ap-

proaches solving a model Hamiltonian exactly. Nonetheless, DFT can be use-

ful for those calculations as well. In particular, it opens an alternative path in

the parametrization of the electronic interactions and solve the model problem

exactly.

A variety of theoretical approaches emerged over the last years to simulate

the XA spectra of the L-edge, one of them is to solve the Bethe-Salpeter equa-

tion. It was shown that the Bethe-Salpeter equation can be applied to compute

the neutral 2p to 3d excitations in 3d TMs [117, 181–185]. To handle the

computational demands, the manifold of initial electronic states is reduced to

the 2p core states and the unoccupied 3d states span the valence manifold.

However, the strong spin-orbit coupling of the 2p hole has to be considered

and the effective BSE Hamiltonian in Eq. (4.11) must be complimented with

an additional LS-term [184]. Also the multiplet effects need to be accounted

for which can be achieved through additional configurations, a crystal field

potential [184] or through all electron calculations [185]. In any case, it was

demonstrated that the BSE ansatz can be applied to compute, among others,
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the L-edge XA spectra of 3d TMs. This includes, for example, MnO, CoO,

TiO2 and CaF2 [184, 185].

Another method that has successfully been used to compute 2p XA spectra

is Time-Dependent DFT (TDDFT) [186–190]. The transitions from occupied

to unoccupied states can be computed with TDDFT in a linear response for-

malism. Also a full configuration interaction is capable to capture the XAS

features. Restricting the active space can reduce the computational costs,

yielding the restricted active space (RAS) method [191], which has been suc-

cessfully used to compute L-edge spectra [192, 193] of molecular systems like

ferricyanide [194], similarly to combinations of DFT and configuration inter-

action (DFT-CI) [195].

Krüger et. al presented a method based on the a multi-channel and multiple

scattering theory [196]. In particular, the Wannier-orbital approach combined

with multiplet ligand-field theory (MLFT) calculations by Haverkort et al. has

been very successful [177].

Combining the hybridization function and multiplet
ligand-field theory
While the model Hamiltonian in Eq. (4.16) depends on a fitting procedure to

experimental results, as an alternative insights from DFT can be employed, in

principle, to give an estimate of the ground state parameters in Eq. (4.16). The

crystal field splitting and the hybridization in terms of ligand state hopping

can be estimated by ground state calculations. The stunning advantages are

obvious if the two approaches are combined successfully: (i) the exact solu-

tion of an (ii) ab initio parameterized and less ambiguous, Hamiltonian (iii)

with relatively low computational demands and (iv) the possibility of obtain-

ing predictive powers and (v) of the extension to arbitrary geometry.

The theoretical approach will focus on the metal center, since the 2p to

3d transitions in TMs are of local nature. The 3d orbitals of 3d TM are fairly

localized at the site of the TM. Therefore, the global problem can be simplified

by constructing a local description corresponding to a single impurity. The

remaining question of how the crystal- and ligand-field effects can be included

into the local description will be addressed in the following.

The global Green’s function ĝ is given as the inverse of the global Hamilto-

nian ĥDFT aligned at the chemical potential μ and evaluated at the frequency

ω .

ĝ =
1

(ω +μ)− ĥDFT
(4.18)

The local Green’s function Ĝ is obtained at a particular site R in real space by

acting with projector operators on ĝ,

ĜR = P̂Rĝ(ω)P̂R. (4.19)
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Figure 4.8. Illustration of the imag. part of the hybridization function TR (black curve)

of a metal ion in a bath. The fitted hybridization function for eg and t2g orbitals is

shown as blue filled curve.

The projectors are constructed from a particular choice of correlated or-

bitals, e.g. d-states, represented by full-potential linear muffin-tin orbitals

[197]. The resulting local Green’s function ĜR contains all relevant electronic

information of the localized d-states for the on-site problem. Similarly, the

local Hamiltonian Ĥ can be obtained by projecting ĥDFT onto a local site R

via the same projectors

ĤR = P̂RĥDFT P̂R. (4.20)

This Hamiltonian already contains the crystal-field splitting. With these

quantities, the hybridization function T̂R can be defined, which describes the

difference in interactions of the isolated site R to the same site R situated in

the atomic environment of the global problem

T̂R = ω− Ĝ−1
R − ĤR. (4.21)

The impurity, which can be represented by d-orbitals of a transition metal,

can interact with the bath-orbitals in form of electrons hopping between both

states. The bath itself mimics the electronic effects of the environment sur-

rounding the impurity. This model is well known from Dynamical Mean Field

Theory [198]. The strength of this process, e.g. the hopping probability, is

expressed as the hybridization strength V known in the form

T̂R = ∑
B

V †
BVB

ω− εB
(4.22)

summed over all bath states (B). In practice, T̂R is fitted with at least one bath

state per d-orbital. Figure 4.5 illustrates T̂R for a metal ion in an environment
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(bath) of Oh symmetry. The d-states are split in eg and t2g levels which have

different interaction strength with the bath.

The initial state Hamiltonian Ĥinit can be constructed similarly to Eq.( 4.16),

but the ligand orbitals are replaced by bath orbitals, a concept known from

DMFT. Then the initial state Hamiltonian takes the form

Ĥinit = ∑
i j

ε3dd̂†
i d̂ j +∑

i j
εBB̂†

i B̂ j +∑
i j

V 3dB
i j

[
d̂†

i B̂ j + B̂†
j d̂i

]
+

λ3d�̂L3d ·�̂S3d +∑
i jkl

U3d3d
i jkl d̂†

i d̂†
j d̂l d̂k −D.C.

(4.23)

which defines the ground state problem. This corresponds to the initial state

Hamiltonian in Eq. (4.17), but with bath operators/states instead of ligand op-

erators/states which is not surprising since both are based on the SIAM. The

main difference is, however, the use of the hybridization function instead of

hopping parameters. Also the projection of DFT quantities enter the model

Hamiltonian. The final state Hamiltonian follows simply Eq. (4.17).

Since all parameters but Udd , Upd and Δ are explicitly estimated in an ab
initio fashion, this method combines the benefits of both, e.g. solving a model

problem exactly with a well-motivated description of the physical picture.

The XAS intensity I(ω) can be computed as the imaginary part of the

Lorentizain expressed in

I(ω) =−ℑ

[
〈i| D̂† 1

ω − ĤXAS + iΓ/2
D̂ |i〉

]
(4.24)

where the dipole operator D̂ acting on an initial state yields a final state [199].

Γ is the imaginary offset from the real axis which results in a convolution of

the transition intensities at energies ω .

40



4.6 Simulation of XP spectra

The binding energy shifts are closely related to charge transfer and XPS can

give insights to understand charge transfer and energy level alignments at in-

terfaces. Also information about the chemical surrounding and bonds can be

obtained. [91, 92, 155, 200]. It should be noted that the theory predicts ab-

solute energies which are at least a few eV mismatched with respect to the

experiments, and this is true for all the theoretical approaches we have consid-

ered in the present work. The absolute energies, however, are less significant

from a simulation perspective. What gives information, instead, are the rela-

tive binding energies, e.g. the core-level shifts, which can be simulated with an

accuracy of a few meV [201]. The shape of the experimental core level spec-

tra reflect life-time, Doppler shifts, and solid state effects, which altogether

originate a broadening of the peaks. Usually in the C1s and N1s spectra of

molecules like the biphenylene and the Pcs studied in this thesis, a resulting

FWHM in the order of 1 eV is generally observed.

1s XPS

The so-called Δ Kohn-Sham approach is a method to calculate the core level

XPS ionization energies, which gives far more accurate results than simply

taking the frozen GS eigenvalues. The latter ones represent the initial state,

while clearly also final state effects are important. Both, initial state and fi-

nal state effects contribute to the core level shifts. While the former describe

the contributions before the creation of a core-hole, the latter ones describe

those after the creation of it. Chemical bonding is, for example, an initial state

contribution while core-hole screening is a final state one. In the presence of

a substrate, the surface potential and the image charge effects can also alter

the binding energy shifts in XPS measurements. The binding energies also

include effects due to the relaxation of the remaining electrons in the pres-

ence of the core hole. In the calculations, they are obtained by replacing the

fully occupied orbital of interest |ϕi〉 with an (partially) unoccupied orbital

and performing the electronic relaxation keeping it unoccupied [202–204].

The core-level binding energy EB is then obtained as the total energy (Eq. 2.8)

difference between the system with N electrons and the one with a hole in a

core level (N-1), e.g.

EB = EN−1 −EN (4.25)

which is basically the same approach as the ΔSCF method, but for core states

[205].

Many DFT codes employ the frozen core [206] or pseudo-potentials, then

the treatments of the core states require specialized techniques. Either spe-

cialized basis-sets like the igloo-III [207] can be applied or, in all-electron

methods the core electron is explicitly described [202] or in PAW [204] the
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Figure 4.9. Illustration of the difference between ΔEB and δEB initial state contribu-

tions (see text) of a particular element (blue atom) in (i) and (ii), respectively. Note that

additional structure deformation, red atom in (ii), can also cause shifts in the binding

energy.

core treatment can be modified. In periodic codes, however, the core elec-

tron is either placed in a conduction state or as a uniform background charge,

which then requires a supercell approach.

The core-level shift is associated with the same kind of atom in different

environments. This can address a specific element in different materials or

even the same atom in different conditions as, for example, before and after

adsorption on a substrate. The initial state effects for those cases are illustrated

in Figure 4.9. Here, both shifts are considered as ΔEB and δEB, respectively.

They can be obtained via

Δ(δ )EB = ES2(b)
B −ES1(a)

B (4.26)

as difference between the binding energy before (b) and (a) after adsorption

or as difference between the chemical binding at the sites S1 and S2. If the

electronic relaxations are included in the calculations, most of the final state

effects are considered.

2p XPS

As for the XAS, the 2p XPS of 3d TMs cannot be computed in a single par-

ticle approach. While XAS is symmetry sensitive, XPS is a charge transfer

sensitive technique [93, 208]. Therefore more than one and often even three

configurations, e.g.
∣
∣3dN

〉

,
∣
∣3dN+1L

〉

and
∣
∣3dN+2L2

〉

shown in Fig. 4.5, must

be taken into account in the initial state to accurately reproduce experimental

details. As a simplification, the multiplet ligand field theory can be modified

to compute XP spectra. In the final state, the excited free electron occupies an

s-orbital which is not subject to any correlation effect [93], therefore not in-

teracting with the remaining system. Also in XPS, the different configurations
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have an influence on the spectral shape of the measurement and multiplet as

well as ligand effects influence the initial and final states.
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5. Summary of the results

”In God we trust,
all others must show data.”

− Unknown

In this chapter, the results of the conducted studies are summarized. The

most significant results are highlighted and the individual studies are related

to their purpose and an overall context. The studies cover experiment-theory

collaborations, evaluations of theoretical methods and predictions of mate-

rial’s properties.

Considering that many devices employ characteristic electronic or/and opti-

cal properties of materials, a solid understanding of them is essential to further

develop and improve existing technologies. Since excited states are employed

in most devices to design functionality, their theoretical description is of par-

ticular importance. These excitations can be caused by, for example, photons

or electrons which interact with materials. Fundamental questions can con-

cern, for example, transport properties, interface renormalization and energy

level alignment effects in different materials [209, 210]. Nonetheless, the im-

portance of the structure should not be forgotten. This applies particularly to

molecular based materials, following the simple rule that structure determines

functionality.

5.1 Adsorption of the metal-free pthalocyanine on
Au(111)

The study of metal-free phthalocyanine is of high importance. They can obtain

a metal center through direct metalation [211] opening new possibilities to ob-

tain molecular films. Moreover, the H2Pc is the only phthalocyanine without

a metal center. The fact that all phthalocyanines have the organic macrocycle

in common promotes the H2Pc into a fundamental role. It allows to estimate

the organic contributions to the electronic structure and to the spectroscopic

results. This allows also to analyse the effects of the metal center in metal ph-

thalocyanines in relation to various physical properties, like optical response

or conductivity.

In Paper I, the results of NEXAFS experiments and DFT calculations sug-

gest that even on the weakly reactive Au(111) surface, the electronic structure
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Figure 5.1. Comparison between the pre-peak NEXAFS of a H2Pc monolayer on

Au(111) with the E vector parallel to the substrate. The experiment (dashed red curve)

is compared to the calculations, which include (exclude) the surface shown as black

(gray) curve. After adjusting the main peak intensity, the theoretical curves were

multiplied by 10 to facilitate comparison of the peak region between 395 and 402 eV.

Bars indicate transition intensities according to Eq. (4.14). The figure was taken from

Ref [60].
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of the H2Pc is noticeably affected by the substrate. Moreover, the molecules

stay parallel oriented to the surface in thin as well as thick films. The inter-

action between molecule and metal was observed to affect the line profiles in

the case of incident light with polarization parallel to the substrate. While the

main peak is at about 406 eV, two new peaks appear in the pre-peak region

in the spectra of on a monolayer of H2Pc on Au(111). The pre-peak region

is shown in Figure 5.1 in which the experiment (dashed red curve) is com-

pared to theoretical results (solid curves). The molecule undergoes a slight

deformation upon adsorption. The contribution to the pre-peak due to this

deformation, gray curve, is small. Only if the surface is included in the cal-

culations, the transition probabilities in this region increase drastically (black

curve).

In order to better understand the adsorbed system in Paper II, various recent

methods to include van der Waals interactions are compared for the adsorption

of H2Pc on Au(111). A precise determination of the adsorption distance, for

example, can influence the results of all other properties. It was shown that

the work function changes caused by the benzene molecule adsorbed on metal

substrates can be correctly reproduced by DFT functionals if the adsorption

distance is correct [212, 213].

Especially for weakly reactive substrates, the binding energy is often un-

derestimated by GGA functionals [59, 214]. The Au(111) surface can be

considered a weakly reactive metal surface, therefore it is an excellent sys-

tem to study the vdW interactions between molecules and weakly adsorbed

molecules [61, 215–219].

In the case of H2Pc/Au(111) the adsorption energies were analysed for

GGA functionals, pair-potential methods and vdW-DFs. The notation follows

Chap. 2.3, while the DFT-D2 method was performed with two different C6

coefficients labeled as PBE-D2T and PBE-D2A. Figure 5.2 shows the differ-

ences in the results between the methods. Apparently, GGAs overestimate the

binding distance and underestimate to adsorption energy compared to the other

methods. Evaluating the differences between the remaining methods is, how-

ever, not straight forward. Reference calculations with more accurate methods,

e.g. those higher in the Jacob’s ladder, do not yet exist for systems this large.

Also experimental data do not exist for H2Pc/Au(111). However, normal in-

cident X-ray standing wave measurements of the CuPc/Au(111) determined

an adsorption distance of about 3.3 Å [220]. Under the assumption that H2Pc

will be adsorbed at a similar distance, the TS and the vdW-DF provide very

accurate results, while the D2 method by Grimme slightly underestimates the

adsorption distance.
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Figure 5.2. Comparison of the adsorption distance d and the adsorption energy of

H2Pc on Au(111) for GGA functionals (red), pair-potential methods (green) and vdW-

DF’s (blue) at different adsorption sites (shades). The figures were adopted from

Ref [59].

5.2 Molecular architectures of
lutetium-bis-phthalocyanine on surfaces

LuPc2 is a so-called double-decker phthalocyanine with lutetium, a lanthanide,

as metal center. Its structure was first determined by X-ray diffraction ex-

periments [221]. It is compared to the DFT/B3LYP optimized structures in

Figure 5.3, and the agreement between theory and experiment is rather good.

Other lanthanide metals like Nd and Y are also known to form this kind of

double-decker structures [222].

Differences to molecules with a single phthalocyanine ring arise for LuPc2

from its low oxidation potential [223]. As a consequence, this double-decker

phthalocyanine has an up to 6 times larger conductivity compared to other

metal phthalocyanines [224]. In fact, LuPc2 was one of the first discovered

intrinsic molecular semiconductors [2] with some interesting consequences:

LuPc2 can change its electronic properties through adsorption of gases via

reversible reduction or oxidation [225].

These properties can be used to design gas sensors [222, 226] or organic

field effect transistors [227, 228]. However, there is a long way from a single

molecule to a working device. Several questions need to be addressed and the

mechanisms behind them need to be understood. Examples are the interaction

with substrates and how it affects the architecture of molecular films, as well

as how the electronic properties are affected within a film and at an interface.

Investigations of molecule substrate interactions are motivated by the assump-

tion that a working device would use some substrate. Moreover, the precise

properties might be modified through the interaction with the substrate. Of

particular interest for the purpose of gas sensing might be the orientation of

the LuPc2’s in ordered films. This will directly affect the mechanisms behind

the interaction between LuPc2 and gases.
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Figure 5.3. Experimental structure determined by X-ray diffraction experiments [221]

on small crystals of LuPc2 and its B3LYP optimized single molecule structure.

LuPc2 on hydrogenated vicinal Si(100)2×1

In Paper III, a combined experimental and theoretical study was performed to

investigate the molecular film of LuPc2 on a hydrogenated silicon substrate.

Using polarized NEXAFS measurements and DFT calculations, insights about

the molecular and the electronic structure of LuPc2 in films of different thick-

nesses on passivated vicinal Si(100)2×1 was determined. Both, the molecular

architecture in the films and the influence on the electronic states could be

investigated. The calculations of the N1s NEXAFS spectra were performed

within the TPA, see chapter 4.4. The calculations were performed on a single

molecule, which is a justified simplification since the passivated substrate is

only weakly interacting with the molecule.

The experiments were conducted on thin and thick layers of LuPc2 and ob-

vious differences in the film architecture were revealed. In particular, in thin

films, the molecules lie flat on the substrate while in thick layers they appear

to be disordered. These insights into the orientation of the molecules on the

surface were obtained from the polarized NEXAFS measurements conducted

with two different orientations of the E-vector relative to the sample. Also in

the submonolayer, the molecules are aligned parallel to the surface. Several

film thicknesses of 0.3, 1.5 and 2.4 nm also displayed molecules with parallel

orientation. The good agreement between the theoretical and the experimen-

tal spectra of the submonolayer, shown in Figure 5.4, confirmed the weak

interaction with the passivated vicinal Si(100)2×1 surfaces. In the case of a

submonolayer, the parallel alignment of the molecules with the substrate is

supported by the DFT calculation, shown in Figure 5.4 (i). in the experiments

performed on films of various thicknesses, a transition of the orientation of the

LuPc2 molecules was observed. However, when the film thickness reached a

bulk-like magnitude, the orientation of the molecules began to head towards

an approximated tilt angle of 45◦, shown in Figure 5.4 (ii). The thick layer is

considered to be less than 10 nm thick.
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Figure 5.4. Comparison of the experimental polarized measurements (solid blue and

red curves) and the theoretical (black curves) N1s NEXAFS for LuPc2 adsorbed on

hydrogenated vicinal Si(100)2×1 surface. The thick film (i) and the submonolayer for

in in-plane (ii) and out-of-plane (iii) polarized light, e.g. with I‖ and I⊥, respectively,

are compared. The contributions from the different kinds of N atoms are provided as

blue and red dashed curves.
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Figure 5.5. One of the adsorption structures of LuPc/Si(100)2×1 from different per-

spectives in (i-a and -b). Also shown is the adsorption induced charge redistribution

(i-c) and the charge transfer curve between surface and molecule (i-d). Red areas rep-

resent charge accumulation and blue areas represent charge depletion. The positions

of the Lu atom, the two Pc rings and the substrate are indicated in (i-d). The experi-

mental (1-3) and theoretical (A-C) STM images are compared in (ii) where different

calculated adsorption structures were chosen to resemble the experimental ones.

Further insights into the unoccupied electronic structure were gained from

the detailed analysis of the contributions to the total NEXAFS spectra from

individual N atoms, e.g. pyrrole N atoms (Npyr) and azabridge N atoms (Naza)

see Figure 5.3. Those contributions are shown in Figure 5.4 in which data from

of the Npyr and the Naza are the red and the blue curves, respectively. Apart

from a projection of the out-of-plane transitions below the IP due to the bend-

ing of the phthalocyanine rings, the relative intensity ratio is inverted between

the contributions of the two types of N atoms in the in-plane transitions. This

is attributed to the transition into Npyr in the first NEXAFS peak of LuPc2.

However, the total pre-edge features are very similar to those of other metal

phthalocyanines [60, 229].

LuPc2 on clean Si(100)2×1

A consecutive study was performed in Paper IV, in which the adsorption of

LuPc2 onto the reactive Si(100)2×1 surface was investigated. Of course, the
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Figure 5.6. Measured XPS line profiles of C1s and N1s in (i) and (ii), respectively,

compared to binding energy shift calculations for the single molecule and for the ad-

sorbed molecule. For the latter case the contributions of the upper and lower Pc ring

in a LuPc2 are separated.

adsorption mechanisms are very different between the clean and the passivated

Si(100)2×1 surface, due to the very different chemical reactivities of the latter

surfaces. The remaining questions are, how the electronic properties of LuPc2

are affected and if the molecular architectures show differences on a reactive

substrate compared to a passivated Si(100)2×1.

Through the analysis of STM images, core level shifts and DFT calcula-

tions, several insights were obtained. The DFT optimized adsorption struc-

tures, one of them is presented in Figure 5.5 (i-a), show large deformations

due to the strong binding to the surface. Especially the lower Pc rings, e.g.

those directly bonded to the Si substrate, experience large distortions, while

the upper ones are rather indirectly affected through the lower Pc rings. This

becomes understandable through the bonds forming between the surface and

the molecule. These are indicated on the 6 carbon atoms marked red in Fig-

ure 5.5 (i-b) which shows bonds forming between those C atoms and Si atoms

in form of charge density accumulations, see Figure 5.5 (i-c). Furthermore,

the charge transfer curve in Figure 5.5 (i-d) suggests a charge transfer of about

0.28e/molecule.

As seen in the measured and simulated STM images, more than one adsorp-

tion structure can be found. Moreover, the displayed computed STM images
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Figure 5.7. Illustration of the adsorption of LuBisPc on Si(100), (i) in which the

molecules have a vdW attraction to each other, (ii) while if they are adsorbed, they

direct other molecules to the surface and (iii) from clusters as a consequence.

resemble to a large extent the measured ones. This indirectly confirms the

observation that the lower Pc rings deform more than the upper ones.

Both, geometric and electronic changes will influence the binding energy

shifts. A comparison between experimental C1s and N1s line profiles and

computed XPS binding energy shifts are shown in Figure 5.6. The calcula-

tions were performed according to Eq. (4.26). Three cases were considered,

the single molecule, the upper Pc ring (top) and the lower Pc ring (bottom).

Compared to the single molecule calculation, the binding energy shifts for the

adsorbed molecule show large changes. The fact that the changes are larger for

the lower Pc rings than for the top Pc rings demonstrates that the interaction

with the substrate is the cause for this. Also the fact that the C atoms, which

form bonds with the substrate, show larger changes than the N atoms, which

do not form direct bonds to Si atoms, supports this conclusion. The experi-

ment provides a similar picture. The measurement on the thin layer appears

broader than the one on the thick film. This points to a stronger change of the

binding energies on the thin film.

In Figure 5.5 (ii), the experimental STM image shows the clustering of

LuPc2 molecules in the submonolayer. To elucidate this interesting physi-

cal situation, closely linked to the self-assembly phenomena, we modeled the

most relevant intermediate steps which can occur during the adsorption pro-

cess of more than one LuPc2 molecule on the pristine Si surface. One impor-

tant aspect for the adsorption and molecule-molecule interaction is the long-

ranged van-der Waals interaction. The experimental STM images suggest that

the molecule-molecule interaction is strong, and at the same time the surface-

molecule interaction is also strong. Even though they might compete, it is un-

likely that the molecules exhibit a high mobility after adsorption, which points

towards larger surface-molecule than molecule-molecule interaction after ad-

sorption. The molecules can initially land on any adsorption site. Although,
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the adsorption might be regarded as a random process, there was no exper-

imental observation of a uniform molecule distribution on the surface. This

suggests the possibility of a van der Waals guided clustering of the molecules

on the surface. The adsorption process might include the following steps de-

picted in Figure 5.7 (i) to (iii). While still not adsorbed, but within the vicinity

of already an adsorbed molecule, the long-ranged vdW interaction attracts the

”free” molecule to an already adsorbed one. This is supported by a large vdW

adsorption energy of 2.7 eV1 between two staggered LuPc2 which is of similar

order as other adsorption energies of phthalocyanines [59]. From here, it might

be argued that processes linked to temperature/vibrations and collisions with

other ”free” molecules cause the upper molecule to be pushed to the site where

it then can interact with the surface resulting in a larger adsorption energy (up

to 4.63 eV) thus gaining energy. Therefore, the complex interplay between

the double decker structure of the LuPc2 molecule and different kinds of at-

tractions (vdW and formation of covalent bonds) with different length scales

and energy regimes per atom might, in the case of LuPc2 on pristine Si, cause

complex adsorption processes.

5.3 The biphenylene project

”If you fail to plan,
you are planning to fail! ”

− Benjamin Franklin

The bottom-up growing process with biphenylene

The results of the Papers VIII, IX, X and XI are discussed. The bipheny-

lene project itself has the aim to investigate possible paths to obtain a novel

molecule-based 2-dimensional (2D) material through a bottom-up growing

process. The investigation and searching for novel 2D materials might lead

to a variety of technological applications which is inspired by the fascinating

physics of graphene, a carbon allotrope, and a variety of other 2D materials

like monolayers of MoS2, and hexagonal boron nitride [131, 151, 153, 157,

158, 161, 230, 231] in this section.

One of the most important differences between low dimensional materials

and their bulk equivalents is caused by quantum confinement effects [149,

232, 233]. These effects appear if the extensions of the system in a particular

dimension is lower than a critical value which is often in the range of a few

1It might be noted, that even though the vdW energy of 2.7 eV and the adsorption energy of

4.63 are very similar, the both energy should take the atoms participating in the adsorption. In

our context, however, total energy should be compared.
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Figure 5.8. Illustration of the biphenylene molecule. The figure was taken from

Ref. [234].

(i) (ii) (iii) (iv)

Figure 5.9. Illustration of a possible bottom-up growing path of biphenylene carbon.

Starting with C12H8 in (i), nanoflakes of growing size form (ii) and (iii) which eventu-

ally build a monolayer (iv) only consisting of C atoms but remain a biphenylene-like

basis in a (4,6,12) ring structure.

nm or less. The quantum confinement effects may lead to tunable properties,

e.g. varying with size, which are not possible to describe by classical theories.

The biphenylene molecule (C12H8), shown in Figure 5.8, is a promising

candidate to build a new 2D carbon network, the biphenylene carbon (BPC),

in a bottom-up growing process. Several biphenylene molecules are shown in

Figure 5.9 (i). Starting with several molecules, biphenylene nanoflakes, shown

in Figure 5.9 (ii), can be formed after dissociation of H atom and if ordered

structures start to assemble. If this process is continued, larger nanoflakes

form and eventually a complete sheet is obtained, shown in Figure 5.9 (iv).

To understand and be in control of these processes it is important to know

the initial electronic structure of the biphenylene molecule which we have in-

vestigated by means of a joint experimental theoretical work in Paper IX and

X. Also its interaction with substrates, which can have catalytic effects dur-

ing the formation process, is important to study (Paper XI). Even though all

these investigations may lead to a processing path, the properties of BPC are

unknown. However, by theoretical means the properties of BPC can be pre-

dicted. Paper VIII investigates the electronic, optical and excitonic properties

of the BPC.
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Planar organic molecules with rings structures can be distinguished as ei-

ther aromatic molecules like benzene or as anti-aromatic molecules. The aro-

matic and anti-aromatic molecules have very different properties. While the

aromatic ones like benzene and phthalocyanines have large delocalized fron-

tier orbitals and are chemically and thermally very stable, the anti-aromatic

molecules like cyclobutadiene and biphenylene have more localized frontier

orbitals and are not necessarily very stable, both chemically and thermally

[235]. In particular, the cyclobutadiene molecule, planar square rings of four

carbon atoms, is very unstable and decays within seconds due to the large an-

gular and torsional strain in its bonds. The latter facts cause major challenges

in studying anti-aromatic molecules.

The gas phase biphenylene molecule

In Paper IX, the electronic structure of the biphenyelne gas-phase molecule

was investigated by a joint experimental and theoretical study. The valence

states were probed by photo-electron spectroscopy and the hybrid functional

DFT calculations complemented the experimental insights. The 1s core levels

were calculated according the ΔSCF calculations using Eq. (4.25) and (4.26).

The 1s to p∗ transitions probing the unoccupied p-orbitals were based on the

transition-potential approach according to Eq. (4.15). The experimental corre-

sponding techniques were PES, XPS and NEXAFS spectroscopy, respectively.

This combination of techniques provided comprehensive insights into the oc-

cupied and unoccupied electronic structure of the biphenylene molecule.

Our investigation of the biphenylene molecule in Paper IX has identified

the atomic contributions to the electronic states, seen in Figure 5.14. Due to

the anti-aromatic character, the valence orbitals are not completely delocal-

ized over the whole molecule, but they are more localized at the Cα and Cγ
atoms of the two benzyne rings. The molecular orbitals of the biphenylene

are characterized by some nodal planes crossing the square rings, which con-

tribute to the localization of electrons on the benzyen-rings. This particular

characteristics of the orbitals is at the origin of the anti-aromatic character

of the biphenylene molecule. In other words, since less electrons are on the

square-rings, the orbital strain is reduced within the biphenylene molecule.

Further evidence of the accumulation of charge at certain parts of the mole-

cule is given by the XPS calculations, which are compared to the experimental

XPS peaks, shown in Figure 5.14 (ii). The theoretical broadening was done

for two cases, a symmetric Gaussian broadening and an asymmetric one with

a skew Gaussian to effectively account for vibrations. Due to the broadening

and the very closely lying C1s binding energies, only one peak can be seen in

the experiment. The calculations showed that the three C1s binding energies

are very close in energy. At the same time, theory showed that charge is not
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(i) (ii)

Figure 5.10. PES (i) and XPS (ii) results for the biphenylene molecule; comparison

between experiments and theory. The figures were taken from Ref. [234].

equally distributed among the C atoms but accumulated at the Cβ while the Cγ
have less charge.

Ordered and disorder biphenylene films on Cu(111)

The adsorption of biphenylene molecules on the Cu(111) surface at low tem-

perature (90 K) was studied in Paper XI. The purpose was to investigate the

molecular architecture of biphenylene molecular films by combining NEX-

AFS, XPS, PES and DFT results.

The NEXAFS results of Paper IX can be compared to the NEXAFS data

of Paper XI. Figure 5.11 compares the NEXAFS spectra of the gas phase

molecule in (i) to the molecule in films adsorbed on Cu(111) in (ii). In the

gas phase, the transitions into π∗ and σ∗ orbitals are averaged over all orien-

tations. This is represented by the random orientation of the molecules. With

this in mind, experiment and theory have excellent agreement in Figure 5.11

(i).

The molecular architecture of the biphenylene molecular films on Cu(111)

is dependent on the film thickness. At low coverages, the molecules align

relatively flat on the substrate. This can be seen in the huge polarization de-

pendence between π∗ and σ∗ transitions in Figure 5.11 (ii-1). However, at

high and intermediate coverages, the molecules form disordered films. If an

intermediate film is annealed, the probed molecules on the film show order

again, see Figure 5.11 (ii-3).
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(i)

(ii)

Figure 5.11. NEXAFS of the gas-phase biphenylene molecule (i) and the adsorbed

biphenylene molecule on Cu(111) for different film thicknesses (ii). The figure was

taken from Ref. [234].
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Theoretical study of many-body effects in the
biphenylene molecule

A theoretical investigation regarding a quantitative description of the elec-

tronic state of biphenylene was conducted in Paper X. An accurate description

can be important to properly describe electronic processes within a material.

In Figure 5.12 (i), the accuracy of different theoretical methods is compared.

The investigation comparing results of the ionization energy (IE) and the elec-

tron affinity (EA) obtained with hybrid functionals, GW, ΔSCF calculations

and the OT-RSH approach, showed that several methods can reach similar ac-

curacy. In particular, OT-RSH and GW give similar EA’s and IP’s. Also the

ΔSCF method yields those accurately. The latter fact is even relatively inde-

pendent of the underlying functional.

These findings can also used to determine the electronic attributes of inter-

mediate steps in the formation of BPC. Moreover, biphenylene may not be the

ideal candidate to build BPC, and a halogenated substitute may perform bet-

ter. Then the accurate theoretical description can be used in conjunction with

experiments to investigate the bottom-up growing process and additionally to

estimate the efficiency.

The excitonic and many-body effects in the 2D
biphenylene carbon

2D carbon networks have captured a considerable amount of attention in sci-

ence and industry research and applications. Graphene [236, 237], graphane

[238] and graphyne [239] are only three examples out of many. They promise

low production costs compared to materials based on expensive elements due

to the abundance of carbon. The development of the bottom-up process to

build a complete sheet based on biphenylene is not yet completed. Many chal-

lenges and obstacles, like the chemical processing, need to be understood and

solved. Also their solutions will eventually be optimized. The adsorption on

substrates, which may act as a catalyzer in the chemical reactions, is one as-

pect. How the biphenylene molecule arranges on the substrates when adsorbed

on the surface, also with regards to self-organization, is another one. The sta-

bility of the final system and its intermediate structures during the growth pro-

cess also deserve consideration. Facing all of these and other challenges, the

development is coupled to great efforts, time and resources. With the theoreti-

cal methods available, a close look at possible outcomes can be taken, e.g. the

electronic properties of the hypothetical biphenylene sheet can be investigated.

This has the advantage of estimating what is waiting at the end of a perhaps

long development. At same time, it motivates to continue the experimental

efforts.
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Figure 5.12. Comparison between different theoretical approaches to determine the

ionization energy (IE) and the electron affinity (EA) of biphenylene.
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Figure 5.13. The GW corrected band structure (black bands) of BPC compared to the

DFT band structure (blue bands) in (i) and the absorption spectrum of biphenylene

carbon in (ii). The adsorption spectrum compares the GW-BSE (black profile) and the

GW-RPA (red profile) spectrum for the interaction with light polarized perpendicular

to the BPC plane. Also the visible energy range is indicated in (ii). The adsorption

(GW-BSE) with light polarized parallel to the BPC is shown as blue dashed curve. The

absorption of visible light is indicated. The insert shows the bright and dark exciton

contributions. The figures were adapted from Ref. [155].

The BPC, or biphenylene sheet, is a periodic 2D carbon network with a 4, 6

and 12-ring structure. The material was first described by Balaban [240]. With

the predictive study about the electronic and optical properties of the bipheny-

lene sheet in Paper VIII, the questions were addressed concerning what prop-

erties the hypothetical biphenylene sheet may have, where it could find ap-

plications and if development efforts would eventually pay off. In detail, the

one-particle self-energy was evaluated with the GW approach to obtain ac-

curate band structure results. The results of the latter, e.g. the quasi-particle

corrected states according to Eq. (4.5), were used in the Bethe-Salpeter ansatz,

a two-particle approach, to calculate the optical absorption spectrum and ex-

citonic levels, Eq. (4.11) and (4.12), respectively.

Figure 5.13 shows the GW corrected quasiparticle band structure in (i) and

the adsorption spectrum in (ii). The direct band gap, e.g. the fundamental

gap, is about 1.0 eV in the GW calculation. Small changes in the dispersion

can also be seen. The optical gap of BPC obtained from GW-BSE calcula-

tions is 0.5 eV, thus the bound exciton has a binding energy of 0.5 eV. This

large exciton binding energy is a result of the decreased screening in the 2D

materials, illustrated in Figure 4.5 (ii). Also a variety of dark excitonic states

form within the fundamental gap; most of them have larger binding energies

than the bright exciton. This could lead to applications of BPC in quantum

information technology.

The adsorption spectrum of BPC has parts in the visible light range. Since

the material also has a direct gap, BPC may find application in solar en-
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ergy harvesting. Typically for 2D materials, BPC has a strong adsorption

anisotropy, e.g. it adsorbs more light with perpendicular polarization (π∗)

than with parallel polarization (σ∗). For light harvesting, the excitonic effect

might be useful and could be made more efficient in heterogeneous structures.

5.4 About the spin-state manipulation of
iron-phthalocyanine through adsorption

Paper V, VI, and VII investigate the FePc molecule, and in particular its elec-

tronic properties. While the gas phase of the FePc (Paper V) can be regarded

to be an unperturbed system, its electronic and magnetic states can be modi-

fied when adsorbed on substrates or when interacting with a so called modifier

molecule. The interest in the FePc molecule is generated by its possible appli-

cations in many fields of technology. Organic field effect transistors, photo-

electric devices, and molecular switches are only a few examples [241, 242].

In these devices, the characteristic electronic, optical and catalytic properties

of FePc could be employed.

The gas phase FePc molecule

In Paper V, the electronic states of the gas phase FePc molecule were stud-

ied. This is of particular importance as a reference for situations in which the

molecule is adsorbed on a substrate or when it interacts with other molecules.

The XPS experiments where conducted and they were complemented by Fe

2p multiplet XPS calculations. The gas phase results were compared to mea-

surements performed on FePc films with a thickness of about 10nm. A com-

parison between gas-phase, film measurements and calculations is shown in

Figure 5.14. The calculations suggest a triplet ground state, which give a good

agreement with the 2p XPS measurements, both for the gas-phase molecule

and the film. For the film a specific ground state, 3Eg, could be suggested

while the increased broadening in the gas phase measurements did not allow

for a clear distinction.

The adsorption of FePc on Cu(111)

The FePc adsorbed on a Cu(111) surface forming a 0.5 monolayer (ML) was

investigated in Paper VI. Through adsorption on substrates, subtle changes in

geometric and electronic properties can be induced. In particular in Paper VI,

we have investigated the main reason for this symmetry breaking whether it is

of electronic or geometric nature for the FePc/Cu(111).
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Figure 5.14. Comparison between gas phase and thick film Fe 2p XPS measurement

(i), between theory and experiment for the gas phase and the film in (ii) and (iii),

respectively. The figures were taken from Ref. [243].
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Figure 5.15. (i) FePc adsorbed on Cu(111) shown in a relative height profile. (ii)

Experimental and simulated STM images at different bias voltages. The figures were

taken from Ref. [92].

The experimental STM and XPS measurements were supported by DFT

calculations. The calculations of STM images were performed in the Tersoff-

Hamann approach [81]. The XPS simulations of the C1s binding energies

were performed employing Eq. (4.25) and their relative shifts according to

Eq. (4.26).

Figure 5.16 (i), shows the adsorption geometry of FePc on Cu(111) as a

relative height profile of the molecule. As can be easily seen, the symmetry

of the molecule is reduced from D4h to C2 due to deformations out of the

molecular plane. Two of the isoindole rings are more bend to the surface than

the others. Especially, the carbon atoms are attracted to the surface while the

N atoms have a larger distance. Also the simulated STM images are shown

in Figure 5.16 (ii). Therein, the height differences are also visible, but the

results are convoluted with the electronic contributions. This applies also for

the experimental STM images, since effectively the charge density is probed.

As may be seen, the comparison with the experimental STM images is good.

Figure 5.16 shows the analysis of the effective Bader charges. The charge

transfer analysis reveals that the symmetry is reduced and that a different

amount of electrons can be found on the isoindole rings. The influences of the

nonisotropic charge transfer is also seen in the core-level line shapes, shown

in Fig. 5.16 (ii). Two C1s XPS line profiles are compared in this figure. One is

from a multilayer of FePc on highly oriented pyrolytic graphite (HOPC), the

other one is from the 0.5 ML FePc/Cu(111). The comparison shows that the

interaction of the FePc on Cu(111) is more involved than the one for the mul-

tilayer of FePc on HOPC. This is reflected in the increased broadening of the

peaks for the FePc/Cu(111) case compared to FePc/HOPC. The calculations

of the XPS line shapes, support this finding. Due to the electronic and geo-

metric influences the binding energies are altered for FePc/Cu(111). In detail,

the C atoms of the two different symmetry axises across the molecule show

distinct differences in their 1s binding energies, shown in Fig. 5.16 (iii) by

the shifts between the red and the blue curves. The larger contributions arise
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(i) (ii)

(iii)

Figure 5.16. (i) Effective Bader charges and symmetry axises (blue and red) are indi-

cated. (ii) Computed and measured C1s binding energies for FePc/HOPC and com-

pared to FePc/Cu(111) (iii). Also in (iii), the calculated contributions according to the

symmetry axises are indicated as blue and red curves. The figures were taken from

Ref. [92].

from the final state effects, especially from the interaction with the substrate.

Also the deformation of the molecule by itself causes a reorganization of the

electronic density which also affects the binding energies.

Therefore, one may conclude that the symmetry reduction of the FePc ad-

sorbed on Cu(111) is of mixed nature, e.g. there are electronic and geometric

factors which influence each other. The final result is a C2 symmetry of the

FePc molecule. This was suggested by experimental data and confirmed by

DFT results.

The adsorption of FePc and Py/FePc on
Cu(100)c(2×2)-2N/Cu(111)
Furthermore, the possible modifications of the electronic structure of FePc

by changing the substrate and by applying a modifier in form of a pyridine

(Py) molecule were investigated in Paper VII. In detail, the adsorption of FePc

forming a monolayer onto the copper nitride, e.g. Cu(100)c(2×2)-2N/Cu(111),

surface was investigated and the results were compared to the adsorption of

this system onto Cu(111) and onto Au(111).

The FePc has an adsorption site dependent spin state if it is adsorbed di-

rectly on Cu(100)c(2×2)-2N/Cu(111). In detail, the FePc has a larger mul-

tiplicity when the Fe ion is above a Cu atom than adsorbed on a N atom.
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Figure 5.17. A selected adsorption structure of FePc (left) and Py/FePc (right) on

Cu(100)c(2×2)-2N/Cu(111) in comparison.

Figure 5.17 shows the FePc on Cu(100)c(2×2)-2N/Cu(111) adsorbed directly

on a N atom. The Fe atoms is pulled towards the surface and the qualitative

Bader charge analysis suggested alteration of the electronic configuration of

the metal ion driven by a charge transfer to the N atom. Moreover, the inter-

action between the Fe and N atoms appears stronger than for Fe and Cu. This

is seen in a smaller adsorption distance for the former case. As a consequence

the magnetic moment on the iron atom is reduced.

The adsorption energy difference is about 1 eV between the adsorption site

with the largest and smallest adsorption energy. However, the monolayer for-

mation energy2 is about 1.8 eV and is therefore larger than this energy differ-

ence. Even though potential barriers between the adsorption sites, which are

larger than the latter energy, might exist, it is an indication that more than one

adsorption site might get occupied in a monolayer.

The adsorption of pyridine on FePc that in turn is adsorbed onto the copper

nitride quenches the magnetic moment on the iron ion. An adsorption structure

of Py/FePc/Cu(100)c(2×2)-2N/Cu(111) is shown in Fig. 5.17. This can be

understood from the lone-pair electron of Py which hybridizes with the metal

center of FePc. These changes have also influence on the XPS line shapes of

the C1s, N1s and the Fe2p levels. This is shown in Figure 5.18 (i). In general

the modifier tends to adsorb on the central metal ion, quenching the magnetic

moment for all adsorption sites. The charge transfer from the iron ion to the

2The monolayer formation energy is here defined as the exothermic energy which is released

when free molecules form a periodic free-standing monolayer.
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(i)

(ii)

(iii)

Figure 5.18. XPS C1s, N1s and Fe 2p3/2 line profiles of FePc and Py/FePc on

Cu(100)c(2×2)-2N/Cu(111) in comparison with the equivalent ones on Au(111) and

Cu(111) in (i), (ii) and (iii), respectively. The figure was taken from Ref. [92].

surface and to pyridine is larger than in the case without pyridine. Also the

changes in the electronic states contribute to the quenching of the magnetic

moment. These changes are also apparent in the Fe 2p XPS line profiles.

However, also the spectral shapes of the N and C atoms change if pyri-

dine is adsorbed onto FePc/Cu(100)c(2×2)-2N/Cu(111). Apart from the sto-

ichiometric changes induced essentially from the presence of pyridine in the

measurement, the FePc shows different interaction strength with different sub-

strates. Again, the line width provides important insights into the hybridiza-

tion strength between molecule and surface. While for the adsorption onto

Cu(111) the line widths are largest, they are smaller for the Au(111) case

and smallest for the adsorption onto Cu(100)c(2×2)-2N/Cu(111). The lat-

ter fact can be explained from the electronic decoupling of the FePc from the

Cu(111) since Cu(100)c(2×2)-2N/Cu(111) is insulating. These changes in the

full width at half maximum (FWHM) indicate charge density redistributions

upon pyridine adsorption. These results showed that the pyridine, e.g. a mod-

ifier, can have significant influence on the electronic and magnetic properties

of FePc.
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(i) (ii) (iii)

Figure 5.19. Lattice of a TMO XO (X=Ni,Co,Fe,Mn) in (i), the TMO in the cluster

model in (ii) and the TM in the bath model in (iii). Blue atoms are TM atoms, red

atoms are oxygen atoms and the gray area represents the bath.

5.5 X-ray absorption of transition-metal oxides

For the approach proposed in Paper XII, e.g. the study of the L-edge absorp-

tion spectra employing the hybridization function Eq. (4.22) in the multiplet

approach from Chapter 4.5, we chose to test the method on well studied sys-

tems with plenty of experimental and some theoretical references, i.e. the well

known fcc Transition Metal (TM) oxides; NiO, FeO, CoO and MnO [175,

180, 195, 244–246, 246–249]. Their crystal structure is shown in Fig. 5.19,

which also illustrates the cluster approach in which the solid is reduced to the

TM atom with the surrounding O atoms. The figure also shows the TMO-bath

that is used in our approach. TMOs are of huge technological interest and they

find (possible) applications in many fields, for example, in energy storage and

conversion [250–253], or in devices for memories [254, 255].

All these 3d TMOs contain strongly correlated d-electrons and their respec-

tive multiplet effects in XAS measurements are large. Several cluster calcula-

tions including multiplet crystal field, charge transfer and ligand field theory

calculations were conducted to analyze the experimental spectra [176, 195,

256].

The XAS spectra of NiO, FeO, CoO and MnO have been computed accord-

ing to Eq. (4.24). Details of the calculations are given in Paper XII. The DFT

results, summarized in Tab. 5.1, yielded the crystal-field parameter 10Dq, the

ligand splitting through fitting of the hybridization function (Eq. 4.22) while

the on-site energies Udd and Upd as well as the charge transfer energy Δ were

taken to fit the experiments.

The difference between the crystal-field calculation, e.g. without hopping

from the ligands, and the calculation including the coupling to the bath states

(Eq. 4.22) are shown in Fig. 5.20 and 5.21. The results without hopping from

the ligands are the black curves and those including hopping from the ligands

are the filled curves. For the purpose of better comparison, the spectra are

aligned at the largest peak. The plots show the results for different choices

of the crystal-field strength beginning from 0.1 eV and increasing in 5 steps

to 1.5eV. With increasing crystal-field strength, the spectra become in general
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Figure 5.20. Comparison between the computed XAS with (black solids curves) and

without charge transfer effects (filled curves) of NiO (blue) and FeO (red).
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Figure 5.21. Comparison between the computed XAS with (black solids curves) and

without charge transfer effects (filled curves) of CoO (green) and MnO (purple).
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Table 5.1. Summary of the used parameters and the results in the MLFT calculations.

NiO CoO FeO MnO

F0(eV) 7.5 7.0 6.5 6.0

F2(eV) 10.1 10.0 9.2 9.0

F4(eV) 6.7 6.7 6.2 6.1

Δ(eV) 4.7 4.0 4.0 8.0

Upd(eV) 10.5 8.4 9.6 7.2

10Dq(eV) 0.65 0.79 0.85 0.86

Veg(eV) 2.07 2.62 2.12 1.80

Vt2g(eV) 1.08 1.44 1.18 0.90

nd 8.17 7.18 6.18 5.08

broader. This shows a connection between the sub-edge width and 10Dq.

However, 10Dq cannot be taken directly from experimental result [178].

In general, the charge transfer effects are most obvious to result in a contrac-

tion of the spectral shape as well as resulting in small satellite contributions

[93]. In NiO, the contractions is very strong for small values of 10Dq. In

MnO, CoO and FeO, the effect is less obvious. Also new ground states can be

the result of the charge transfer [257].

In Figure 5.22, the computed spectra are compared to experimental mea-

surements [246–249]. Excellent, but still improvable, agreement with exper-

iments were obtained for most TMOs. Clearly, the branching ratio can be

reproduced to a good extent even though a constant broadening was applied

in the calculations. Experimental reality includes additional complex mech-

anisms like the Coster-Kronik decay and the Super Coster-Kronik decay and

interactions with phonons which generally cause non-uniform broadenings.

Especially, the L2 sub-edge is often broader than the L3 one [195]. On the

other hand, background is contributing to the L2 intensities in the XAS of FeO,

CoO and MnO. However, the presented calculated and experimental spectra

agree in the strong deviations from the statistical branching ratio (4:2).

The largest differences between measurements and calculations are found

for the CoO and FeO cases. For the former one, charging effects while for the

latter one crystal defects and off-stoichiometry are possible causes for the seen

differences. For NiO and MnO, most for the details can be reproduced. In the

case of NiO, the sub-edge L2 shows remarkable agreement. Both peaks have

the correct separation in relative peak intensity. Also L3 has these attributes.

Even the small shoulder at 856.5 eV can be seen. For MnO, L3 shows all

prominent features in the calculations including the pre-peak at 638.5 eV, the

main feature at 640 eV and its shoulder as well as a minor peak at 641 eV and

small contributions at 643 eV and higher. L2 instead is a broad peak due to the
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Figure 5.22. Comparison between experimental [246–249] (red dashed curves) and

theoretical XAS (black curves) spectra of NiO, CoO, FeO and MnO.
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vicinity of many small contributions. Most importantly, the ansatz employing

the hybridization function and the local Green’s function appears to work for

the calculation of 2p XAS of TMO.

72



6. Concluding remarks and outlook

The phthalocyanines and their interactions with substrates were studied by

means of soft X-ray spectroscopy and DFT calculations. Their molecular ar-

chitectures and the adsorption induced changes of the electronic structure were

investigated.

In particular, the adsorption of metal-free phthalocyanine on the Au(111)

surface was studied with DFT calculations including van der Waals (vdW)

corrections. The calculations revealed differences among the vdW methods

and the ones performing best this system could be determined. Moreover, in

a joint experimental NEXAFS and DFT study, the influence of the substrate

on the electronic states in the molecule was analysed. In future, it will be

interesting to understand how the electronic interaction between substrate and

molecule is modified by a metalation of metal-free phthalocyanine.

The structural and electronic adsorption induced changes in the iron ph-

thalocyanine (FePc) were investigated by evaporating FePc on Au(111), Cu(111)

and Cu(100)c(2×2)-2N/Cu(111) and analyzing XPS and STM measurements

and DFT results. The study revealed that FePc undergoes a symmetry re-

duction from D4h to C2 if adsorbed on Cu(111). The reasons can be found

in structural effects caused by the substrate and in electronic charge transfer

and charge reorganization. The spin state of FePc is adsorption site depen-

dent on Cu(100)c(2×2)-2N/Cu(111). In particular the magnetic moment is

quenched if the Fe ion directly adsorbs on a N atom. The spin state can fur-

ther be quenched if the modifier molecule pyridine is adsorbed on the iron

ion. To manipulate the spin-state of the FePc in a controllable way can lead to

applications of FePc in, for example, data storage devices for spintronics.

The architectures of LuPc2 molecular films on hydrogenated Si(100)2x1

is dependent on the thickness of the films. While the molecules lie flat on

the substrate in submonolayer coverages, they begin to randomly arrange with

increasing thickness. On pristine silicon, the molecules form clusters and their

XPS signals indicate a strong interaction with the substrate. DFT calculations

showed that the lower ring is strongly affected and the electronic and structural

changes in the upper Pc rings are a consequence of the changes in the lower

rings. The LuPc2 is a prototypical double-decker phthalcyanine with 14 f -

electrons and the knowledge gained can help to elucidate the physics of other

double-decker phthalocyanine with a not completely filled f -shell.

The electronic structure of the biphenylene molecule and the hypothetical

biphenylene carbon (BPC) were studied. The BPC is a periodic 2D carbon

network with a biphenylene-like basis. By means of DFT and GW calcula-

tions, an accurate electronic description compared to experimental PES data
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of the gas-phase molecule could be obtained. Also DFT methods with GW-

like accuracy were determined for the biphenylene molecule. Insights for the

adsorption of biphenylene on Cu(111) were obtained by NEXAFS measure-

ments, which showed that the biphenylene molecule adsorbs flat on the surface

in low coverages while with increasing film thickness the adsorption angles

between surface and molecule increase. If biphenylene can be used to build

BPC, the GW and GW/BSE calculations predict a band gap of 1 eV and an

optical gap of 0.5 eV in BPC, respectively. The obtained insights so far are

promising and further modifications of BPC could lead to an increase or de-

crease of the band gap and the optical gap. Then, the properties of BPC can

be optimized to suite a certain application. Although further investigations are

required, BPC is a promising material for solar energy conversion and quan-

tum information technology since it absorbs visible light and bright and dark

excitons can be generated in BPC.

The approach to computed L-edges which was proposed here, adopts the

hybridization function known from DMFT and it is used to parameterize a

single impurity Anderson model including an additional excited state Hamil-

tonian. The results obtained for NiO, CoO, FeO and MnO are promising and

it will be very interesting to extend the application to metal-organic systems

like the iron phthalocyanine. The hope is that these calculations will allow to

determine the changes in the magnetic properties induced in these compounds

by adsorption on surfaces or by other chemical changes. Indeed, the method

will be extended to compute XMCD signals to provide further insights.
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7. Populärvetenskaplig sammanfattning

Innovationer kan förändra samhället. Införandet av datorer i nästan varje as-

pekt av det dagliga livet även representerar början av kisel perioden. Moores

lag förutspådde tidigt utvecklingen av datorkraft. Var 18:e månad fördub-

blades datorkraft. Kontinuerliga framsteg gör detta möjligt. Här är sökandet

efter nya material ett viktigt bidrag. 70% av alla innovationer beror på nya

material. Detta gäller inte bara för kiselindustrin, men också många andra

områden som medicin och rymdfärder.

Inflygning organiska föreningar, det vill säga material bestående huvudsak-

ligen av grundämnena kol, syre och kväve, kan öppna nya vägar. Andra ele-

ment kan vara av betydelse. Övergångsmetaller är kända för att förekomma i

många organiska föreningar. Övergångsmetaller kan bestämma många egen-

skaper av metall-organiska föreningar. Viktiga fördelar kan vara låga pro-

duktionskostnader, sort och modifierbarhet av organiska och metallorganiska

material. Frågan är vilka ämnen som kan användas och i vilket syfte. Spek-

troskopiska metoder, till exemple Röntgen fotoelektron- och absorptionsspek-

troskopi, kan användas att erhålla information om strukturen och elektroniska

tillstånd. När de kombineras med beräkningar som baseras på täthetsfunktion-

alteori, för insikter på en atomär upplösning möjligt.

Ftalocyanin molekyler har väckt stort intresse på grund av deras robus-

thet mot värme och kemiska angrepp. Dessa molekyler kan även ha många

olika metallcentrum, vilket ger dem ett slags variabilitet. Detta möjlig gör

att anpassa deras särdrag after önskad användningssätt och att optimera för

detta. Väsentligt är att förstå exakta växelverkan mellan molekylen och ytan.

Den metall-fri ftalocyanin spelar en särskild roll. Nämligen, det är den enda

ftalocyanin utan metallcentrum. Därför finns det möjlighet att studeras egen-

skaperna hos den organiska delen av molekylen. Järn-ftalocyanin molekyler

(FePc) är på grund av på järnkärnas magnetiska moment en kandidat för an-

vändning i spinntroniska enheter, som en byggsten i lagringsenheter och or-

ganiska fälteffekttransistorer. Det har visat sig att egenskaperna hos FePc

genom adsorption till ytor kan varieras. En riktad manipulation av egen-

skaperna är således inom räckhåll, antingen genom adsorption eller att ytterli-

gare ändra molekyler som interagerar med FePc. Det finns också ftalocyanin

biplan, som har ett lantanid metallcentrum i middel av två ftalocyanin ringar.

Lutetium-bis-ftalocyanin är en av dem. Den kan tillämpas som en gassen-

sor. Därför är det viktigt att veta den molekylära arkitekturen av molekylerna

i filmerna, eftersom strukturen av de molekylära filmerna också kan påverka

funktionen av gassensorerna.
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Det finns också möjligheten att producera nya material med den så kallade

bottom-up metoden. Molekylen bifenylen är en kandidat att producera två-

dimensionell bifenylen Kol (BPC) med en bottom-up process. Teoretiska

beräkningar har visat att BPC har ett bandgap av c:a 1 eV. Detta kan kanske

användas i elektroniska komponenter. Också den beräknade absorptionen av

synligt ljus är stora potentiella användningsområden för BPC.
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Appendix A: explicit formulas of the GW approach

The explicit equations of Hedin’s wheel are given:

G(12) = G0(12)+
∫

d(34)G0(13)Σ(34)G(42) (8.1)

Γ(12;3) = δ (12)δ (13)+
∫

d(4567)
∂Σ(12)

∂G(45)
G(46)G(75)Γ(67;3) (8.2)

χ(12) =−i
∫

d(34)G(13)G(41+)Γ(34;2) (8.3)

W (12) = v(12)+
∫

d(34)W (13)χ(34)v(42) (8.4)

Σ(12) = i
∫

d(34)G(14+)W (13)Γ(42;3) (8.5)
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