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Abstract


In this thesis the main focus is the use of methods and applications of next generation sequencing in order to study three of the most common neurodevelopmental disorders: intellectual disability, epilepsy and schizophrenia. A large fraction of the genes in our genome produce several distinct transcript isoforms through the process of splicing and there is an increasing amount of evidence pinpointing mutations affecting splicing as a mechanism of disease. In Paper I we used exome capture of RNA in combination with sequencing in order to enrich for coding sequences. We show that this approach enables us to detect lowly expressed transcript and splice events that would have been missed in regular RNA sequencing using the same coverage. In Paper II we selectively depleted the different transcripts of Quaking (QKI), a gene previously associated to schizophrenia. Using RNA sequencing we show that the effects of depletion differ between transcripts and that the QKI gene is a potential regulator of the Glial Fibrillary Acidic Protein (GFAP), a gene implicated in several diseases in the central nervous system.

De-novo mutations are frequently reported to be causative in neurodevelopmental disorders with a strong genetic component, such as epilepsy and intellectual disability. In Paper III we used exome sequencing in family trios where the child was diagnosed with both intellectual disability and epilepsy, focusing on finding de-novo mutations. We identified several previously unknown disease causing mutations in genes previously known to cause disease and used previously published interaction and mutation data to prioritize novel candidate genes. The most interesting result from this study are the implication of the HECW2 gene as a candidate gene in intellectual disability and epilepsy. In Paper IV we used RNA sequencing of post mortem brain tissue in a large cohort of schizophrenics and controls. In this study we could show that the immune system and more specifically the complement system was dysregulated in a large fraction of patients. Further, using co-expression network we also found some evidence suggesting genes involved in axon development and maintenance.
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Introduction

From DNA to transcription

The human genome contains all biological information necessary for a human to live, grow and develop. The genetic instructions are encoded by Deoxyribonucleic acid (DNA) molecules. These molecules consist of four distinct bases: Adenine (A), Guanine (G), Thymine (T) and Cytosine (C), chained together via a phosphate backbone. Most cellular DNA is double stranded, meaning that two DNA molecules are bound together creating a double helix structure (Figure 1). Due to the chemical properties of each base, Adenine can only create a pair with Thymine and Guanine with Cytosine. This specific base pairing forces paired DNA molecules to be complementary, and from the order of bases of either strand, the bases on the second strand can easily be determined. The sequence of bases along the DNA strand constitute the genetic code that contain the instructions for the creation of every molecule the cell produce. Despite extensive efforts, there are still many aspects of this code that are not understood.

In the cell the DNA occurs as long molecules called chromosomes, and a normal human cell contains 46 chromosomes. The 46 chromosomes include 22 pairs of homologous chromosomes called autosomes, as well as the sex determining chromosomes, the X and Y chromosomes. We inherit 23 chromosomes from each parent. In addition, the cell contains DNA in the mitochondria, which are exclusively inherited from the mother.

The chromosomes contain genes, which correspond to stretches along the chromosomes that are frequently expressed, meaning that the DNA is used as a template to create an RNA molecule. Like DNA, RNA consists of a chain of nucleotides. However, instead of Cytosine the RNA introduces a Uracil (U) and it also differs from DNA in that it is a single
stranded molecule. The RNA has many important roles in the cell. The classic role of RNA is to function as a carrier of the information required to create a specific protein. However, RNA can also be functional in itself as non-protein coding RNA, a class of molecules that are crucial for controlling or performing many cellular processes. The exact number of genes in our genome is still debated, however with the completion of the Human Genome Project (HGP) in 2004, the number of protein coding genes was reported to be approximately 20,000 – 25,000 (Human Genome Sequencing Consortium 2004).

Most human protein coding genes contain introns and exons, and specific sequences of regulatory DNA inside or around the gene determine when and how much the gene will be expressed (Maston et al. 2006). When a protein coding gene is expressed both the exons and introns are transcribed to RNA, however the resulting transcript is usually processed. In the processing step the introns are removed, and modifications are added to the ends of the transcript. The mature processed transcript is called messenger RNA (mRNA) and contains the information necessary to create a protein.

The removal of introns from a transcript is called splicing. The process of splicing does not only remove introns, but in some cases it may also remove exons in a process referred to as alternative splicing. Alternative splicing gives the genome the ability to create many different transcripts from the same gene and plays an important role for the diversity of functions for genes in the human genome (Kelemen et al. 2013). There are several observations of protein isoforms produced from different splicing events in the same gene that show distinctly different properties with respect to structure, function and localization (Yang et al. 2016). Furthermore, it has been estimated that 92-94% of the human multi-exon genes produce more than one distinct protein isoform via alternative splicing (Wang et al. 2008; Pan et al. 2008).

Variation in the human genome

The ability of the genome to mutate, i.e. to change the order, content or organization of DNA, is the foundation of the evolutionary process and of our phenotypic diversity. Mutations occur spontaneously in every generation and can be either neutral, increase fitness or decrease fitness and in some cases cause disease (Fay et al. 2001). Each human carries their own range of inherited and acquired mutations and these mutations are known as genetic variation. There are several mechanisms that give rise to genetic mutations, including damage to the DNA which is not properly repaired, errors in cellular replication, or insertions of mobile genetic elements (Malkova & Haber 2012; Kaer & Speek 2013).
The most common types of mutations are single nucleotide variants (SNVs) and small insertions or deletions (indels). The SNVs are positions in the genome where one base has been exchanged for another. Indels are positions in our genome where a few bases have been either deleted, inserted or where a deletion and an insertion have occurred in the same position (Mullaney et al. 2010). It has been estimated that each individual carries an average of 38 - 73 SNVs not inherited from the parents (Besenbacher et al. 2015; Kong et al. 2012). These variants are called *de-novo* mutations, as they are new to the genome of the specific carrier and the overall mutation rate of single nucleotides in the human genome has been calculated to be $1.27 \times 10^{-8}$ per base and generation (Besenbacher et al. 2015). The absolute majority of the variation in our genome is considered to be made up by rare variants (minor allele frequency < 1%) (Tennessen et al. 2012; Marth et al. 2011). Furthermore, rare variants have been indicated to more frequently disrupt protein coding genes compared to variants with a higher minor allele frequency, suggesting that these variants are more probable to have biological or medical consequences (Nelson et al. 2012).

Another common type of mutations are large rearrangements such as copy number variation (CNVs) and translocations. CNVs are large deletions or duplications of genomic regions (Scherer et al. 2007). Translocations are mutations caused by the rearrangements of chromosomal regions between nonhomologous chromosomes (Roukos et al. 2013). The number of *de-novo* CNVs has been estimated to $1.2 \times 10^{-2}$ per genome per generation making them common in our genome (Itsara et al. 2010). There is an inverse correlation between size and frequency for CNVs, with CNVs >1Mb rarely seen in the normal population, indicating that longer CNVs have a greater impact on our genome than shorter ones and are therefore under negative selection (Itsara et al. 2009).

There have been significant efforts to catalogue genetic variation in the human genome resulting in the development of several large databases such as the dbSNP, DGV and ExAC (Sherry 2001; Exome Aggregation Consortium et al. 2015; Wheeler et al. 2007; MacDonald et al. 2014). These databases have acquired data from large-scale projects such as the 1000 Genomes Project, mapping single nucleotide variants (SNVs) and structural variation in 2504 individuals from 26 populations. Interestingly despite previous variation discovery efforts the 1000 Genomes Project identified 84.7 million SNVs where a large fraction of the variants had not been previously observed, underlining the vast amount of variability existing between individuals and populations (Auton et al. 2015).

These results show that each population and individual carry a wide array of inherited variants, giving each population a unique genomic background.
Genetic variation in human disease

The introduction of new mutations in the genome is a normal process contributing to diversification of phenotypes and it is one of the driving forces of evolution. However, mutations will in some cases be pathogenic and cause disease. Identifying the variants that are associated with disease is one of the main goals in genetics research and novel mutations associated with disease are now discovered at a rapid pace. Currently, the database Online Mendelian Inheritance in Man (OMIM), a highly updated database specializing in genetic disease, lists more than 3000 genes reported to induce a distinct phenotype if disrupted by a mutation (www.omim.org).

There are multiple mechanisms by which a specific mutation may cause disease, and even when the disease mutation is identified the etiology of the disease often remains elusive. For example pathological CNVs deleting or duplicating several genes can change the expression of one or several proteins involved in disease. As CNVs in many cases contain several genes it is often challenging to measure the exact contribution made by each gene to the resulting phenotype (Henrichsen, Chaignat, et al. 2009). In addition, larger structural variants may change the genomic landscape in ways that also affect the expression of genes outside the region directly affected by the aberration (Henrichsen, Vinckenbosch, et al. 2009).

Single point mutations in coding exons may have different effect depending on the type of substitution. They can either cause a premature stop codon, a non-synonymous change or a synonymous change, as well as the loss of a stop codon or cause changes in splicing. The effect of the gain of a stop codon may either lead to a truncated protein or, more commonly, to an unstable mRNA product degraded by the nonsense mediated decay pathway (NMD). Both of these mechanisms have been shown to cause disease (Holbrook et al. 2004). However, while the decay of the mRNA will lead to different protein expression levels, a truncated protein can in some cases cause disease through reduced function or changed properties (Inoue et al. 2004). Indels in coding regions often create frameshift mutations, making them similar to stop gains in terms of the effect on the protein. Both indels and the gain of a stop codon are considered to have highly disruptive effects on the gene, making them more likely to cause disease compared to non-synonymous mutations (Thusberg et al. 2011).

Disease causing non-synonymous mutations can change the properties of the protein, for example making an enzyme bind stronger to its substrate. Another way these mutations may cause disease is to make the resulting transcript enter the NMD pathway. A series of studies have observed that certain protein domains are overrepresented as carriers of disease associated de-novo mutations (Wang et al. 2012; David et al. 2012). These studies show that not only inherent capabilities of the mutated DNA, but also factors affecting protein-protein and protein-DNA interaction are important for the impact of a SNV.
As it is generally challenging to determine the impact of non-synonymous SNVs, computational methods to predict the effect of mutations, such as MutationTaster and PolyPhen2, have been developed (Schwarz et al. 2010; Adzhubei et al. 2010). These methods estimate the severity of a mutation and are based on inherent characteristics of the genome such as sequence, mRNA structure, conservation, splice sites and amino acid change. Furthermore, in recent years, with increasing access to genomic annotation data and large catalogues of SNVs, scores based on machine learning have been developed (e.g. CADD and FATHMM) (Shihab et al. 2014; Kircher et al. 2014). These methods use known causative and benign SNVs together with genomic annotations (e.g. gene lists, genetic motifs, conservation and transcription factor binding sites) to train the underlying algorithm to score the severity of mutations in the human genome. To assess the full effect of a non-synonymous mutation these methods might however not be sufficient and further evidence are usually needed to establish an SNV as causative.

Inheritance in genetic disease

Pathogenic mutations can either be inherited and segregate in a family, or they can be a new mutation in the affected carriers giving rise to sporadic cases of disease. As the human genome is diploid, all genes on the autosomal chromosomes exist in two copies and specific mutations can effect either one or both copies of the same gene. Therefore, pathogenic mutations can exist in two forms, either dominant where mutation in one of the two copies of a gene is sufficient to cause disease, or recessive where both gene copies need to be affected. Both dominant and recessive disorders can be inherited and it is common for them to segregate within families. The same is true for disorders involving genes on the sex chromosomes or in the mitochondrial DNA. However, as males carry one X and one Y chromosome and as the mitochondrial DNA is inherited exclusively from the mother, mutations in these parts of the genome follow their own specific inheritance patterns. Diseases that are caused by a single mutation are called Mendelian diseases and their pattern of inheritance can easily be spotted in a pedigree.

For Mendelian diseases with a high overall severity and early onset such as ID, reproductive fitness is decreased and therefore there might be low or no inheritance. In contrast, late onset diseases such as Alzheimer’s have less effect on reproduction (Steele 2000). This indicates that severe conditions with early onset would be rare in the population compared to less severe or late onset conditions. Curiously, this is challenged by the observation that some severe conditions are relatively common in the population with e.g. ID occurring in approximately one percent of the population (Maulik et al. 2011). The high prevalence of these conditions can partly be explained by de-novo mutations. This is supported by several recent investigations that reveal a large
fraction of *de-novo* mutations in ID and similar disorders (Helbig et al. 2016; Erickson 2016). For *de-novo* mutations to explain the high prevalence of a severe disease, at least two conditions need to be met. Firstly, the number of causative genes needs to be relatively large and secondly the disease must have the potential to be triggered by a single mutation.

However, some diseases are not triggered by a single mutation, but instead they are triggered by a combination of different genetic and environmental factors. These types of disorders are called complex diseases and include many common diseases such as diabetes, arthritis and schizophrenia (Karalliedde & Gnudi 2016; Kavanagh et al. 2015). Many occurrences of complex disease are sporadic but a familial aggregation not following mendelian inheritance is commonly seen (Motulsky 2006).

### Regulation of expression as a mechanism in disease

Genetic variation can have a direct effect on gene expression and an extreme example of this is the deletion of a genetic region. However, mutations can also influence expression in less direct ways and it has been shown that SNVs or indels can affect the expression of one or several genes (Stranger et al. 2005; Lappalainen et al. 2013). Loci in the genome containing genetic variants that affect gene expression are called expression quantitative traits loci (eQTL) (Schadt et al. 2003). Variants found inside of eQTLs can either act in *cis* or *trans*. Variants acting in *cis* affect nearby genes on the same physical chromosome while variants acting in *trans* can affect distant genes and genes on both alleles of a target gene (Becker et al. 2012). In a recent study using GWAS in 11 human complex diseases, hits mapping to regulatory regions were found at a higher rate than would be expected by chance (Gusev et al. 2014). These results indicate that mutations affecting regulatory regions are an important factor in the development of complex disease. This conclusion is further supported by several studies showing an overlap between eQTLs and GWAS hits in human complex disease (Zou et al. 2012; Yin et al. 2014).

Apart from quantitative changes in gene expression mutations may also induce changes in the expression of different mRNA splice isoforms produced from a gene. Mutations in splice sites have the ability to restrict or prevent the expression of specific mRNA isoforms. Alternative splicing is especially common in the nervous system (Castle et al. 2008), and changes in alternative splicing have been observed in different stages of brain development (Mazin et al. 2013). These observations suggest that alternative splicing is an important factor in normal neuronal function and disruptions of alternative splicing has been indicated as a component in neurologic disease (Lieve Claes et al. 2001; Rosewich et al. 2012; Paulussen et al. 2011; Licatalosi & Darnell 2006; Strong 2010). In addition to mutations in splice sites, mutations in genes encoding splicing factors, involved in directing the splicing of target genes,
have been shown to change splicing patterns (Korir et al. 2014; Zhang et al. 2015).

Another important process by which the cell can control the expression of specific genes is by controlling the level of condensation of the chromatin. A more condensed chromatin tends to inhibit gene expression while more loosely ordered chromatin allows expression factors to bind and increase expression of a gene (Kornberg & Lorch 1995). Proteins affecting the condensation of protein have been indicated to have important roles in regulating gene expression. Interestingly one class of these proteins, the chromatin-re-modeling complexes has also been indicated to have an important task in mammalian neural system development (Bultman et al. 2000; Pereira et al. 2010). This is highlighted by the identification of causative mutations in chromatin remodeling factors in several studies investigating ID, autism, and related disorders (Gibson et al. 2012; Santen et al. 2012; Tsurusaki et al. 2012).
Tools used in the study of genetic disorders

Linkage and genome wide association studies

In linkage analysis specific genetic markers, usually SNVs or microsatellites, are used to identify genetic regions co-segregating with a certain trait or disease. The method relies on estimation of recombination frequencies and is based on the assumption that the pathogenic mutation will be inherited together with nearby markers. To calculate the probability of a certain marker co-segregating with a disease causing mutation the logarithm of the odds (LOD) score is used (Ott 1974). In large pedigrees linkage studies can severely decrease both the number and size of genetic regions of interest when searching for a causative gene.

Another widely used method is genome wide association studies (GWAS). In these studies SNVs are typically used as markers. However, unlike linkage analysis a GWAS does not require pedigrees, but instead rely on cohorts where individuals with a specific phenotype are collected and compared to controls. For each marker the allele frequency is measured and the odds ratios are calculated (Clarke et al. 2011). Markers having odds ratios significantly different from one are said to be associated with the trait studied.

Next generation sequencing

Before the advent of next generation sequencing (NGS) the capabilities of the available technology to investigate the genomic sequence of any organism was effectively restricted to targeted Sanger sequencing (Sanger et al. 1977). The Sanger method was later adapted for whole genome shotgun sequencing, a method to split longer DNA fragments into small fragments that are randomly sequenced and subsequently assembled (Staden 1979). However, the method was limited to the sequencing of small genomes (4000 – 7000 bp). In the beginning of this millennium several technologies were developed for parallel sequencing of DNA fragments, dramatically increasing the throughput compared to sanger sequencing (Brenner et al. 2000; Shendure et al. 2005). Combined with shotgun sequencing these methods gave the ability to sequence large and complex genomes (Venter et al. 2001). However, it was not until the introduction of the first commercially available NGS machine from Roche in 2005 that NGS could be used on a larger scale (Margulies et al. 2005).
Since then several innovative sequencing techniques have been developed (and in some cases disappeared from the market) and NGS techniques have been adapted to not only study our DNA but a wide array of different processes including transcription, and methylation (Buermans & den Dunnen 2014). Today several platforms are available for NGS and amongst these the Illumina, LifeTechnologies Semiconductor sequencing (Ion Proton) and PacBio are widely used.

The Illumina systems measure the fluorescence from labeled nucleotides to detect the order of bases in each DNA fragment sequenced. In a first step each DNA fragment is attached to a solid surface and a clonal amplification of the fragments are done. This results in clusters of cloned single stranded DNA fragments attached to the surface. Primers are then attached to the DNA and fluorescently tagged nucleotides are added one by one. Each nucleotide added creates a unique emission and the combined emission from each cluster is captured using digital imaging at the end of each cycle. Currently used Illumina systems produce reads spanning 50 to 300 bp (depending on the machine and protocols used in the library prep) (Mardis 2008)

In contrast to Illumina sequencing, the Ion Proton technology does not require an imaging step, and the sequencing runs are therefore considerably faster. As a first preparatory step the ion proton technologies creates an oil-water emulsion, and a clonal amplification of DNA fragments takes place inside of each oil vesicle. Following this, vesicles containing amplified DNA fragments are transferred to microwells on a semiconductor chip. The sequencing is performed by measuring changes to pH induced by the release of hydrogen ions when complementary bases are bound to the amplified single stranded DNA fragments. The reads generated by this technology do not have a fixed length, instead a distribution of read lengths are created with the longest spanning over 600 bp (Merriman & Rothberg 2012). The decreased runtime of this system however comes at the price of an excess of sequencing artifacts in the results (Buermans & den Dunnen 2014).

While both technologies described above require a clonal amplification step the single molecule real time sequencing introduced by Pacific Biosciences does not. The sensors in the PacBio machine are sensitive enough to detect the order of bases in a single DNA fragment. Similar to the Illumina system, the PacBio machine detects fluorescence to determine the order of bases in a DNA fragment. Unlike Illumina however, individual DNA fragments are placed at the bottom of small wells, and the fluorescent signals are recorded in real time. The main advantage of the PacBio system is the read length. The instrument is able to generate sequence reads that are 10 – 15 thousand bases long. However, the technology currently produces a limited number of total reads per run, making the cost per sequenced base notably higher than both the Illumina and Ion Proton technologies (Quail et al. 2012).
Whole exome sequencing

When studying genetic disease one of the key factors investigated is mutations in coding regions of genes. To this end whole exome sequencing (WES) was developed. This method introduces a capture step to enrich for exonic sequences prior to sequencing (Mamanova et al. 2010). This enables the sequencing of a large part of the coding sequences in the human genome while at the same time restricting the total length of DNA investigated.

However, exome sequencing suffers from some drawbacks. Firstly, not all exons are captured, and secondly, non-exonic causative mutations have a severely limited probability of being detected (Bamshad et al. 2011). Despite these disadvantages exome sequencing has been successfully used in finding causative de-novo mutations at a higher rate than previous non-NGS methods (Yang et al. 2014)

Whole genome sequencing

In whole genome sequencing (WGS) all chromosomal and mitochondrial DNA of an organism’s genome are sequenced. In theory, raw data from each of the 6 billion bases in the human genome should be retrieved using WGS, however the sequencing depth (meaning the number of sequence reads covering each position in the genome) is a vital factor determining the ability of this technology to detect genetic aberrations (Meynert et al. 2014). For example it has been estimated that a genome needs to be sequenced to an average depth of 30 – 50 reads to retrieve a majority of SNVs and indels in a human genome (Ajay et al. 2011; Bentley et al. 2008). Furthermore, repetitive genomic sequences can create ambiguities in the mapping, which can complicate the interpretation of the data (Treangen & Salzberg 2012).

WGS is not only used to identify small variation but it can also be used for detection of structural variation. Several different analysis strategies have been developed to achieve variation calling across the full sizespectrum. One popular method is to use information gained from paired end reads (reads produced by sequencing both ends of a DNA fragment). As these reads are generally produced from DNA fragments of the same length they have a specific insert size and deviations from this can be used to pinpoint deletions and duplications (Korbel et al. 2007). Another approach to identify structural variations is by using split read analysis. This method assumes that reads not mapping to the genome may contain a CNV breakpoint. By remapping these reads to the genome and allowing for parts of the read to map to different positions it is possible to map these breakpoints (Zhang et al. 2011). Another method is to simply measure the read depth, assuming a correlation between read depth and CNVs (Yoon et al. 2009).
All of these methods have advantages and disadvantages. Measuring read depth provides good estimates of absolute copy number, but paired end and split reads methods perform better when detecting short CNVs (Alkan et al. 2011; Medvedev et al. 2009; Bellos et al. 2012). Because of this several methods using combined approaches, such as LUMPY, have been developed (Layer et al. 2014). Taken together, the possible applications of WGS make it an excellent technique for identifying pathogenic mutations. However, the downside of WGS is that compared to WES a significantly larger amount of reads needs to be sequenced to achieve the same coverage over exon regions. Furthermore, using WGS to catalogue the full spectrum of mutations is in many cases highly practical, but WGS is prohibitively expensive for large studies.

Sequence data analysis

After sequencing, whether using WGS or WES, the data produced needs to be analyzed and interpreted. In a first step, the reads must be mapped to a reference genome (unless a de-novo assembly approach is used) and after this, variants are identified. For experiments where the main aim is to identify variants and mutations several different softwares are available, e.g. GATK, SAMtools or FreeBayes (McKenna et al. 2010; Li et al. 2009; Garrison & Marth 2012). A typical workflow when identifying causative SNVs and indels in WGS and WES data is to first filter the identified SNVs on quality, e.g. the number and mapping quality of reads covering the SNV, scores assigned to the probability of the sequencer to observe the correct base etc. Following this, known benign variants (common in the population and not disease associated) are removed. After an introductory filtering a large number of SNVs typically remain and further filtering is usually required. To achieve a list of candidate variants that is short enough for validation experiments to be feasible several strategies can be used.

![Diagram](image)

*Figure 2: A sample workflow showing different filtering strategies that can be applied for exome sequencing data.*
For recessive diseases in consanguineous families, homozygosity mapping can be used to decrease search space (Lander & Botstein 1987). Similarly if a large pedigree is available linkage analysis can be used to pinpoint regions containing variants of interest (Pulst 1999). When suspecting dominant disease caused by de-novo mutations, the full variation in the parents can be effectively used for filtering (Iossifov et al. 2014) (Figure 2). Careful planning of the study, analysis steps and selection of patients is crucial to maximize the chances of identifying causative mutations.

Transcriptome sequencing

Measuring gene activity by quantifying the abundance of expressed RNA is an important approach to investigate cells. To this end NGS sequencing technologies were early on adapted to sequence RNA. As sequencing machines were developed to sequence DNA, extracted RNA is commonly transformed to cDNA using reverse transcriptase before sequencing (Wang et al. 2009). Transcriptome sequencing is mainly used for two things, transcript identification and quantification of gene expression.

There are two general strategies for transcript identification, either the reads are mapped to a reference genome and transcripts are identified based on read alignments (Roberts et al. 2011). Alternatively, a de-novo transcript assembly may be performed; this method uses overlapping reads to identify expressed stretches of RNA (Robertson et al. 2010). The identification of transcripts in the human genome has important implications. For example, an accurate annotation of exons will increase the chances of correctly identify mutations affecting coding regions.

Quantification of gene expression is commonly used when investigating differences in global expression between two groups. The method is applicable when studying the effect of a specific mutation, but also when studying the effect of an administered substance. As a transcriptome sequencing experiment will produce slightly different numbers of reads between samples normalization is generally required before performing any comparative analysis. There are several techniques that are used to normalize transcriptome sequence data, and they can roughly be divided into two subgroups. One group of methods are based on a distribution adjustment of read counts, but can also take read length into account, e.g. reads per kilobase per million reads (RPKM) (Mortazavi et al. 2008). These methods are based on the assumption that there is some similarity between the read count distributions that are compared and may therefore under or over-estimate expression differences between transcripts if this assumption is not true. Another group of methods are based on the assumption that most regions of the genome in any given experiment are not differentially expressed. Popular methods belonging to this group are the normalizations introduced in DESeq and Trimmed Mean of M-
values (TMM) normalization that is used in the popular software edgeR (Hansen et al. 2010; Robinson & Oshlack 2010; Anders & Huber 2010; Trapnell et al. 2013). After normalization, gene expression can be tested on a global scale. Popular tools for this are the DESeq2 and edgeR packages.

Network analysis

For highly penetrant genetic variants creating a clear phenotype, models measuring only a few features are usually sufficient to identify the biological processes involved. However, in complex diseases, variants contributing to disease interacts in highly complex biological pathways and systems. In order to understand the genetic contribution to these phenotypes several features need to measured and understood. During recent years Network analysis has become a popular way of shedding light on interactions between genes, and has in many cases been successfully used to identify biological pathways and candidate genes in disease (Hormozdiari et al. 2015). A network analysis can be performed using several different types of data as input but the main theoretical framework remains the same. Briefly, each molecule (gene or protein) is modeled as a node in the network. After this the relationship between nodes is calculated. Relationships between nodes are called edges, often visualized as lines between gene names. There is no need for the edges to show a direct or physical interaction, and in many cases edges reflect statistical similarity (e.g. correlation) or inference but can also be a combination of any of these measurements. The information gained from calculating the edges can be used to organize the network and to create a structure from which it is possible to draw biological conclusions.

There are two main sources from which networks can be created, either literature curated data (e.g. protein interaction databases), or data derived directly from experiments such as expression levels. While the use of curated data from the literature gives some strength in facilitating the full use of previous knowledge it also bears the risk of containing bias. Highly studied genes will contribute more information to the network than less studied genes, making the network focus on what is already known. Furthermore, relationships identified may only be true for certain tissues and cell states and may lack connections present in the specific tissue or cell type studied. Despite this, these networks are still valuable for evaluating connections between specific genes and pathways and for producing lists of gene or protein candidates for further experiments.

Another type of network is gene co-expression network. These networks are typically created using microarray or RNA sequencing data as input. There are several algorithms used to create gene co-expression networks e.g.
SPACE, GeneNet, WGCNA and Aracne using either partial correlation, correlation, information theory or Bayesian Network as statistical method (Allen et al. 2012).

It is common to use data from a specific RNA sequencing experiment but there are examples where data from databases such as Allen Brain Atlas (http://www.brain-map.org/) are used (Ben-David & Shifman 2012). Co-expression networks have the strength of being specific to the tissue used and reflect another level of cellular organization than for example protein interaction networks. This is highlighted in several studies where gene co-expression networks created from patient data have successfully been used to identify groups of dysregulated genes defining coherent biological processes relevant to the disease (Voineagu et al. 2011; Gupta et al. 2014; Torkamani et al. 2010; Chen et al. 2013). Another approach has been to create co-expression networks from healthy controls, and identify co-expressed modules enriched for genes associated with a specific disease. This method has successfully identified modules of interest in several diseases, including neurodevelopmental disorders (Bettencourt et al. 2016; Li et al. 2015).
Intellectual disability, epilepsy and Schizophrenia

Schizophrenia

Schizophrenia is a common neuropsychiatric disorder, with a prevalence of 0.5 - 1% (Tandon et al. 2008). Disease symptoms typically occur in the mid-twenties, however the disease may manifest at any age (Bergen et al. 2014). Schizophrenia is highly heritable and the genetic component contributing to the disease has been estimated to be 64% - 81% (Lichtenstein et al. 2009; Sullivan et al. 2003). The incidence of schizophrenia is higher in males than in females (incidence of 10 females and 15 males per 100 000 people and year) (McGrath et al. 2008). Typical symptoms of schizophrenia include delusions, hallucinations, impaired motivation, social withdrawal and cognitive impairment and studies show that schizophrenia patients generally have a lower quality of life compared to the general population (Solanki et al. 2008; Owen et al. 2016). Schizophrenia is a heterogeneous disease and despite extensive study, no physiological changes common to all or even a majority of patients have been observed (Linden 2012). However, certain pathophysiological changes have been noted in a fraction of the patients, including thinning of grey matter and white matter abnormalities (Hajjma et al. 2013). The indication of brain abnormality as a pathophysiological effect in schizophrenia is further underlined by several studies locating the disease effect to the prefrontal cortex (Barch & Ceaser 2012; Lewis 2012). Although there has been limited progress in understanding the detailed mechanisms of pathology, there has recently been important progress in understanding of the genetic contribution to schizophrenia.

Genetics of Schizophrenia

Genome wide association studies (GWAS) has led to the identification of more than 100 distinct genetic loci contributing to disease susceptibility in schizophrenia (Sullivan et al. 2012; Ripke et al. 2014). Furthermore, several inherited and de-novo CNVs have been identified as risk factors in schizophrenia, significantly increasing the risk of disease. Additionally, studies using exome sequencing in trio families have showed that de-novo SNVs are
contributing to schizophrenia prevalence (Fromer et al. 2014). It is also interesting to note that an increase in schizophrenia prevalence has been associated with paternal age (Malaspina et al. 2001). Taken together these facts suggest that schizophrenia is a highly complex disease with many distinct genetic factors contributing to disease development.

When investigating the evidence from genetic studies it becomes clear that certain classes of genes are frequently associated with schizophrenia. In exome sequencing studies de-novo mutations in genes coding for synaptic proteins have been extensively reported in patients (Hall et al. 2015). Furthermore, GWAS studies have implicated calcium-channels, glutamate receptors, dopamine receptors and genes in the MHC locus as associated with the disease (Ripke et al. 2014). These results correlate well with previous hypotheses about disease mechanisms in schizophrenia, including roles for autoimmunity and the dopamine system (Benros et al. 2014; Brisch et al. 2014).

Several environmental factors have also been reported to increase the susceptibility to schizophrenia, for example environmentally induced brain damage occurring during the fetal stage or early infancy (Owen 2012). The contribution of the environment to the risk of developing schizophrenia has to some extent also been confirmed in animal trials (Meyer & Feldon 2010). These observations support the idea that the development of schizophrenia is affected by gene-environment interactions and makes it a future challenge to separate nature from nurture.

Intellectual disability

ID affects approximately 1% of the population and is defined as a condition where the affected patients have impaired intelligence with an IQ under 70 and impaired social functioning (Maulik et al. 2011). The symptoms manifest early in life and have a remaining effect on development. ID is often associated with several secondary clinical findings such as malformations, metabolic diseases and epilepsy (Roselló et al. 2014; Arvio & Sillanpää 2003). Furthermore, ID often co-segregates with other psychiatric disorders, such as schizophrenia and autism (Duong et al. 2012; Berkel et al. 2010).

Genetics of intellectual disability

ID is highly heritable with an overall recurrence in families of 8.5%, making it clear that a large fraction of cases have genetic causes (Van Naarden Braun et al. 2005). The first identified genetic causes of ID were large chromosomal abnormalities detected by karyotyping and today it is estimated that approximately 4% of ID is caused by these types of mutations (Curry et al. 1997). With the development of microarrays several smaller CNVs were identified
as causative in ID. Taken together CNVs and large chromosomal aberrations are considered causative in approximately 14-18% of ID patients (Cooper et al. 2011; Hochstenbach et al. 2011).

ID has a high prevalence of sporadic and unexplained cases and it has long been hypothesized that a large fraction of these cases might be due to de-novo mutations. In recent years this has been confirmed by several large scale WES projects focused on the sequencing of family trios (Wright et al. 2014; Epi4K consortium 2012; de Ligt et al. 2012).

It is challenging to estimate the exact fraction of ID cases where de-novo mutations are causative, however in a recent large-scale study including 1133 families de-novo SNVs were considered causative in 19% of cases (Wright et al. 2014). In the same study inherited SNVs and indels were considered causative in 9% of cases. With access to WES, WGS and Array technologies novel ID genes are now detected at a rapid pace. ID occurs both as a recessive and dominant disease and today we know of more than 300 recessive and about one hundred dominant genes causing ID (Vissers et al. 2016). Furthermore it has long been known that males are overrepresented amongst ID patients. This is explained by mutations in genes on the X-chromosome where mutations have more severe effect in males compared to females, as males carry only one copy (Ropers & Hamel 2005). These conditions are referred to as X-linked ID and today we know of approximately one hundred X-linked ID genes, explaining less than 10% of the ID cases (Lubs et al. 2012).

Despite recent technological advances the number of ID patient’s receiving a confirmed diagnosis is low and a large fraction of patients have no known molecular cause for their condition (Karam et al. 2015). The reasons for this are most probably a combination of several factors. The genetic screening may fail to detect causative mutations. For example, microarrays have a limited ability to detect short CNVs and exome sequencing does not report mutations outside of coding regions. Both of these problems could be reduced using WGS, however this technology is more costly and not commonly used in the clinic (Gilissen et al. 2014). Furthermore, our knowledge of genes involved in ID is limited, complicating the assessment of mutations found in patients (Vissers et al. 2016). It is also known that ID may develop as a consequence of environmental factors, e.g. by neurological damage during pregnancy or early development and in these cases a genetic diagnosis is impossible (Karam et al. 2015). Furthermore, several specific CNVs associated with ID have been shown to induce both heterogenous phenotypes and difference in disease severity (Girirajan et al. 2012; Mefford et al. 2008; Girirajan et al. 2010). This supports a model where background variation contributes to the disease in a complex manner.

The catalogue of known ID genes contains genes involved in several different biological processes and pathways, with examples including transcriptional and translational control, protein modification, chromatin remodeling, and centrosome function (Tsurusaki et al. 2012; Santen et al. 2012; Tanaka et
This suggests that ID is not a single distinct disorder, but rather a large and diverse collection of disorders that have impaired cognitive abilities as a common trait. Despite this heterogeneity, biological processes commonly involved in ID are starting to emerge. These includes mutations in genes in the RAS-MAPK pathway with a distinct group of known ID disorders (Schubbert et al. 2007). Furthermore, mutations in the RHO GTPase pathway have showed to be associated with several forms of ID (Ba et al. 2013). An overrepresentation of mutations in several classes of proteins controlling expression of genes, such as chromatin remodeling factors, have also been frequently associated with ID (Sanchez-Mut et al. 2012).

**Epilepsy**

Epilepsy is defined by having recurrent seizures that are due to abnormal neuronal activity in the brain. The prevalence of epilepsy is difficult to estimate, however an incidence of 5.8 per 1000 people in developed countries and 10.3 to 15.4 per 1000 in developing countries has been reported (Bell et al. 2014). Furthermore, epilepsy is subdivided into several different classes based on seizure type, age of onset, co-morbid features and etiology (Berg et al. 2010). It is estimated that 20 – 30% of epilepsy cases are caused by acquired conditions, and the remaining 70 – 80% of cases are believed to be caused by genetic factors (Hildebrand et al. 2013). Epilepsy can occur both as a mendelian and a complex trait, however many cases occur sporadically with no family history of disease (Ottman & Risch 2012). Recent WES studies have revealed that de-novo mutations explain a fraction of sporadic cases, especially in cases with more severe epilepsy (Epi4K consortium 2012). Early genetic findings in epilepsy led to the hypothesis that epilepsy is primarily caused by mutations leading to dysfunction of ion channels (Singh et al. 1998; L Claes et al. 2001; Steinlein et al. 1995). Large scale studies using WES have added further support to this hypothesis but also identified causative genes implicating several other biological processes (Appenzeller et al. 2014; Epi4K consortium 2012; Helbig et al. 2016). Amongst these, genes involved in chromatin remodelling and transcriptional regulation are a large and growing group (Carvill et al. 2013; Allen et al. 2013).

**Shared genetics of ID, epilepsy and schizophrenia**

It has long been known that there is a strong comorbidity between neurodevelopmental disorders and it has been shown that there is a 3-5 fold increase in ID amongst individuals diagnosed with schizophrenia compared to the general population (Hemmings 2006; Morgan et al. 2008). Furthermore, recent
studies show that a large fraction of ID cases also have autism or schizophrenia (Fombonne 2003). Epilepsy has been reported to be present in 26% of patients with ID and individuals with epilepsy have an ~8.5 fold increased risk of developing schizophrenia (McGrother et al. 2006; Arshad et al. 2010).

Interestingly, analysis of results from large-scale sequencing projects have identified several genes that are associated with both ID, schizophrenia, epilepsy and autism spectrum disorders (Li et al. 2015). Adding to this, over 50 CNVs have been associated with ID, schizophrenia and epilepsy or any combination of two of these conditions ID (McGillivray et al. 1990; Pescosolido et al. 2013). There is also emerging evidence using genetic networks that genes contributing to neurodevelopmental disorders are closely connected through protein interaction networks (Hormozdiari et al. 2015).

In some cases mutations in the same gene causing different disease may be explained by different functional impacts (e.g. disrupting specific splicing or protein interaction domains). Furthermore it is possible that the effect of a mutation is modified by a secondary inherited or de-novo mutation. It is also possible that environmental factors contribute to the development of differing disease phenotypes, especially in less severe conditions. Taken together the co-morbidity and shared genetics of ID, epilepsy and schizophrenia implicate an at least partially shared genetic etiology between these conditions.
Methods

The methods used in the Papers presented in this thesis are outlined below.

**SOLiD sequencing**

SOLiD sequencing was used in **Paper I Paper II** and **Paper III**. A short description of the SOLiD sequencing technology is outlined below. In a first step DNA or cDNA fragments are attached to beads and an emulsion PCR reaction is conducted. The beads are after this covalently attached to a glass slide and a sequencing-by-ligation reaction takes place. Briefly, a mixture of fluorescently labeled di-nucleotide probes and a universal primer are added to the reaction chamber. Numbered from the 3’ end of the probe the first two bases are specific followed by degenerate positions. The probes are hybridized to the template and the fluorescent markers are cleaved off, generating a signal captured by digital imaging. This is repeated 5–7 cycles (depending on the readlength). After this the annealed template are melted away, and a new primer 1 bp shorter than the first are added. The cycle is repeated until every position of the template has been interrogated.

**Whole exome sequencing**

WES was used in both **Paper I** and **Paper III**. The Agilent Sure Select 50 Mb exome enrichment kit was used to enrich for the exonic regions prior to sequencing. In this enrichment method DNA or cDNA is hybridized to biotinylated RNA probes. In a following step the biotinylated RNA is captured using streptavidin coated magnetic beads and all unbound genetic material is washed away. The captured sequences are then amplified before sequencing.

In **Paper I** we investigated the possible applications of exome capture on RNA extracted from human tissues. Our primary focus was to investigate how well this method could capture lowly expressed transcripts compared to traditional RNA sequencing. We included brain tissue as one of the tissues analyzed (in addition to liver), as it is known that brain has a large number of expressed genes and considerable amount of alternative splicing (Wang et al. 2008; de la Grange et al. 2010). As it has been shown that there are considerable differences in expression between different developmental stages we extracted RNA from
both adult and fetal samples for both tissues (Kumar et al. 2000). Extracted RNA was transformed to double stranded cDNA and we successfully showed that this could be used as starting material for in solution capture. Sequencing was performed using a SOLiD4 instrument and sequenced reads were mapped to the hg19 version of the human reference genome using the program TopHat. The program Cufflinks was then used to identify and quantify transcripts (Roberts et al. 2011). Splice sites were compared to several genome annotations, including known genes, expressed sequence tags and RNA sequencing results from the exact same tissues.

In Paper III our main aim was to identify de-novo mutations in trios where the patient was diagnosed with ID and epilepsy. Here a more traditional approach to WES was adopted, and capture was performed on genomic DNA extracted from blood. As this study spanned several years, the machines available to us for sequencing were exchanged which forced us to use different sequencing technologies in different parts of the investigation. The three technologies used were SOLiD, Illumina and the Ion Proton systems. These technologies create slightly different outputs and therefore we used different programs to map the data generated by each machine (LifeScope for SOLiD, torrent-suite for Ion Proton and BWA for Illumina). To identify SNVs in sequenced samples the GATK toolkit was used. This program is a collection of tools designed to facilitate variant discovery. After mapping and removal of duplicated reads the GATK was in a first step used to locally realign reads in positions with a large number of mismatches compared to the reference genome. As reads mapping to positions containing indels tend to create several misalignments this step facilitates the detection of indels by creating a more exact alignment in these regions. After this a base recalibration were performed, this step uses empirical data and machine learning to recalculate the quality score assigned to each base. This is done as the original scores may be subjected to systematic as well as technical biases. After this variant calling can be performed, and this is done by in a first step determining which regions of the genome that contain evidence of significant variation. The possible haplotypes in each region are calculated and possible variant sites are identified. The likelihood for each haplotype is then calculated by realignment of all reads in the region in order to determine which model that is best explained by the data. In a last step the previously calculated likelihoods are used to calculate the posterior probabilities of each genotype and the most likely genotype is assigned to each site (figure 3). The resulting list
of variants was first filtered using our in-house database of variants from previous exome studies, together with the dbSNP database. Remaining variants were then filtered against the variants identified in the parents. Candidate variants were then validated using sequencing.

Transcriptome sequencing

Transcriptome sequencing (also called RNA sequencing) was used in Paper II and it is also the main method in Paper IV. In Paper II our main interest was to investigate the genetic impact of different mRNA isoforms of the QKI gene. We decided to use human astrocytes as starting material as these cells are known to express QKI. The different splice isoforms of QKI were selectively silenced using siRNA and a SOLID 5500XL instrument was used for transcriptome sequencing. Global differential expression analysis was performed using the R program DESeq resulting in a small list of genes that were differentially expressed.

In Paper IV RNA was extracted from frontal cortex and inferior frontal gyrus of schizophrenics and controls. The main reasoning behind using transcriptome sequencing in this Paper is that schizophrenia is a complex disease and even if the causative mechanism are unknown, changes in gene expression in patients may give valuable clues regarding disease etiology. RNA sequencing was performed using an Illumina HiSeq 2500 instrument, producing 100 bp paired-end reads and the software TopHat2 was used to align reads to the hg19 version of the human reference genome. The alignment was performed in a way so that reads were aligned to the known transcriptome (known expressed sequences) in a first step, and reads not aligned in this step were
aligned to full genome in a second step. Counting of reads was performed using the program HTSeq, and reads mapping to positions where different genes on the same strand overlapped was determined to be ambiguous and were excluded. The R program DESeq2 was used to identify genes showing a significant differential expression between cases and controls. To further analyse the sequence data a gene co-expression analysis was performed using the R library WGCNA. This resulted in several modules, of which three could be associated with the patient group.

Concluding remarks and future perspectives

Since the discovery of the structure of DNA in 1953 the field of human genetics has developed at a rapid pace. New technologies have readily been adapted to be used as tools in the investigations of the human genome, leading to increased capabilities and a successive broadening in the field of research. The human genome is complex and even though the instruments used to observe it reach unparalleled levels of accuracy and specificity, it can be considered to be only partially explored. Nonetheless, by adopting new technologies, tools and applications and studying specific biological phenomena, we fill these gaps in our knowledge piece by piece.

In Paper I we combined exome capture with RNA sequencing in an effort to identify lowly expressed transcripts and splice sites. We show that this method can detect transcripts and splice junctions below the detection threshold of traditional RNA sequencing at a comparable number of sequenced reads. From this, we conclude that this method is a cost-effective alternative to RNA sequencing for genome wide discovery of lowly expressed transcripts. A similar method was used by Mercer et al. to discover a large number of transcripts at low levels, further strengthening this conclusion (Mercer et al. 2012). The functional impact of low level transcripts can be questioned and the biological effects of different expression levels are not well investigated for most genes. Despite this several arguments strengthening the relevance of investigating low level transcripts exists. A human tissue sample generally contains several cell types in different fractions meaning that a low level transcript might just reflect a transcript expressed in a low fraction of the cell types sequenced. If so, the transcript might have a relevant functional impact in this specific cell type. Hence, further experiments are needed to pinpoint the source of low level transcripts found in human tissues. Furthermore, identifying lowly expressed transcripts in one tissue is in no way proof that it is lowly expressed in all human tissues. Therefore the detection of unannotated exons and transcripts on a global scale still facilitates the detection of genetic regions of interest e.g. when investigating a disease associated with a certain gene.

In Paper II we used RNA sequencing in combination with selective silencing to investigate the different splice isoforms of the QKI gene. The QKI gene
has previously been associated with schizophrenia and is involved in central nervous system development (Aberg et al. 2006). Interestingly, RNA sequencing data revealed a 5th previously unknown QKI transcript variant showing the benefits of carefully investigating results from this technology. The analysis of differential expression gave sparse results. This is not surprising, as it is generally not expected that the silencing of a single gene will result in expression changes of a magnitude that can be detected in a small number of replicate experiments. Amongst the most interesting results was the significant change in expression of GFAP making it a potential mRNA target of QKI. The GFAP gene has previously been implicated to have a major function in synaptic plasticity (Middeldorp & Hol 2011). Future studies regarding the QKI and GFAP interactions are needed to better understand their effects on neural development and disease.

In Paper III we identify de-novo mutations in patient parent trios, where the patients are diagnosed with both epilepsy and ID. We identify 29 de-novo mutations in 39 trio families and one inherited homozygous mutation in one family. Using the American College of Medical Genetics and Genomics standard guidelines for interpretation of coding variants we identified causative mutations in 11 families giving us a diagnostic yield of 28.2%. The most exciting finding in this study was the identification of a non-synonymous de-novo mutation in the HECW2 gene. This gene was previously not associated with disease, however when studying results from previous large scale sequencing projects we found another five de-novo mutations in this gene in patients with phenotypes similar to our patient. Furthermore, five of the six mutations (including ours) was localized to the HECT domain of the HECW2 protein, implying a gain of function mechanism. The candidacy of the HECW2 gene was further strengthened using network analysis. It remains a future challenge to investigate the exact biological impact the mutations in the HECW2 gene. Using animal models such as zebrafish by introducing mutations in the homologous gene and affecting the same domain would be one exciting way to further investigate the effect of these mutations.

In Paper IV we investigated schizophrenia using RNA sequencing. Primary brain tissue was acquired from 65 patients and 47 controls. Most interestingly the results from the differential expression analysis showed a strong enrichment of genes involved in the complement system. These results are in line with a recent study pinpointing the C4 gene as involved in schizophrenia (Sekar et al. 2016). To further investigate differences in expression between patients and controls a gene co-expression analysis was performed. This resulted in three modules associated with schizophrenia, with one module containing several genes associated with axon development. These results show a correlation between schizophrenia, the complement system and axon development. However, to add further support to these conclusions and to understand the mechanisms and function underlying these correlations, additional experiments are needed. Using WGS in order to identify relevant mutations
would be our next step to in more detail investigate possible mechanisms driving the observed differences in expression. This would also be important as it would clarify the level at which environmental effects contribute to the disease process. Furthermore, analysis and comparison of chromatin states between patients and controls would give further insights into the impact of possible epigenetic effects in schizophrenia.

In conclusion, this thesis contributes to the knowledge of specific genes and pathways involved in schizophrenia, ID with epilepsy as well as genes involved in the development of the central nervous system. Within this thesis several candidate genes for ID and epilepsy are presented, adding information to the knowledge of these disorders. It further expands the knowledge of methods used for transcript identification, adding to the current catalogue of available and tested methods. Furthermore, genes and mechanisms possibly contributing to the development of schizophrenia are revealed, adding proof to previous hypotheses.
Paper I. Exome RNA sequencing reveals rare and novel alternative transcripts

Aim:
To investigate the use of exome capture on mRNA

Methods:
In solution capture of cDNA
RNA sequencing

RNA sequencing is a routinely used technique in the analysis of gene expression and splicing. When preparing RNA for sequencing two strategies are mainly used; either all polyadenylated transcripts are selected or amplified (poly(A) sequencing), or RNA is amplified using random hexamers, enriching for all RNAs in the sample before sequencing (total RNA sequencing). Using either of these methods will result in the sequencing of regions where no transcripts are annotated, representing a mix of real unannotated transcripts and background noise. Here we aimed to investigate expression of annotated transcripts using RNA sequencing in combination with in solution exome target capture. We hypothesized that targeted enrichment of exonic RNA before sequencing would increase the fraction of reads covering genes and exons thus facilitating the discovery of rare splicing events transcripts expressed at low levels.

To sequence captured RNA we first produced cDNA from total RNA. After this the Agilent SureSelect 50 Mb capture kit was used for capture of cDNA sequences. The captured cDNA was then sequenced using standard protocols on a SOLiD4 instrument. As gene expression and splicing differ extensively between tissues, or even in the same tissue in different stages of development, we tested this approach on four human tissue types (adult cortex, fetal cortex, adult liver and fetal liver).

After sequencing we first compared the read distributions found in our data to previously sequenced total RNA sequencing data from the same tissues. Not
surprisingly, we observed a higher number of reads mapped to exonic regions in our data confirming that the capture strategy indeed produced a higher amount of exonic reads. We then continued with measuring relative expression over exons and compared to total RNA sequencing. This resulted in only a weak correlation suggesting that the methods differ in their capability to estimate expression. To further investigate the ability to quantify expression we used qrtPCR as an independent method to get expression estimates. The results showed that total RNA sequencing more closely matched the qrtPCR results leading us to conclude that our method had a lower accuracy when estimating relative expression. This difference may reflect a difference in capture affinity of enrichment probes for specific exons. Another explanation may be that different exons are captured by different numbers of overlapping probes, which may have the consequence that certain exons are captured more frequently than others.

One common application of RNA sequencing is the detection of transcript isoforms. In order to evaluate how our method performed in this respect we counted the number of splice junctions detected in each tissue and compared it to the number of splice junctions in the total RNA sequencing. For all tissues the results showed that our method generated a significantly greater number of splice junctions as well as a higher fraction of spliced reads compared to total RNA. To further investigate this we also compared to a sample prepared using poly(A) sequencing, and this sample showed a slightly increase in splice junction compared to total RNA sequencing, however the number of splice junctions identified using our capture method was still significantly higher.

To further evaluate our method we investigated how well it identified annotated splice junctions. This was done by comparing the splice junctions identified in each sample to the University of California Santa Cruz (UCSC) annotated genes database. The results showed that we could identify a large overlap between splice junctions found by our method and the gene database. Interestingly, we also found that our data contained splice junctions describing splicing events not present in the gene database. These novel splice junctions did in some cases correspond to a novel splice junction between known exons, or in other cases suggest the presence of a novel exon. In both of these cases our data suggested the presence of a new and in many cases lowly expressed transcript. When comparing these novel splice junctions to total RNA sequencing we could observe an eightfold increase in novel splice junctions in our data. To investigate the false positive ratio of our method we compared our identified novel splice junctions to the expressed sequence tags (EST) UCSC database. The fractions of splice junctions mapping to the EST database was similar in both total RNA sequencing and our method suggesting that the fraction of false positive findings was also similar between these two approaches.
In conclusion this study shows that using an exome capture strategy in combination with RNA sequencing enriches for the detection of lowly expressed transcripts and splice junctions. However, this comes at the cost of a significant loss of accuracy in quantification of expression. The study shows that whole exome capture is a viable technology for discovery of novel exons and alternatively spliced transcript isoforms.
**Paper II:** RNA-binding protein QKI regulates *Glial fibrillary acidic protein* expression in human astrocytes.

Aim:
To investigate the function of the *QKI* gene and its transcripts in primary astrocytes

Methods:
RNA sequencing

In this Paper we aimed to investigate the impact of selectively depleting the transcripts of the Quaking (*QKI*) gene, a gene previously associated with schizophrenia (Aberg et al. 2006). We did the analysis in primary astrocytes as these cells are known to readily express QKI and astrocyte abnormalities have been observed in QKI deficiency.

There are four known QKI transcripts (QKI5, QKI6, QKI7 and QKI7b). As a first step in this study we measured the cellular localization of the isoforms using immunostaining (except for QKI7b for which there was no specific antibody at that time). The results showed that QKI7 and QKI6 proteins are localized both in the nucleus and the cytoplasm, while QKI5 is present only in the nucleus. The difference in subcellular localization suggests that these isoforms have distinct and different functions.

To further investigate the function of QKI a loss of function approach was adopted, selectively silencing each of the QKI splice forms using siRNA. As this approached included targeting small unique regions of the RNA differing between splice isoforms, this could not be done for QKI6 where no unique regions could be identified. In order to assess the contribution of QKI6 to total QKI expression a total silencing of the QKI gene was also performed. Furthermore, silencing of QKI5 not only decreased QKI5 protein and mRNA but significantly decreased expression of all three isoforms, making the effect similar to the effect of the total silencing of the QKI gene. From the resulting data we further estimated that QKI6 is the most highly expressed splice isoform, with higher expression compared to QKI7. Interestingly the distributions of reads also suggested the existence of a previously unknown transcript, which was named QKI6b.

Next we performed differential expression analysis investigating the effect of silencing of QKI-tot and QKI7 on global gene expression in the astrocytes. We found that silencing of QKI seemed to have only a minor effect on gene expression with only a few genes showing up as significantly differentially
expressed. When investigating the differentially expressed genes in the cells with the QKI7 transcript silenced we identified the gene *Glial fibrillary acidic protein (GFAP)* as significantly differentially expressed. We further observed that differential expression of *GFAP* was also present in the total silencing of QKI compared to controls, although it failed to reach significance after adjustment for multiple testing. The *GFAP* gene has been associated with several disorders of the CNS and, perhaps most intriguingly, low expression of *GFAP* has been associated with schizophrenia. Taken together our results suggest that the QKI7 isoform of the *QKI* gene functions as a regulator of the *GFAP* gene, connecting *QKI* to *GFAP*.
**Paper III: Identification of new candidate genes in intellectual disability and epilepsy**

**Aim:**
To identify causative genes in conditions in patients with ID in combination with Epilepsy

**Methods:**
Exome sequencing

During recent years with the development of exome sequencing strategies *de-novo* mutations have, in addition to large scale copy number variation, been implicated as a major contributor in disease development in both intellectual disability and epilepsy. In this study we applied exome sequencing in the investigation of 39 trio families where the affected child is co-diagnosed with both ID and Epilepsy. Sequencing both parents in addition to the proband was advantageous in this study as it supplied us with the means to identify *de-novo* mutations at a high throughput. Identification of *de-novo* mutations in the patients was the primary focus of the study.

Following exome sequencing 29 *de-novo* mutations in 22 of the families were identified and validated using Sanger sequencing. Our first goal after identifying the *de-novo* mutations was to investigate if these mutations were in any way more damaging than mutations found in the general population. To this end the Combined Annotation Dependent Depletion (CADD) score was calculated for each mutation and the resulting distribution was compared to the distribution of CADD scores from randomly chosen SNPs from the Exome Aggregation Consortium (ExAC) database. The results showed that on average the identified *de-novo* mutations were more damaging than variants found in the ExAC database. Here it should be mentioned that some *de-novo* mutations also showed a low impact on the genome. This is perhaps not a surprising result as we would expect that *de-novo* mutations would not explain the disease in all patients.

Each *de-novo* mutation found was carefully investigated and the American College of Medical Genetics and Genomics guidelines (ACMG) were used as an aid to determine whether variants were causative. This resulted in causative *de-novo* mutations identified in 10 families. In addition, a causative homozygous inherited recessive mutation was identified in one patient. Together, these results gave a total clinical yield of 28.2%. Interestingly, we also identified several *de-novo* mutations in genes previously not associated with ID or Epilepsy. As these genes were not previously known to cause disease we were
faced with the challenge to prioritize candidate genes for which we have identified a de-novo mutations in only a single patient.

With the aim to further investigate the candidate genes and evaluate the potential of them being involved in the disease phenotype, we compiled a list of de-novo mutations identified in previous exome sequencing studies. The mutations were collected from several sequencing projects and the list was restricted to include results from studies of ID, epilepsy and autism spectrum disorder, as these conditions have been shown to be genetically overlapping. Control data was also collated from published studies. As expected, many of the genes with mutations determined to be pathogenic in our study were frequently carrying de-novo mutations also in previous studies. However, the most interesting result from this comparison showed that the gene HECW2, previously not associated with any disease, was found to carry de-novo mutations in 6 patients and 0 controls. To further study these de-novo mutations we investigated their positioning over the gene, concluding that all but one clustered inside or close to the HECT domain. This result lead us to investigate the overall mutation rate over the exons of the HECW2 gene using data from the ExAC database. In line with our previous observation we can report a decrease of non-synonymous mutations over parts of the HECT domain in the HECW2 gene, suggesting that this domain is especially sensitive to protein altering mutations.

We then created a genetic interaction network using all genes where we identified de-novo mutations, together with genes where previously causative mutations had been identified in exome sequencing of trio families. The interaction data used to build the network was supplied by public databases. The results show a tightly interconnected network where the HECW2 gene is connected to several of the genes known to cause ID. This result should be interpreted with caution as the catalogue of genetic interactions in the human genome is likely to be incomplete. In spite of this the results add evidence to the connection between HECW2 and ID.

The results of our study confirm the importance of de-novo mutations in ID and epilepsy. We further explore several approaches in order to prioritize candidate genes. Overall, we build upon the knowledge of known causative genes as well as suggest HECW2 as a novel candidate gene in ID and epilepsy.
**Paper IV:** Transcriptome sequencing implicates alterations of complement factors levels in schizophrenia

**Aim:**
To identify transcriptomic changes between patients diagnosed with schizophrenia and controls

**Methods:**
RNA sequencing  
Differential expression analysis  
Weighted gene co-expression network analysis

Schizophrenia is a heterogeneous heritable disease with a population prevalence of 0.05-1% and an early onset, typically in the range of 20-30 years. In this paper we perform RNA sequencing of post mortem brain tissue from 65 patients diagnosed with schizophrenia and 43 controls. Our main hypothesis was that there would be observable differences in the transcriptome between patients and controls and that these differences would provide valuable clues regarding the mechanisms and genes involved in disease progression.

We sequenced patients and controls to a total depth of approximately 60 million reads per samples. Using differential expression analysis we report the presence of 74 genes showing differential expression between patients and controls. When examining the results we conclude that a surprisingly large number of the genes over-expressed in the patients were involved in immunity and inflammatory processes. To confirm this a GO analysis including all significantly differentially expressed genes was performed. The results of this analysis confirmed our previous observation showing several categories involved in inflammation and immunity as significantly enriched, and that the category complement activation showed the lowest p-value in the analysis. Specifically calculating the mean expression for the genes involved in the Complement activation category showed a strongly increased expression in a subset of patients and only a few controls. Taken together these results add to previous observation of immune dysregulation in schizophrenia as well as the results of a recent GWAS study associating the minor histocompatibility complex (MHC) to schizophrenia (Ripke et al. 2014).

In order to investigate the enrichment of complement genes detected in our results we calculated the mean expression of all differentially expressed genes in the complement activation GO category for all patients and controls. The resulting distribution revealed a strong mean expression of complement genes
in a large fraction of the patients and only a few of the controls, suggesting that activation of the complement system is linked to disease progression in schizophrenia.

It has previously been shown that patients with schizophrenia harbor a significantly higher amount of de-novo mutations than the general population. This would imply that a fraction of the de-novo mutations found in schizophrenia contribute to the genetic basis of disease. To this end, we collected a list of genes with identified de-novo mutations from several large studies in schizophrenia and compared these to our results. Two of our differentially expressed genes, transglutaminase 2 (TGM2) and laminin 2 (LAMA2), have independently and significantly been associated with schizophrenia based on de-novo mutations. It is also relevant to point out that both of these genes are highly expressed in the CNS. We further investigated the overlap between our results and genes found in recent GWAS studies however no overlap was found.

In order to further investigate any differences between patients and controls a weighted differential co-expression network was created. The network resulted in three nodes significantly associated with schizophrenia. Following this GO analysis of the genes in each node was performed leading to the identification of the significantly enriched GO category Axon in one of the nodes. Interestingly, several studies have observed a thinning of grey matter in schizophrenic patients and it has been hypothesized that this thinning is due to a lower number of axons. When reviewing the genes in these nodes another interesting result emerged as one of the driving genes in this node was determined to be the NEFH gene. The NEFH protein is commonly used as a marker of neuronal damage in the autoimmune disease ALS (Al-Chalabi et al. 1999).
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